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Abstract

Background: The safety planning intervention (SPI) is a suicide prevention intervention that results in a written plan to help
patients reduce suicide risk. High-quality safety plans—that is, those that are the most complete, personalized, and specific—
are more effective in reducing suicide risk. Measuring SPI quality is labor-intensive, which means that clinicians rarely get
specific, actionable feedback on their use of the SPI.

Objective: This study aimed to develop the Safety Plan Fidelity Rater, an automated tool that assesses the quality of written
safety plans leveraging 3 large language models (LLMs)—GPT-4, LLaMA 3, and 03-mini.

Methods: Using 266 deidentified safety plans from outpatient mental health settings in New York, LLMs analyzed four
key steps: warning signs, internal coping strategies, making the environment safe, and reasons for living. We compared the
predictive performance of the three LLMs, optimizing scoring systems, prompts, and parameters.

Results: Findings showed that LLaMA 3 and o3-mini outperformed GPT-4, with different step-specific scoring systems
recommended based on weighted F'{-scores.

Conclusions: These findings highlight LLMs’ potential to provide clinicians with timely and accurate feedback on safety plan
quality, which could greatly improve its implementation in community practice.
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(2) identifying distracting activities the individual can do by
themselves; (3) identifying people and social settings that can
be used for distraction; (4) identifying friends and family
that the individual can reach out to for help; (5) identifying
professionals and professional resources the individual can

Introduction

The safety planning intervention (SPI) is a widely used,
evidence-based intervention to prevent suicide [1]. It is
designed to help patients develop awareness of their personal

warning signs and pre-plan specific strategies to use to
prevent and manage acute suicidal crises [1]. The written
safety plan that results from SPI has six steps: (1) identifying
internal warning signs of an impending acute suicidal crisis;
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reach out to for help; and (6) developing an action plan to
reduce access to lethal means. In some cases, the written
safety plan includes an optional Step 7, which identifies the
patient’s reasons for living. SPI reduces suicidal behavior
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following emergency department discharge by almost half
compared to usual care [2]. Unfortunately, evidence suggests
that clinicians do not implement SPI as intended, which likely
decreases its effectiveness in reducing suicidal behavior [3-5].

Providing real-time feedback to clinicians could greatly
enhance their use of the SPI [4,6,7]; however, the current
state of the science requires direct observation by expert
clinicians to provide this feedback. Even providing useful,
asynchronous feedback based on recorded SPI sessions is
challenging. While an alternative approach of rating the
quality of the written safety plan is more scalable, using
human coders still requires significant time and training [8].

Applying large language models (LLMs) in mental health
care services can improve service delivery [9]. Existing
LLM applications have primarily focused on risk predic-
tion, rather than on evaluating the quality of clinical care.
One study found that only 15% of LLM applications in
mental health research focused on supporting treatment and
intervention practices, whereas 47% concentrated on risk
prediction [10]. Even among the few studies on treatment
and intervention support, most have focused on clinical
documentation summarization and information extraction,
rather than providing feedback on treatment quality. There
has been some attempt to use LLMs to improve suicide
prevention. For example, one study evaluated the presence
of the components of the SPI documented in the electronic
health record using traditional rule-based natural language
processing methods, finding that computational approaches
can be used to understand suicide prevention interventions in
real-world settings [11]. This effort could be further advanced
by applying LLM techniques to assess the fidelity of written
safety plans in a more nuanced and contextually sensitive
manner without the need for ontological reasoning.

In this pilot study, we developed and pilot-tested an
automated Safety Plan Fidelity Rater (SPFR), an artificial
intelligence (Al) aid for scoring safety plans. We developed
the SPFR by comparing three LLMs based on their weigh-
ted F-scores and optimizing their prompts and parameters
to maximize performance. We hypothesized that 03-mini
would outperform GPT-4 and LLaMA 3 in effectively scoring
written safety plans compared to scores assigned by trained
clinical coders because of its advanced reasoning capabilities.

Methods
Data

We analyzed 266 deidentified written safety plans collected
as part of a Zero Suicide implementation project [12]. Safety
plans were collected from patients who received the SPI
across 61 outpatient mental health clinics in New York State.
Patient demographic data were not available in this study;
only the written responses on the safety plans were used for
analysis. Written responses on the safety plan are intended to
be collaboratively developed by the clinician and the patient

https://mental jmir.org/2026/1/€79010

Donnelly et al

together. Coders assessed safety plan response quality using
the SPI Scoring Algorithm (SPISA; GKB, unpublished data,
2023). The SPISA consists of 20 items measuring the quality
and completeness of written responses across seven steps of
the safety plan form: warning signs, internal coping strategies,
social contacts and social settings, social contacts for a crisis,
professionals for a crisis, making the environment safe, and
reasons for living. The quality of response codes evaluates
how specific and personalized the response is, as well as its
relevance to each step’s purpose. Completeness of response
codes evaluates whether a response is present or absent on a
given line. We focused on developing an automated scoring
tool for the quality of responses, particularly for the follow-
ing four steps of the Safety Plan: warning signs, internal
coping strategies, making the environment safe, and reasons
for living. The remaining three steps were excluded due to a
high number of missing entries following the deidentification
process, as they often contained personal information (eg,
names and phone numbers) that were redacted in compliance
with the Health Insurance Portability and Accountability Act
of 1996 using the Safe Harbor method.

Below are the definitions of the four target steps, along
with fictitious but realistic examples:

* Warning signs: specific thoughts, feelings, physiolog-
ical states, or behaviors that are associated with the
development of a suicidal crisis (eg, “not sleeping
well,” “my heart starts pounding faster”).

* Internal coping strategies: activities the patient can
engage in by themselves that distract from suicidal
urges and allow time for the crisis to pass (eg, “write
in my journal,” “listening to the Beatles”).

* Making the environment safe: an action plan that the
client will complete to reduce access to lethal means
(eg, “get rid of unused medication,” “lock up my
firearm and give the key to my brother”).

* Reasons for living: things that matter most to clients
and give them a sense of purpose and motivation to
continue living (eg, “my family,” “I want to go to
college, become a nurse, and help people”).

The maximum possible number of responses differed for each
step: 3 for warning signs, 3 for internal coping strategies, 2
for making the environment safe, and 1 for reasons for living.
If more than the maximum number of responses were present
for a given step, the SPISA dictates for the highest coded
responses to be chosen up to the maximum number (eg, if
for warning signs, 4 responses were given of 3, 3, 2, and
1, then the top 3 highest scores of 3, 3, and 2 are chosen).
Among 2210 individual responses across four steps from
the 266 safety plan forms, we observed 772 responses for
warning signs, 770 responses for internal coping strategies,
405 responses for making the environment safe, and 263
responses for reasons for living.

In Figure 1, we present a workflow diagram illustrating an
example of the safety plan steps, the SPFR development, and
output.

JMIR Ment Health 2026 | vol. 13 1e79010 | p. 2
(page number not for citation purposes)


https://mental.jmir.org/2026/1/e79010

JMIR MENTAL HEALTH

Donnelly et al

Figure 1. Workflow of the Safety Plan Fidelity Rater development. LLM: large language model; OCR: optical character recognition; SPI: safety

planning intervention.

Examples of SPI step Data Examples of LLMs prediction results
and manual score teansforation Scoring system
(eg, OCR, Responses = = LLM Reasoning
Tl ’ i Original ~ High LM
reprocessin,
Responses prep S STEP 1: Warning Signs
score and parsing) = R
“The response describes a
Step 1: warning signs U SHEy 2 7 1 |state of fatigue, which can be
e i a common symptom...”
. Extremel
tired Z 2 “The statement "l want to die"
2. lcryand | is a clear and specific
L. I = S
2. 1cryand | 3 arge fanguage want to die 3 2 2 expression of suicidal
want to die models |:> ideation..."
3. (empty) 0 (eg, GPT-4, LL'aMa 3. (empty) 0 0 0 | “No response provided”
3, and 03-mini) =
L-t-M: low-to-moderate

Optical Character Recognition

The original data files are PDF documents containing
typed safety plans without handwritten content. We applied
Tesseract [13], an open-source text recognition engine, to
extract text for LLM development. After converting the
PDF files to TIFF format using the Python Imaging Library
(Python Software Foundation), we applied Tesseract version
5 with default configurations for English text extraction,
generating plaintext output.

Parsing

The original dataset included safety plan responses along
with metadata (eg, step titles, operational definitions, and
page numbers). First, to focus solely on responses, metadata
elements were removed. Second, documents with clear “Step
X” headings (eg, “Step 1. Warning signs”) were parsed
directly to extract the response content for each step. In cases
without explicit step markers, pattern matching based on
recurring labels (eg, “Warning signs: 1., 2.... Internal Coping
Strategies: 1., 2....”) was used to segment the responses.
Third, for the final step (eg, “Step 7: Reasons for living”),
which lacks a clear ending marker (such as a “Step 8”), we
used other textual indicators appearing after the last step (eg,
“The Stanley-Brown Safety Plan...”) to identify the end of the
response. Finally, after extracting the responses for each step,
they were further processed because each response requires

Textbox 1. Prompt example for step 1: warning signs.

separate scoring. If the responses were numbered (eg, “1.
2. 3.”), this numbering was used to split and identify each
response individually. In instances where the responses were
not numbered, the text was divided by new line characters,
and each line was treated as a distinct response.

Prompt Development and Scoring
Algorithm

We used a zero-shot prompting strategy to rate each
response and compared the model performance of three
scoring systems. The prompt was developed based on the
SPISA coding manual and iteratively refined to enhance the
model’s performance throughout the process. We tested 3
scoring systems: the original scoring system based on SPISA,
a high-precision system, and a low-to-moderate precision
system. The 4-score original system consists of four levels:
(0) no response, (1) general, (2) somewhat specific, and (3)
highly specific. Examples of responses with varying levels
of precise specificity and corresponding scores are provided
in Textbox 1. The 3-score high precision system has (0) no
response, (1) general, and (2) somewhat and highly specific.
The 3-score low-to-moderate precision system has (0) no
response, (1) general and somewhat specific, and (2) highly
specific responses. To improve the explainability of the rater
[14], we also incorporated reasoning generation for each
score, ensuring that clinicians receive interpretable feedback.

Criteria for scoring:

https://mental jmir.org/2026/1/€79010

Instruction Prompt = "'Given the following responses, evaluate the quality of written personal "Warning signs among
patients with suicide risk. Warning signs are specific thoughts, feelings, physiological states, or behaviors that may indicate
suicidal crisis. For each response, return a score based on the criteria and provide clear reasoning for the score.

0 - No response provided, responses stating "Nothing provided" or "Nothing listed," or responses that do not clearly indicate
that the clinician at least tried to elicit a response (e.g., "Client was very guarded", "Client declined to answer").

1 - Not relevant to warning signs of suicide (e.g., "Call therapist"), vague thoughts (e.g., "Bad thoughts"), unexplained
emotions (e.g., "Moody", "Angry", "Sad", "Frustrated", "Stressed"), or unclear situations (e.g., "Relationship problems").

2 - Somewhat personalized. The response includes some specific details of the thoughts (e.g., "Repeated thoughts", "Don't
want to talk to anyone"), feelings (e.g., "Start to get anxious", "Not in a good mood"), and situations (e.g., "Not sleeping
well", "I get headaches", "Having argument with husband") but lacks enough detail to fully assess suicide risk.

3 - Highly personalized. The responses include specific thoughts (e.g., "Any suicidal thoughts, plans, or intentions," "When
I think I can't take it anymore," "Thoughts like I want to be left alone, leave me alone"), detailed feelings (e.g., "Feeling
trapped and stuck," "Feeling an overwhelming emptiness," "The feeling of having no one to talk to"), or intense symptoms
(e.g., "Clenched fists," "Hearing voices", "Excessive sleep disturbance").
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Response: {response_text}
Output:
Score: [score]

Combination responses: If a response combines multiple elements where each element would independently score a 2 (e.g.,
"Start to get anxious and start crying"), assign a score of 3 instead of 2. If a response combines multiple elements where
each element would independently score a 1, assign a score of 1.

Reasoning: [Clearly outline the specific indicators used for assessment and explain how they are scored. Provide concrete
examples or threshold criteria to justify your decision, making the prediction results more explainable]"

Donnelly et al

Large Language Models

Using Microsoft Azure Databricks, we assessed the perform-
ance of the Safety Plan Fidelity Rater (SPFR) tool using
the SPISA-coded data and three LLMs: GPT-4, LLaMA 3,
and o3-mini. We originally selected only GPT-4 because it
tends to perform clinical coding tasks well, but we wan-
ted to understand whether an open-weight model, such as
LLaMA 3, was comparable in performance. In addition,
03-mini’s reasoning ability outperformed this baseline model.
For GPT-4 and LLaMA 3, we compared models using 3
temperature settings (0.1, 0.5, and 0.9). For 03-mini, we
evaluated performance across three reasoning effort levels
(low, medium, and high). Four steps of the safety plan were
evaluated by comparing the weighted F-score (a measure of
how accurately a model makes predictions by balancing the
impact of different types of prediction errors and ensuring

that categories with more data have a greater influence on
the final score, with scores ranging from 0 to 100). In this
study, we define the best-performing model as the one with
the highest weighted Fi-score, indicating the most accurate
predictive performance. We selected Fi-score because it
is a recommended metric especially for multiclass predic-
tion with imbalanced data [15], providing a more reliable
measure of model performance by balancing both precision
and recall. We additionally conducted a McNemar test to
examine whether the best-performing model is significantly
better statistically than the other LLMs.

In Textbox 1, we provide an example prompt for Step
1: warning signs using the original 4-value SPISA scor-
ing system and Table 1 for the associated predictions and
reasoning for each of the 3 LLMs.

Table 1. Examples of prediction results with reasoning for Step 1: warning signs for each large language model.

Large language model Prediction results

GPT-4 .

¢ Rater’s score: 3

Response: ‘excessive sleeping, hearing voices’

¢ Large language model prediction score: 3

* Reasoning: The response includes highly personalized and intense symptoms that are specific and clearly indicative

of a suicidal crisis. “Excessive sleeping” and “hearing voices” are detailed and severe indicators that highlight

significant distress and potential danger, both of which are crucial for assessing suicide risk. These elements

align with the criteria for a score of 3, which encompasses specific and highly personalized thoughts, feelings, or

symptoms.
LLaMA 3 .

¢ Rater’s score: 3

Response: ‘excessive sleeping, hearing voices’

¢ Large language model prediction score: 3

¢ Reasoning: The response includes two specific indicators that are highly relevant to warning signs of suicide.

03-mini

¢ Rater’s score: 3

¢ Response: ‘excessive sleeping, hearing voices’

¢ Large language model prediction score: 3

¢ Reasoning: The response includes two specific and detailed indicators. “Excessive sleeping” is a concrete behavioral

or physiological sign, and “hearing voices” is an intense symptom that falls under highly personalized indicators.

Both elements are explicitly mentioned in the criteria as examples of intense or specific warning signs, making

the overall response highly personalized. These details go beyond vague or general statements and clearly indicate

significant risk factors, justifying a score of 3.

Ethical Considerations

This study was approved by the University of Pennsylva-
nia Institutional Review Board (852245) with the data use
agreement and transfer (68141/02) from Columbia Univer-
sity.

https://mental jmir.org/2026/1/€79010

Results

Data Characteristics

The number of responses scored by coders, with scores of 0,
1, 2, or 3, displayed an asymmetrical distribution (Figure 2).
For warning signs responses (n=772), the highest propor-
tion of responses (301/772, 38.99%) received a score of 2,
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followed by 38.6% (298/772) scoring 3, 17.88% (138/772)
scoring 1, and 4.53% (35/772) scoring 0. For internal coping
strategies (n=770), 44.94% (346/770) of responses scored 1,
followed by 29.87% (230/770) scoring 2, 19.61% (151/770)
scoring 3, and 5.58% (43/770) scoring 0. Among responses
on making the environment safe (n=405), 36.54% (148/405)

Donnelly et al

scored 1, followed by 28.64% (116/405) scoring 0, 24.69%
(100/405) scoring 2, and 10.12% (41/405) scoring 3. Finally,
for reasons for living (n=263), most responses (69.96%,
184/263) scored 2, with 15.21% (40/263) scoring 3, 8.37%
(22/263) scoring 0, and 6.46% (17/263) scoring 1 (Figure 2).

Figure 2. Distribution of responses by quality scores coded by trained raters.
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Safety Plan Step

The prediction model for the quality scores of safety plan
responses varied according to different scoring systems and
LLMs (Table 2). We assessed four key questions: (1) How
well do LLMs perform using the original scoring system?

(2) Do LLMs have improved performance with high and
low-to-moderate precision scoring systems? (3) Does one
LLM outperform the others more consistently across steps?
and (4) Which LLM is most consistent in its ratings?

Table 2. Weighted F-score across large language models. Mean refers to the average weighted F'|-score across different hyperparameters (eg,

temperature for GPT-4 and LLaMA 3, reasoning effort for 03-mini).

SPI? step GPT-4 LLaMA 3 03-mini
Mean SD Min Max  Range Mean SD Min Max  Range Mean SD Min Max  Range
Step 1: warning signs
Original 4893 027 48.57 4923  0.66 51.78 031 5147 5222 0.75 38.12  1.70 36.66 4030 3.64
High 7351 107 72.11 7471 2.60 78.68  0.37 7845 79.12° 067 5953  0.79 5903 6046 143
L-t-M¢ 63.76 301 6329 6439 1.10 6539 0.38 65.11 6594 0.83 63.04 1.10 6184 6402 218
Step 2: internal coping strategies
Original 5327 059 5270 5408 138 60.19 054 5959  60.65 1.06 58.86 1.84 56.56 60.73 4.17
High 6422 054 6352 6485 133 7277 055 72.11  73.18 107 7050  1.63 68.67 7257 390
L-t-M 7692 0.77 7608 7794 1.86 7933  0.17 79.13 7953 040 80.15 1.65 7830 81.13> 2383
Step 6: making environment safe
Original 56.84 038 5632 5724 092 5852 0.14 5835 58.68 033 59.73 087 5852 6052 2.00
High 6433 033 6392 6472 0.80 6738 0.19 67.16 67.61 045 6790 0.72 6686 6855 1.69
L-t-M 7501 1.17 73.61 7573 2.12 7440 0.56 7374 7482 108 7438 196 7296 7656 3.60
Step 7: reasons for living
Original 75779 1.68 7365 7722 357 7886  0.58 7838 7952 1.14 7447 455 6926 7881 955
High 8823 207 85.67 8997 430 90.69 0.27 9038 9102 0.64 9172 024 9142 9199 057
L-t-M 81.61 1.73 7952 8271 3.19 8421 0.09 84.15 8434 0.19 80.56 4.06 7539 8444 905

4SPI: safety planning intervention.
PThe best-performing model for this step.
CL-t-M: low-to-moderate precision system scale.

How well do LLMs score the original scoring system? The
mean performance (Fj-score) for original scoring systems
ranged by steps: warning signs: 38.12-51.78; internal coping
strategies: 53.27-60.19; making environment safe: 56.84-
59.73; and reasons for living: 74.47-78.86.

https://mental jmir.org/2026/1/€79010

Do LLMs have improved performance with high and
low-to-moderate precision scoring systems? We observed
increases in predictive power with augmented precision
scoring systems. The most elevated mean performance by
scoring systems ranged by steps: warning signs (high):
59.53-78.68; internal coping strategies (low-to-moderate):
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76.92-80.15; making environment safe (low-to-moderate):
74.38-75.01; and reasons for living (high): 88.23-91.72.

Does one LLM outperform the others more consistently
across steps? LLaMA 3 produced the best predictive
performance with the highest F-score for warning signs
(high): 79.12; 03-mini produced the best predictive per-
formance for internal coping strategies (low-to-moderate):
81.13, making environment safe (low-to-moderate): 76.56,
and reasons for living (high): 91.99.

Which LLM is most consistent in its ratings? LLaMA 3
(0.72) produced the most consistent performance, with the
smallest mean range difference across different parameter
values, compared to GPT-4 (1.99) and 03-mini (3.72).

Donnelly et al

Best-Performing Model for Each Step

The best-performing model for each step, defined as the
model with the highest weighted F{-score across LLMs and
scoring systems, was as follows (Figure 3). In addition, we
conducted a McNemar test to examine whether the best-per-
forming model, based on the highest weighted Fy-score,
differed significantly from the other LLMs. In other words,
we compared the model with the highest weighted F|-score
against each of the other models; for example, GPT-4 versus
LLaMA 3, LLaMA 3 versus 03-mini, and o3-mini versus
GPT-4.

Figure 3. Best-performing model performance across steps, scoring systems, and large language models. L-t-M: low-to-moderate precision system
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* Step 1: Warning signs: The best-performing system was
the high precision scoring system using LLaMA 3 with
a temperature of 0.1, achieving a weighted F|-score
of 79.12%. According to the McNemar test result, this
LLaMA 3-based model showed a statistically signifi-
cantly higher F'{-score than both GPT-4 (P=.01) and
03-mini (P<.001).

 Step 2: Internal coping strategies: The best-perform-
ing system was the low-to-moderate precision scoring
system using 03-mini with medium reasoning effort,
achieving a weighted F|-score of 81.13%. This model
showed a statistically significantly higher F'|-score
than GPT-4 (P<.001), but no significant difference
compared to LLaMA 3 (P=.25).

https://mental jmir.org/2026/1/¢79010

* Step 6: Making the environment safe: The best-per-
forming system was the low-to-moderate precision
scoring system using 03-mini with medium reason-
ing effort, achieving a weighted F'{-score of 76.56%.
Although this model reported the highest weighted
F1-score among the 3 LLMs, there were no statistically
significant differences in F'{-score compared to GPT-4
(P=.08) or LLaMA 3 (P=.39).

» Step 7: Reasons for living: The best-performing system
was the high precision scoring system using 03-mini
with medium reasoning effort, achieving a weighted
F1-score of 91.99%. This model reported no statisti-
cally significant differences in F|-score compared to
GPT-4 (0.87) and LLaMa 3 (P=.10).

JMIR Ment Health 2026 | vol. 13 1e79010 | p. 6
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The confusion matrix in Figure 4 illustrates how well the
top-performing models’ predicted scores align with the raters’
scores across different categories. For Step 1, warning signs
responses with the high precision scoring system, among
those scored as 0 by coders, 54% (19/35) were correctly
predicted as O by the LLM model, while 31% (11/35) were

Figure 4. Confusion matrix of the best-performing large language model.
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For Step 2, internal coping strategies responses with the
low-to-moderate precision scoring system, among those
scored as 0 by coders, 51% (22/43) were correctly predic-
ted as O by the LLM model, while 44% (19/43) were
misclassified as 1, and 5% (2/43) were misclassified as 2.
Among responses scored as 1, 93% (536/576) were correctly
predicted as 1, while 1% (6/576) were misclassified as 0, and
6% (35/576) were misclassified as 2. Among the responses
rated as 2, 50% (76/151) were correctly predicted as 2, while
50% (76/151) were misclassified as 1.

For Step 6, making the environment safe responses with
the low-to-moderate precision scoring system, among those
scored as 0 by coders, 83% (96/116) were correctly predicted
as 0 by the LLM model, while 17% (20/116) were misclassi-
fied as 1. Among responses scored as 1, 76% (188/248) were

https://mental.jmir.org/2026/1/€79010

Donnelly et al

misclassified as 1, and 14% (5/35) were misclassified as 2.
Among responses scored as 1, 88% (121/138) were correctly
predicted as 1, while 12% (17/138) were misclassified as 2.
Among responses scored as 2, 76% (455/599) were correctly
predicted as 2, while 1% (6/599) were misclassified as 0, and
23% (138/599) were misclassified as 1.
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(High precision scoring with 03-mini)

0.8

0.6

Actual

-0.4

-0.2

-0.0

0 1 2
Predicted

correctly predicted as 1, while 16% (40/248) were misclassi-
fied as 0, and 8% (20/248) were misclassified as 2. Among
responses scored as 2, 61% (25/41) were correctly predicted
as 2, 7% (3/41) were misclassified as 0, and 32% (13/41)
were misclassified as 1.

For Step 7, reasons for living responses with the high
precision scoring system, among those scored as 0 by coders,
82% (18/22) were correctly predicted as 0 by the LLM model,
while 9% (2/22) were misclassified as 1, and another 9%
(2/22) were misclassified as 2. Among responses scored as 1
by coders, 71% (12/17) were correctly predicted as 1, while
29% (5/17) were misclassified as 2. Among responses scored
as 2, 94% (211/224) were correctly predicted as 2, and 6%
(13/224) were misclassified as 1.
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The results across different steps indicate variations in
precision and recall for each score value (Figure 5). In Step
1, warning signs, Score 0 demonstrated moderate precision
(0.79) and low recall (0.54); Score 1 had low precision
(0.45) yet high recall (0.88); and Score 2 had high precision
(0.95) with moderate recall (0.76). In Step 2, internal coping
strategies, Score 0 achieved high precision (0.81) but had
low recall (0.51); Score 1 showed both high precision (0.85)
and recall (0.93); and Score 2 showed both low precision

Figure 5. Precision and recall of the best-performing large language model.
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Discussion

Principal Findings

We assessed the performance of 3 LLMs for scoring written
safety plans. SPFR accuracy improved when using the 3-point
scoring systems compared to the original 4-point scoring
system. No one LLM provided the most optimal performance
across steps and scoring systems. The findings of this study
offer significant methodological advancements and areas for
future research, particularly as they apply to the clinical
implications of this line of research.

From a clinical practice perspective, while existing
LLM applications in suicide prevention focus on screening,
diagnosis, or delivering eHealth services to patients [9,16],
to our knowledge, this study is innovative by demonstrating
the utility of LLM in assessing written safety plan quality.
At this stage, this work is too premature to apply different
scoring systems practically, and further research is needed
to determine the best LLM and scoring system to deploy
across all steps of the safety plan. Future research will also
evaluate the associations of the different scoring systems
with patient outcomes (eg, suicidal behavior) and determine
if changing the original scoring system is useful. A deeper
understanding of different LLM-based scoring systems across
all the steps of the safety plan and their clinical implications
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(0.67) and recall (0.50). In Step 6, making the environment
safe, Score 0 had a moderate precision (0.70) and high recall
(0.83); Score 1 had high precision (0.85) and moderate recall
(0.76); and Score 2 had both low precision (0.54) and recall
(0.61). In Step 7, reason for living, Score 0 had both high
precision (0.95) and recall (0.82); Score 1 had low precision
(0.44) but moderate recall (0.71); Score 2 had both high
precision (0.97) and recall (0.94).
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is essential for optimizing the provision of reliable, accurate
feedback to clinicians. Specifically, given the preliminary
nature of this work, further research is needed to optimize
and select the best LLM model for scoring the entire written
safety plan, as this pilot work only focused on four of
the seven steps. In addition, before modifying the original
scoring system to improve rating performance, research is
needed to understand how potential modifications in scoring
might impact associations with patient outcomes (eg, suicidal
behavior) to determine if changes to the scoring system are
both face valid and warranted. For instance, we can test
the hypothesis that the SPFR implemented with the high
precision scoring system predicts patient suicidal behavior
with greater accuracy than the SPFR implemented with the
low-to-moderate scoring systems. Beyond predictive accuracy
and associations with patient outcomes, future research
should also explore different implementation strategies for
providing feedback to clinicians in order to design a tool
that is most useful for clinical practice. The ultimate goal
of this line of research is to establish that the automatic
scoring system that is designed can enhance the quality of
written safety plans. Incorporating qualitative evaluations,
such as experts’ agreement with LLMs’ reasoning, can further
improve the interpretability and acceptability of Al-generated
feedback. Furthermore, embedding this tool within electronic
health records systems would enable direct integration with
documented safety plans, improving intervention quality by
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providing timely and actionable feedback to clinicians. For
example, an integrated SPFR in the electronic health records
that automatically rates safety plans and provides pop-up
feedback to the clinician in real time may lead to increases in
the quality of patient safety plans, which, in turn, may result
in further reducing suicide risk for those patients who receive
this intervention.

From a methodological perspective, this study is a first
step in a line of inquiry about engineering questions to
consider when designing an automatic scoring tool, such
as the SPFR, using medical record data. At this phase, the
reported LLM models remain under experimental testing, and
future work is needed to evaluate and improve their clinical
utility. Beyond selection of which LLMs to assess, how to set
the scoring systems, and which are most consistent in their
ratings, other potential considerations include: (1) selecting
one LLM model for all 7 steps of safety plan or select the
best-performing model for each step, (2) creating an LLM
ensemble-based voting approach to assign a single score for
each step, and (3) introducing few-shot learning and emerging
methodologies to optimize LLM performance. Further, ethical
considerations will be essential for the use of this tool in
clinical practice. For instance, improving the transparency of
LLM predictions can help clinicians understand the rationale
behind the scores better, thereby supporting informed and
responsible decision-making. In addition, evaluating these
tools using data from more diverse and generalizable samples
will be important for reducing bias and promoting the fairness
of AL

Donnelly et al

This study has several limitations. First, we assessed a
selected sample, which consisted of typed safety plans that
closely aligned with the Stanley-Brown Safety Plan form.
Hence, these findings may not generalize to settings where
safety plans are handwritten or vary in formatting. Our
post hoc evaluation using the McNemar test revealed that
performance differences between the LLMs (GPT-4, LLaMa
3, and 03-mini) were only partially significant. Therefore, it
may be premature to draw definitive conclusions about which
LLM performs best. Further evaluation with larger and more
generalizable datasets is recommended.

Related Works

This study is one of the few, but critical, emerging works in
automated methods for scoring, characterizing, and assess-
ing the efficacy of written safety plans. Boggs et al [11]
developed a natural language processing and rules-based
system based on the ConText algorithm for identifying
documented professional contacts, lethal means counseling
for firearms, and lethal means counseling for medication
access and storage from safety plans. Our study builds upon
this work as the first study to apply LLMs to automatically
score the quality of safety plans.

Conclusions

From this pilot project, we conclude that LLMs have
the potential to support an automatic SPFR system and
have identified clear paths toward improving LLM scoring
performance and SPFR methodological development.
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