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Abstract

Background: As depression is highly heterogenous, an increasing number of studies investigate person-specific associations
of depressive symptoms in longitudinal data. However, most studies in this area of research conceptualize symptom interrelations
to be static and time invariant, which may lead to important temporal features of the disorder being missed.

Objective: To reveal the dynamic nature of depression, we aimed to use a recently developed technique to investigate whether
and how associations among depressive symptoms change over time.

Methods: Using daily data (mean length 274, SD 82 d) of 20 participants with depression, we modeled idiographic associations
among depressive symptoms, rumination, sleep, and quantity and quality of social contacts as dynamic networks using time-varying
vector autoregressive models.

Results: The resulting models showed marked interindividual and intraindividual differences. For some participants, associations
among variables changed in the span of some weeks, whereas they stayed stable over months for others. Our results further
indicated nonstationarity in all participants.

Conclusions: Idiographic symptom networks can provide insights into the temporal course of mental disorders and open new
avenues of research for the study of the development and stability of psychopathological processes.

(JMIR Ment Health 2024;11:e50136) doi: 10.2196/50136
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Introduction

Background
Different lines of research have established the heterogeneous
nature of the etiology, clinical presentation, and treatment
outcomes of depression [1-4], thus demonstrating a need for
new ways to conceptualize and investigate the disorder. This is
indicative of a broader issue across specific psychiatric
diagnoses. The widespread evidence of substantial heterogeneity
within diagnostic labels has increased the awareness of the need
for more individualized research on mental disorders [5].
Although clinical psychology has a long tradition of interest in
the individual, most studies in clinical psychology rely on
nomothetic, cross-sectional data [5]. However, several
theoretical arguments [6-8] and empirical studies [9] have shown
that findings generated on a between-person basis are often not
applicable to within-person processes, calling into question the
extent to which cross-sectional studies are relevant for the
understanding of individual clinical cases. Recently, the
emergence of new theoretical approaches [10], statistical
methods [11], and options for the collection of longitudinal data
[12] have led to a surge in empirical studies of within-person,
idiographic processes in clinical psychology [5].

Idiographic modeling of psychopathology has several possible
advantages compared to group-level models. Owing to its
potential to provide insights into temporal processes, an
idiographic approach using longitudinal data could inform
clinicians and researchers about the dynamics of psychological
processes of an individual in a specific context [13], which is
closely linked to clinical practice [14]. In combination with a
focus on experiences in everyday life, idiographic models could
lead to an improved understanding of mechanisms that influence
the development and trajectory of mental disorders. During
treatment, idiographic models could potentially be used to
provide data-informed feedback to patients and therapists [13],
develop personalized psychotherapy interventions [15], or design
mobile interventions that are tailored to the individual [16].

To study such within-person processes, researchers use
experience sampling methods to collect many observations per
individual over time, also known as intensive longitudinal data
[17]. Then, various forms of time series models can be used to
investigate the relationships among multiple variables across
time. Results of these models are often depicted as networks of
variables that interact with one another. Then, these can be
interpreted in accordance with the network approach of
psychopathology that conceptualizes disorders as causal systems
of mutually interacting symptoms [11,18]. Networks based on
cross-sectional data have become very popular in the past few
years, particularly in research on depression [19]. However, the
so-called dynamic networks based on longitudinal data are
especially promising for the network approach, as they both
potentially allow insights into how disorders emerge from the
interplay among individual symptoms over time and because
they can reveal individual differences in symptom associations.
Idiographic network models have, for example, been used to
explore individual symptom patterns in different psychiatric
disorders [20,21], including depression [22], to investigate

psychotherapy processes [23] or to identify individualized
treatment targets in eating disorders [24].

However, due to implicit assumptions of commonly used
statistical methods, these patterns are typically modeled as static
over time [25]. This approach restricts the investigation of
change processes that can be of central interest to researchers
and clinicians [14,26]. Therefore, most previous studies have
not been able to investigate whether and how individual
symptom networks change over time (for an early exception,
refer to the study by Wichers and Groot [27]). For example,
psychotherapists who are using daily diary data of their patients
might be interested to examine whether the association between
stress at work and subsequent depressive mood changes during
therapy, as their patients might be incrementally able to handle
stress better. This development would be difficult to account
for when using typical models. In addition to this issue,
experience sampling studies are often interested in variables
that may change very fast, such as perceived stress or mood,
and thus commonly follow individuals for a short time, often 1
or 2 weeks [28]. This study duration may be inappropriate for
constructs such as depressive disorders, as it might miss slow
changes developing over a longer time span, therefore
incorrectly assuming that associations among symptoms are
stable over time. We aimed to investigate the possibilities of
circumventing these limitations by using recently developed
methods for the estimation of time-varying models for
psychological applications [25,29]. So far, this approach has
not been used with time series data of multiple clinical cases.

Objective
In this study, we applied time-varying network modeling to
daily self-report data of patients diagnosed with recurrent
depressive disorder to explore the idiographic course of
depression over several months and to gain insight into the
stability or instability of individual symptom networks of
depression. In addition to 2 daily depressive core symptoms,
namely anhedonia and feeling down, we included daily
summaries of sleep duration, rumination, and the quality and
quantity of social interactions as all these aspects have been
hypothesized to interact in depression. We chose these items to
gain multifaceted insight into the course of depression while
limiting ourselves to a few variables for the demonstration and
application of the chosen modeling technique. An in-depth
theoretical background discussion regarding the selection of
variables is provided in Multimedia Appendix 1 [25,29-58].

To justify the necessity of time-varying modeling, which is a
more complex and data-intensive approach, we first tested
whether the data-generating process of each individual in the
time frame of our study was time varying by using a recently
proposed hypothesis test [25]. Given the nonstationarity of
participants’ time series, there were 2 main exploratory goals
for this study. First, we aimed to construct individual networks
for every patient to model the temporal associations among all
variables on a day-to-day basis. Second, we wanted to explore
the temporal dynamics of the individual course of depression
by investigating changes in the network structure over time. To
evaluate the initial indicators of trustworthiness of these models
for use in the assessment of individual patients, we further aimed
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to assess the stability of estimates, prediction errors, and
variance explained. The results of this study provide new
insights into the time-varying nature of depression and highlight
the usefulness and limitations of new statistical approaches to
capture these temporal dynamics.

Methods

Transparency and Openness
This was, in part, a secondary analysis of the data previously
analyzed by Lorenz et al [30] on the idiographic association
between sleep and depression. Our analyses were preregistered
after data collection and before secondary data analysis using
the template for preregistration of experience sampling studies
[59]. The preregistration and all code for the analyses can be
accessed through Open Science Framework [60]. All deviations
from the preregistered protocol are explained in detail in
Multimedia Appendix 1.

Ethical Considerations
The study was approved by the ethics committee of the
University of Leipzig (258/17-ek). Participants who completed
the data collection process were reimbursed €250 (approximately
US $280) for their efforts for each study phase, implying a
maximum individual financial compensation of €750
(approximately US $840). They could also keep the mobile
phone that was provided to them for the study.

Procedure
Data used in this study were collected as part of the research
project, Sensor-Based System for Therapy Support and
Management of Depression (STEADY). The overarching aim
of the project was the creation of a sensor-based system for
individuals with depression, integrating data from smartphones
and wearable and stationary sensors to monitor the course of
their disorder using self-assessments and physiological and
behavioral markers. The data for this study were collected during
a feasibility study of the STEADY system. The STEADY
smartphone app was installed on a mobile phone that was
provided to the participants for the completion of self-report
protocols.

Data collection for the feasibility study was split into 3
consecutive study phases between 2017 and 2019, and they did
not differ in their self-report protocols. An overview of all
self-report questionnaires administered before, during, and after
the study phases is provided in the preregistration. Participants
were also given wrist-worn fitness trackers and stationary sleep
sensors to collect passive sensing data. These data were not
included in the analyses due to their questionable data quality.
Within the smartphone app, participants were able to fill
morning and evening logs. They were asked to complete them
directly after waking up and shortly before going to bed,
respectively. Morning logs were available from 3 AM to 3 PM,
whereas evening logs were available from 3 PM to 3 AM.

Several precautionary measures were undertaken to assist in
using the app and to prevent the occurrence of missing data,
such as monthly visits to the study center and phone calls.

Participants
Participants were recruited in cooperation with the Department
of Psychiatry and Psychotherapy (University of Leipzig Medical
Center, Germany). Potential participants were informed about
the study by their treating physicians. If they indicated interest,
they were contacted by a staff member of the study center, who
conducted the formal examination of inclusion and exclusion
criteria. If the individual was found to be eligible, written
consent for participation was obtained from them. During the
initial diagnostic screening, invitees were inquired about
sociodemographic information and their medical history in a
semistructured interview. The Structured Clinical Interview for
Diagnostic and Statistical Manual of Mental Disorders–4 [61]
(in its German translation [62]) was used to assess psychiatric
diagnoses. The Inventory of Depressive Symptomatology,
Clinician Rated (IDS-C) [63] (in its German translation [31])
was used by trained raters to assess current depressive symptom
severity.

Inclusion criteria were the following: having a diagnosis of a
recurrent depressive disorder; having a current depressive
symptom level of at least 14 points on the IDS-C; currently
being treated professionally for depression; being aged at least
18 years; and living near the research center of the German
Depression Foundation in Leipzig, Germany, to accommodate
regular in-person appointments. Individuals were excluded if
they had severe somatic disorders; displayed acute suicidal
behavior; were pregnant or in the lactation period; had electronic
implants; or experienced the following psychiatric
comorbidities: borderline personality disorder, schizophrenia,
alcohol or drug addiction, or schizotypal and delusional
disorders. For this study, we prespecified that participants should
have at least 130 days of data and <30% missingness for any
variable. Of the 25 total participants, we included 20 (80%)
individuals in our analyses. A detailed description of the sample
is provided in the following sections.

Measures

Pre-Post Assessment of Depressive Symptom Levels
The IDS-C [63] was used to describe depressive symptom levels
before and after the data collection period. It was assessed before
and after daily data collection and during some of the monthly
visits, but data from only 1 questionnaire each, before the start
and after the end of an individual time series, was used in this
paper. The IDS-C consists of 30 items that inquire about a range
of depressive symptoms, of which 28 items (scored from 0-3)
were included in this paper. Items of the IDS-C are weighted
equally and combined into a sum score ranging from 0 to 84,
where a cutoff point of 13 was originally proposed to identify
individuals with symptoms [63]. The IDS-C has been evaluated
psychometrically in different populations, including individuals
with depression, in both its original version and its German
translation [32].

Daily Diary Measures
A variety of self-report questions was used in the morning and
evening protocols. As preregistered, we chose a subset of all
self-report variables for the following reasons: theoretical
relevance for depression, assessment on a continuous scale,
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sampling frequency, frequency of missingness, and a general
preference for sparsity for our estimation method. In total, 6
daily items were used in this study: loss of interest or
joylessness, feeling down or depressed or hopeless, rumination,
quantity of social contacts, quality of social contacts, and sleep
duration (refer to Multimedia Appendix 1 for the wording).

The first 2 items represent depressive symptoms resembling the
items of the Patient Health Questionnaire–2 [64] and are listed
as core symptoms in the Diagnostic and Statistical Manual of
Mental Disorders, Fifth Edition [65]. For this study, these items
were reframed to inquire about a single day. They were
described as anhedonia for the first item and feeling down for
the second item. The quantity and quality of social contacts
were also assessed using a visual analog scale, where
participants could indicate how many contacts they had and
how they felt about these social contacts. All these items were
assessed in the evening logs. Total sleep time was assessed in
the morning logs. Participants were asked about when they went
to bed and when they got up in the morning. The time spent in
bed was calculated by the app, and participants were then asked
how much of this time they spent sleeping. The items used in
this study have not been psychometrically evaluated but were
specifically created for the STEADY app. In addition to daily
questions, some of the participants provided qualitative
information regarding significant life events during monthly
visits to the study center.

Data Preparation and Statistical Analysis

Overview
The software environment R (version 4.1.1; R Foundation for
Statistical Computing) [66] was used for all analyses in the
study. Version control information and the R code for all
analyses can be accessed through the Open Science Framework
repository connected to this project [60]. All variables in the
data set were treated as continuous variables.

Missing Data
Owing to the long data collection period, several participants
had many blocks of consecutive data separated by an extended
period of missingness. To obtain the single longest time series
for each participant, we searched for the longest phase without
item-wise missing data for >7 consecutive days and discarded
the remaining data. We chose a maximum window of
consecutive missingness as we did not want to impute several
consecutive missing data points. A detailed workflow for
handling missing data is available in the preregistration. We
performed item-wise missing value imputation using the Kalman
filter, which has been shown to perform well in a previous
simulation study of idiographic network analysis [33]. We used
the Kalman filter from the R package, imputeTS [67], in its
default setting.

Statistical Analysis

Time-Varying Vector Autoregression

Vector autoregressive (VAR) models are time series models
that can be used to investigate the relationships among multiple
variables at a given lag size. For example, in a VAR model of
lag 1, the value of a variable at a given time point is regressed

on the value of itself (known as autoregressive effect) and all
other variables (known as cross-lagged effects) at the previous
time point. As mentioned in the Introduction section, these
models assume stationarity, meaning that the parameters of the
model are assumed to be constant over time, which may not be
appropriate for many research questions. Different techniques
have been applied to explicitly account for time-varying
parameters in psychological time series in the past, mostly
focusing on univariate or bivariate associations [23,68-70].
Recently, a new approach for estimating time-varying VAR
models based on kernel smoothing has been developed and
tested in a simulation study [25,29]. Using VAR models with
kernel smoothing allows the estimation of parameters that
change over time and choosing between models with different
degrees of flexibility to vary over time.

We used time-varying VAR models as implemented in the R
package, mgm [29], to estimate idiographic models with a
default lag size of 1 for reasons of parsimony. Further details
about the method and our implementation of the model are
available in Multimedia Appendix 1 and in the papers by
Haslbeck et al [25] and Haslbeck and Waldorp [29]. To obtain
the time-varying parameters, local VAR models are estimated
at several equidistant estimation points and then combined. In
these local models, observations closer to a specific estimation
point are weighted more strongly than observations farther away.
The kernel weighting used to achieve this is characterized by
its bandwidth, which determines the number and weights of
observations included in the estimation. We have described and
visualized the resulting models as dynamic networks. These
comprise nodes (representing variables) and edges (representing
the temporal associations among variables). The networks were
visualized using the R package, qgraph [71].

Bandwidth Selection

Bandwidth selection represents a bias-variance trade-off [72],
where smaller bandwidths lead to highly local estimates and
faster changes. Large bandwidths >1 lead to an estimation that
is increasingly similar to the results of estimating a stationary
model [25]. To select an appropriate individual bandwidth,
several candidate bandwidths were compared using a
time-stratified, 5-fold, cross-validation scheme. Then, we
selected the bandwidth that minimized the root mean squared
error (RMSE) across the test sets. Details about the bandwidth
selection scheme and an exploratory analysis of the robustness
of selection are available in Multimedia Appendix 1. A visual
illustration of the difference between bandwidths of different
sizes is provided in Multimedia Appendix 1.

Model Estimation

Using the selected bandwidth, parameter estimates for every
estimation point were then obtained via regularized regression
using the least absolute shrinkage and selection operator (lasso)
[73]. The lasso is a regularization technique that shrinks
parameter estimates while possibly setting some of them to 0.
The choice of regularization parameters is explained in
Multimedia Appendix 1. As the lasso is sensitive to different
variances, we z-transformed all the variables before all the
analyses. Following the simulation study by Haslbeck et al [25],
our final model was estimated using 20 equally spaced
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estimation points. We distinguished the term estimation point
from the term time point, which refers to a single daily
observation.

Stability and Predictability

To gain insight into the stability of the parameter estimates, we
used a block bootstrap scheme to obtain bootstrapped sampling
distributions. We further computed the proportion of explained

variance (R2) and RMSE as prediction errors for each variable
at each estimation point. To accomplish this, we used the
weighted method of forming a prediction error as implemented

in the mgm package. The R2 values for all participants at all
estimation points are available in Multimedia Appendix 1.

Stationarity Hypothesis Test

To test whether the data-generating process of the time series
of an individual was stationary, we implemented a significance
test as proposed by Haslbeck et al [25] to test the null hypothesis
that the process was stationary. Details about the test are
available in Multimedia Appendix 1.

Results

Sample Characteristics
The 20 included participants (n=13, 65% women) had a mean
age of 44.4 (SD 11.6; range 26-67) years during screening. Data
were available for 274 (SD 82.4; range 154-539) days (ie, time
points) on average. In the selected time series of participants,
5.53% of the data were missing. Further information about the
missing data structure is provided in Multimedia Appendix 1.
Of the 20 participants, 18 (90%) were German citizens, 1 (5%)
had dual citizenship, and 1 (5%) had a different nationality. Of
the 20 participants, 11 (55%) had completed the general higher
education entrance qualification. On average, IDS-C values
decreased from 26 before the start of the time series to 22.9
afterward. Of the 20 participants, 18 (90%) took antidepressant
medication and 18 (90%) currently or previously underwent
psychotherapeutic treatment. More information about every
participant is provided in Table 1.

Table 1. Sample characteristics.

BandwidthIDS-C score after EMA
data collection

IDS-Cd score before

EMAe data collection

Missingness

(%)c
Time series
length, n

Age range (y)bSexIDa

0.45102412.631140-45Female1

0.00911245.053945-50Female2

0.1230383.730850-55Male3

0.12183514.520430-35Female4

0.121193.820540-45Female5

0.1240342.330160-65Female6

0.23276.930940-45Male7

0.0129351.828340-45Female8

0.0138192.918935-40Female9

0.0112114.231630-35Female10

0.129191.020440-45Male11

0.1247411.830350-55Male13

0.0157288.126350-55Male15

0.016233.730130-35Female16

0.1221272.915430-35Female17

0.23211719.619850-55Female18

0.0123202.730325-30Female19

0.1223254.730165-70Female20

1.0025277.219425-30Male21

0.1235471.430260-65Male22

aOnly individuals who were included in the analyses for this study.
bWe provided age ranges to prevent the identifiability of participants.
cMissingness (%) reflects the individual percentage of item-wise missing data averaged over all variables.
dIDS-C: Inventory of Depressive Symptomatology, Clinician Rated.
eEMA: ecological momentary assessment.
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Stationarity Tests
The test for stationarity led to the rejection of the null hypothesis
for all participants (20/20, 100%), meaning that we rejected the
hypothesis that the data-generating process of an individual
time series was stationary. The results for all participants are
available in Multimedia Appendix 1. These results provided us
a first indication of the necessity of using a time-varying
approach for our data.

Case Studies

Overview
In the following sections, we have presented the individual
results of 2 participants (participants 6 and 11). Participant 6
was chosen because she provided qualitative information about
crucial life events during her time series, whereas the network
structure of participant 11 changed alongside a reported

improved depressive symptomatology over time. We have
presented individual networks at estimation points 2, 10, and
19 to showcase models at the beginning, in the middle, and at
the end of the time series. We chose to present the 3 edges with
the highest intraindividual variability. We have included a case
study of participant 2 in Multimedia Appendix 1 to showcase
the potential shortcomings of the method that we used.

Participant 6
Participant 6 was a German woman in her 60s, in partial
retirement, with a comorbid anxiety disorder. She started
multiple antidepressant medications in the year before the study
began. She also had previously undergone several
psychotherapeutic treatments, and she underwent psychotherapy
at the beginning of data collection. A bandwidth of 0.12 was
selected for her time series with a final length of 301 days. Her
results are visualized in Figure 1.

Figure 1. Results for participant 6: (A) networks at estimation points 2, 10, and 19; (B) time-varying parameters.

The networks at estimation points 2, 10, and 19 (corresponding
to days 17, 143, and 285) are displayed in Figure 1A. Width
and saturation of edges in the networks were scaled with respect
to an arbitrary maximum of 0.5 for all participants, as
approximately 80% of all absolute non-0 edge weights were
below this threshold. Time-varying parameters are shown in
Figure 1B. Estimates at the end of the time series need to be
interpreted with caution as fewer data are available for that

period. Effects are sorted based on the extent of variability over
time in all plots—the effect with the highest variability is plotted
in yellow, the effect with the second-highest variability is plotted
in violet, and the effect with the third-highest variability is
plotted in blue. The autoregressive effect of rumination in orange
was added irrespective of its extent of variability over time.
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Immediately before the start of the time series, the participant
experienced panic attacks, and the dosage of her medication
was increased. A few days before the second estimation point
(approximately 32 days after the beginning of the time series),
she started to phase out her medication, in other words, she
continuously reduced the dosage. Both the negative cross-lagged
effect from the quantity of social contacts on sleep and the
positive autoregressive effect of sleep subsequently disappeared.
As self-report sleep involves a different time interval (night)
than the remaining measures that summarize the day, the
cross-lagged effects including sleep are only interpretable in an
asymmetric fashion. In this example, social contacts had an
effect on sleep during the subsequent night. Shortly before the
10th estimation point, the participant reported that she visited
a funeral and worried about a friend of hers. After that, an
autoregressive effect of rumination was detected, which can be
interpreted as a prolonged tendency to stay in a ruminative
thought process. No more qualitative information about life
events was available after this time point. As with many other
participants, the bootstrapping results, which we did not include
in this paper to keep the plot from being very visually cluttered,
indicated a substantial uncertainty of point estimates. This
implies that the specific numerical results of an association
should be interpreted with caution, as they are likely unstable.

At the end of the time series, the network of participant 6 was
relatively strongly connected, with a strong autoregressive effect

of anhedonia. Feeling down was positively associated with the
quantity of next-day social contacts but negatively associated
with their perceived quality. Her IDS-C sum score increased
from 34 to 40 from the beginning to the end of the time series,

indicating a worsening of her symptomatology. The average R2

value averaged over all items and estimation points was 0.113,
reflecting many estimation points with almost no associations,
which we observed for many participants with smaller
bandwidths. R² was lowest in the middle of the time series and
highest at the end. While the networks of these participants were
estimated to be empty at many estimation points, the remaining
networks changed very fast over time such that most estimated
edges were present only for a short time. In some cases, edges
even became inverted within a few estimation points, such that
the association between 2 variables was positive at one
estimation point and negative at another.

Participant 11
Participant 11 was a self-employed German man in his 40s,
who was prescribed an antidepressant medication to treat his
depression. He did not previously access any psychotherapeutic
services. His time series spanned 204 days, and a bandwidth of
0.12 was selected for his data. Again, the estimated networks
and visualization of 3 parameters over time are presented in
Figure 2.
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Figure 2. Results for participant 11: (A) networks at estimation points 2, 10, and 19; (B) time-varying parameters.

The networks at estimation points 2, 10, and 19 (corresponding
to days 12, 97, and 193) are displayed in Figure 2A.
Time-varying parameters are shown in Figure 2B. The y-axis
in this plot is different from that in Figure 1 to accommodate
the large width of the bootstrapped sampling distribution.

At the start of the time series, the network of participant 11 was
strongly connected. The effect of rumination on depressive
symptoms diverged in the beginning, with a negative effect on
next-day anhedonia and a positive effect on feeling down. Both
anhedonia and rumination showed strong autoregressive effects
at the beginning of the time series. This indicates a resistance
to change for these variables, meaning that if a larger deviation
from their expected value occurs, it takes longer for these
variables to return to their “normal” values. Over time, most of
these effects became weaker and ultimately disappeared,
whereas only autoregressive effects and a positive association
of rumination with next-day feeling down remained. At some
estimation points, a weak, positive autoregressive effect of both
social variables and a positive effect of quality on the quantity
of next-day social contacts emerged (not depicted in this paper).
In the end, the network of participant 11 became empty, which
was also observed in other participants (such as participants 1,
5, and 18). In addition, depressive symptomatology, as measured
using the IDS-C, decreased from 19 to 9, which is an
improvement to what typically would be judged as a subclinical

symptom level. The average R2 value over time points and
variables was 0.228. It decreased toward the end, reflecting the
empty networks estimated at the end of the time series. All the
bootstrapped sampling distributions around the point estimates
pointed toward a strong instability of the point estimates,
showing that the interpretation of point estimates warrants
caution.

Model Quality
In addition to focusing on the individual associations among
variables and their change over time, we investigated model fit
indices and the raw distribution of variables to check the overall
quality of our models and possible violations of assumptions.

The RMSE and R2 values were computed for every variable of
each participant at all time points. Averaged over all participants,

the mean RMSE was 0.865 (SD 0.111), and the mean R2 value
was 0.235 (SD 0.181). Participant 9 showed the best fit, with

an RMSE of 0.714 and an R2 value of 0.486, whereas participant

3 showed the worst fit, with an RMSE of 0.972 and an R2 value
of 0.054. Overall, this indicates large differences in model fit
among participants, with some models showing very poor fit,
whereas others had a relatively good fit to the data. There are
many potential reasons for these differences, such as overfitting
or underfitting of the models or characteristics of the data that
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violate the assumptions of the model such as strong
nonnormality or abrupt changes.

For 30% (6/20) of the participants, we observed strong floor or
ceiling effects in at least 1 item, commonly in either core
depressive or social contact items, with the relative frequencies
of maximum or minimum scale values exceeding 50%. As these
highly skewed data violated the model assumptions, we chose
not to interpret the resulting networks of these participants
further. However, participant 6 also showed a ceiling effect for
the first depression item, as she answered “all the time” for
approximately 54.8% (165/301) of the days. Nevertheless, we
chose to present her results, as none of the other items were
affected, and she provided more relevant qualitative information
than any other participant.

Discussion

Principal Findings
The goal of this study was to model the idiographic temporal
dynamics of depressive symptoms and other variables associated
with depression using daily diary data to gain insight into the
temporal dynamics of the disorder. Therefore, we used a recently
developed modeling technique that allows for the estimation of
time-varying parameters. Both the results of our hypothesis
tests and the bandwidth selection procedure provided evidence
of substantial changes over time for most participants and thus
supported the use of a technique that accounts for these
dynamics. We described our results as networks of mutually
influencing variables and highlighted the changes in the
connections among them over time for exemplar participants.
Our results showed extensive variation over time for some
participants and marked variability among the networks of
different individuals, whereas the bootstrap results suggested
the general instability of point estimates.

Individual networks showed temporal associations that might
be useful for clinical interpretation and use in self-monitoring
contexts. A positive autoregressive effect of rumination, which
was present for some estimation points for participants 6 and
11, is sometimes termed as ruminative inertia [74]. Becoming
stuck in rumination might be a relevant cognitive mechanism
that explains the negative influences of rumination on depression
[74]. The contrasting effect of rumination on both depressive
symptoms for participant 11 at some estimation points highlights
the notion that certain aspects of rumination could also be
adaptive for this individual at some times and could therefore
differentially impact depressive symptoms. Regarding
participant 6, observing a positive effect of feeling down on
next-day social quantity at the same time as a negative effect
on next-day social quality at the end of her time series could be
interpreted as seeking more social contacts after days when she
felt depressed, possibly as a remedy or coping strategy, but still
being less able to enjoy them or shape them positively.

These person-specific relationships could then be translated
into a treatment context by discussing them with the patient or
by using them as hypothesis-generating models for potential
intervention targets [75]. In addition to specific temporal
associations, node-wise summary measures such as node

centrality or predictability have been discussed as potential
indicators of the relevance of a certain symptom and,
subsequently, as potential guides for intervention targets [24,26].
Time-varying networks provide a potential advantage over
time-invariant networks in that they could be leveraged for
just-in-time adaptive interventions [76]. For example, if the
increase of a certain symptom or behavior strongly predicts
increased depressive symptomatology, such information could
be used to generate personalized interventions. We have
discussed the statistical issues and potential solutions related to
this topic in the following sections.

As evident in the provided examples, the results of bandwidth
selection and in our hypothesis tests, we observed a strong
variation in parameter estimates over time, which highlights
the substantial variability of symptom interrelations within a
person over the course of their depression. This is consistent
with the results obtained by Howe et al [70], who found strong
intraindividual variation in the networks among different mood
states of participants over time. As they discussed, this finding
indicates that when associations among symptoms are not time
invariant, interventions based on an analysis of symptom-level
associations that do not take this variation over time into account
might be suboptimal. This could be especially relevant for the
development of personalized, just-in-time adaptive interventions,
which aim to provide personalized interventions at the right
time. For example, if the quantity of social contacts showed a
negative predictive association with depressive mood at some
point but a positive one at another, an intervention to increase
social activity might not always be beneficial. Thus, our results
again reinforce recent calls for the use of network analysis
methods that are equipped to detect variation over time [26] to
better understand the dynamic nature of mental disorders.
Additional qualitative information, as we presented for
participant 6, could provide important information to interpret
the changes in parameters over time and thus increase the
clinical utility of the method.

The general decrease in the number and strength of next-day
associations alongside an improvement in depressive
symptomatology, which was evident for both participant 11 and
other participants not shown in this paper, lends itself to an
interpretation from a dynamical systems perspective about
depression. The idea that individuals with more strongly
connected depressive symptoms are more susceptible to ending
up in a depressive state (put forth by Cramer et al [77]) has been
investigated in various populations and contexts [78]. The
time-varying approach used in this study could provide an
interesting, new perspective on these issues [25]. The exemplars
presented in this paper are not meant to provide any substantial
evidence on the general question of the role of network
connectivity in mental disorders. Decreased connectivity was,
for example, also observed for participant 18, whose symptoms
worsened slightly.

Although we can draw interesting insights from individual
networks and their change over time, results for participants
with a small bandwidth (refer to Multimedia Appendix 1 for a
detailed case study) stand out because parameters changed fast
and many networks were empty. While it is possible that the
symptomatology of these individuals changes quickly and that
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no days, weeks, or months are alike, there are various other, at
least equally plausible reasons for these results. These include
the possibility of fundamental issues with assessment, such as
the inappropriateness of our measures or inaccurate responses
[79]. Irrespective of its root cause, the nature of these results
can hamper the usefulness of this method. We have discussed
the possible technical solutions to this issue in Multimedia
Appendix 1, but general issues with power and interpretability
remain notwithstanding.

These considerations point to a more general question: in which
contexts can time-varying models be useful? Simulation results
have shown that time-varying models can outperform stationary
ones even at a low number of observations of approximately
50, under certain conditions [25]. Thus, in principle, these
models are both applicable to research, where one may be
interested in finding specific time-varying phenomena and
clinical contexts, where change over time may be interesting
information as feedback for clinicians or patients. To make them
useful in the latter case, choosing an appropriate context where
gradual change is to be expected is important. In the case of
changes due to major life events reported by participants,
time-varying models that can accommodate abrupt changes
might be an appropriate choice [80]. As time-varying techniques
need a large amount of data, the proper selection of a limited
number of variables is crucial. The need for a large number of
observations per individual can be easier to achieve with
passively collected data, such as from fitness trackers or
smartphone data. When a large amount of data are available
and there is a lack of theoretical knowledge about the form of
relationships among variables, time-varying models might prove
to be especially useful. In summary, when sufficient data can
be collected and some gradual change among variables is to be
expected and is of interest, time-varying models can shine.

However, although idiographic network models and
time-varying subtypes are promising approaches, their clinical
utility has not yet been established [81]. In general, idiographic
network models have only been applied to clinical practice in
small pilot studies [82]. Models that use purely data-driven
approaches based on data from a single individual have several
limitations, as they can ignore clinical judgment and can be
difficult to estimate and interpret properly [34,83]. These issues
can be counteracted by integrating clinical knowledge [83] or
information from other individuals into individual networks
[33,84]. These potential drawbacks of a purely idiographic
approach may seem contradictory to the information in the
Introduction section, where the nomothetic-idiographic divide
and the advantages of the latter were emphasized. Instead of
adopting an either-or perspective, highly person-specific
approaches with intensive data collection such as those presented
in this paper can still be crucial to provide individual feedback
and to detect phenomena that would be obscured with less
granular methods, thus serving as building blocks for nomothetic
studies that aim to generalize these results.

Strengths and Limitations
Our study had several considerable strengths. We used an
innovative modeling technique to explicitly model time-varying
parameters in symptom networks. The combination of long

individual time series with relatively few missing data and the
low number of variables, which is desirable for the performance
of the presented method, was conducive to the quality of
estimation. Furthermore, our detailed preregistration and open
code provide transparency for other researchers.

However, the psychological processes that we are interested in
are complex and can occur on a variety of timescales, and our
assessments of those processes are affected by measurement
error [85,86]. Therefore, our models should be interpreted with
several caveats in mind. In general, estimated effects are strongly
dependent on which variables are present or absent in the
network [87], implying that the inclusion of more depressive
symptoms would possibly change our results. Furthermore, the
results of parameter estimation crucially depend on the chosen
sampling frequency [88] and the subsequent lag choice [17].
Regarding measurement, the use of single items to assess
psychological constructs has psychometric disadvantages [14]
and may obfuscate the inherent heterogeneity of what likely
should not be considered as homogenous constructs (refer to
the paper by Bernstein et al [35] for the example of rumination).
Moreover, the specific items used in this study were not
previously assessed for validity or reliability.

A large number of empty or very sparse networks point to two
further limitations of our method. In general, idiographic
network models often experience power problems [33], which
are further exacerbated in the power-hungry estimation of
time-varying networks. Relatedly, regularization techniques
decrease sensitivity and prohibit the construction of conventional
CIs (refer to the paper by Williams et al [89] and Williams [90]
for a discussion regarding lasso in network estimation).

Future Directions
There are multiple avenues for further studies. First, applied
researchers can use time-varying VAR models in scenarios
where substantial change can be expected and is of core interest,
and repeated intensive assessment is feasible to better understand
the temporal development of mental disorders. Second, building
on its potential clinical use, further methodological research
into the estimation method used in this study could provide
more information on best practices regarding modeling options.
Third, we observed the potential utility of qualitative information
as context for time series data. Thus, further studies could
investigate best practices regarding the collection and integration
of qualitative information into intensive, longitudinal designs
and analyses.

Conclusions
Attempts to develop personalized models of psychopathology
have become increasingly refined in recent years. While there
have been large advances regarding the modeling of
interindividual variation, studies of variation within individuals
with high temporal solution have lagged. We have made a step
forward in this direction by explicitly modeling individual
changes in the associations among depressive symptoms over
time. Pronounced within-person variation in our results
highlights the importance of investigating the temporal dynamics
of symptoms and their interplay over time.
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