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Abstract

Background: Commercial smartphone apps designed to promote emotional well-being are becoming increasingly popular, but few apps have been empirically validated.

Objective: This study examined the feasibility and effectiveness of a self-guided app designed to reduce daily stress via positive messaging and tailored short inspirational talks (ie, peps).

Methods: A total of 166 participants (n=112, 67.5% female; mean age 38.48, SD 6.73 years) were recruited through social media advertising and randomized into an intervention (Hey Lemonade app plus twice daily mood monitoring using the Multidimensional Mood Questionnaire [MDMQ]) or active control (twice daily mood monitoring [MDMQ]) group. Primary (coping self-efficacy [CSE]; 3 subscales) and secondary outcomes (vitality, satisfaction with life, perceived stress, positive and negative affect, and hassles and uplifts) were measured at the baseline (week 1) and end point (week 4). The app evaluation questions were assessed at week 2. All interactions and measurements were collected on the internet and through the apps.

Results: In total, of 166 participants, 125 (75.3%) completed the trial. There were no differences in dropout rates between the groups (62/81, 76% intervention; 63/85, 74% control). There were significant group-by-time interactions for vitality and hassles but no significant effect for CSE total (P=.05). For the intervention group, the change from baseline to week 4 was significant for vitality (P=.002) and hassles (P=.004), CSE total (P=.008), and CSE Emotional subscale (P=.02). For the control group, any changes over 4 weeks were not significant for any outcome. There was a significant group-by-time interaction for MDMQ calmness (P=.04). By week 4, calmness was significantly higher in the intervention group (P=.046). Of those in the intervention group at week 2 (n=68), 39 (57%) participants recommended the app and 41 (60%) participants wanted to continue using it. Pep talks and customizable voice options were the most popular features.

Conclusions: Participants who had access to the smartphone app on an as-needed basis over the 4-week trial showed significant improvements in emotional well-being indicators. More broadly, this suggests that simple accessible solutions may generate meaningful well-being outcomes. Whether these changes are sustained and can be generalized to other population groups is yet to be determined.

Trial Registration: Australian and New Zealand Clinical Trials Registry (ANZCTR) 12622001005741; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=384304&isReview=true

(JMIR Ment Health 2023;10:e44925) doi:10.2196/44925

KEYWORDS
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Introduction

Background

The COVID-19 pandemic has been linked to measurable decreases in emotional well-being in Australians [1,2], an area of health that is gaining increasing focus worldwide. Although acknowledged as a multidimensional construct, currently, there is no clear consensus on the components of emotional well-being. Emotional well-being often includes mood or affective state, happiness, vitality, and satisfaction with life, with a distinction between psychological and subjective well-being. Subjective well-being captures positive affect and satisfaction with life [3], whereas psychological well-being [4] includes eudemonic aspects, such as purpose, growth, acceptance, and flourishing that align with the self-determination theory [5]. Other terms, such as mental well-being [6] and hedonic well-being, are also used interchangeably with psychological well-being. Although some well-being outcomes are used to capture the presence of mental illness, they are distinct. For current purposes, we use the term emotional well-being to reflect a multidimensional construct that includes a variety of emotional states.

Markers of emotional well-being have important clinical implications, given that they are associated with symptoms of anxiety and depression. There is growing evidence of the connection with other markers of health. For example, in a large sample of older adults in the United Kingdom (n=8780), self-realization (a concept tied to eudemonic well-being) and mood were positively associated with biological markers of inflammation in a model controlling for various confounders, including health conditions and mental health symptoms and conditions [7]. A recent meta-analysis of 17 papers suggested that emotional well-being influences changes in physical health in diseased populations [8]. Recent reviews have also indicated that positive mental well-being facilitates recovery from physical illness including cardiovascular disease [9,10].

Stress is conceptually related to well-being. Stress is a psychological response to a situation that exceeds a person's resources or the product of a person being unable to achieve their immediate goals [11,12]. Stress can be immediate, acute, or chronic. It is widely accepted that stress has a negative impact on both mental and physical health owing to hormonal changes [13] or oxidative stress [14] triggered by psychological stress, which is often suggested as a possible cause. Although stress is often researched in the context of workplaces, it has also been examined in terms of microstresses or daily hassles. Although these may not feel like significant events or intense chronic challenges such as those associated with occupational stress, daily hassles are also likely to important predictors of health outcomes [15,16].

One theory that combines the concepts of affect, psychological well-being, and stress is the Conservation of Resource (CoR) theory [17,18]. This model suggests that people have certain resources that they can use to regulate their behavior. Resources include those that are psychological or emotional, physical (ie, tools and resources), and relational (ie, social support). For example, positive affect and higher resilience have been theorized to improve a person's ability to manage stress. This theory can also accommodate the experience of daily hassles, which, although seemingly small, also dip into a person's resources. Coping strategies and ability can also become a resource within this framework. Nevertheless, the CoR theory provides a functional descriptive framework with no obvious avenues for intervention.

App-delivered health programs have grown substantially with the popularization of smartphones [19] and have the potential to become physical resources and social support tools within the CoR framework. Apps have recently been developed in the emotional well-being space [20]. A review of apps targeting emotional well-being available in the Apple App Store and Google Play revealed a total of 231 available apps in 2020, which were largely self-guided in nature [21]. Another review [22], conducted in 2021, revealed 4 different mental health apps with associated published scientific articles. Most of these apps delivered a form of therapy that targets depressive symptoms. The authors concluded that more robust research is required in this area.

This Study

Emotional well-being is an important area, and apps have the potential to play a role in enhancing positive mental health through emotional well-being [23]; however, few apps targeting improved well-being have been empirically validated for their effectiveness. Thus, this study aims to examine both the feasibility and effectiveness of a self-guided smartphone app called Hey Lemonade, which was designed to help manage everyday stress and improve resilience and emotional well-being via short, pragmatic, and uplifting talks, which are referred to as peps.

Methods

Participants

We aimed to recruit approximately 150 adults aged 25 to 50 years, including 38 (25%) of whom were men. A comparison of 100 completers would allow the detection of a medium to large effect size (0.4) in coping self-efficacy (CSE; with a magnitude of a 0.84 difference based on a previous study [24]).

The selected age range and gender proportion were chosen, as they reflected the target audience of the Hey Lemonade smartphone app. Other inclusion criteria were as follows: owning a device with an operating system suitable for installing the Hey Lemonade app and currently residing in Australia. Exclusion criteria were self-reported and included having a professionally diagnosed mental health disorder, currently experiencing an abnormal level of life stressors (eg, loss of job or death of a loved one), being related to or close friends with the research team or developers of the Hey Lemonade app, and having fewer than 11 apps of any nature installed on their phone. This final criterion was chosen as an indicator of low app engagement and possibly app literacy [25]. People experiencing considerable life stressors or mental health diagnoses were excluded because the app was not designed to support major and chronic well-being issues.
Design
In this study, we used a 4-week randomized controlled trial design comparing the Hey Lemonade app (intervention plus daily mood monitoring) with an active control group (daily mood monitoring only). Participants were not blinded to the name of the intervention app and were informed that the study would evaluate the effectiveness of an app for managing everyday types of stressors. Those in the control group used only a freely available ecological momentary assessment app (SEMA3) to capture their daily mood data [26] (described further in Table 1). This was considered an active control because regular mood monitoring can itself have mental health benefits [27] and has been included as an aspect of most apps targeting emotional well-being [22].
## Table 1. Secondary outcomes measured at baseline and end point.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Measure</th>
<th>Items and scale</th>
<th>Scoring</th>
<th>Cronbach α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjective well-being</td>
<td>Satisfaction with Life Scale [28]</td>
<td>5 items rated on a 7-point agreement scale</td>
<td>Scores comprised a summed raw score ranging from 5 to 35, with higher scores representing higher life satisfaction.</td>
<td>.88</td>
</tr>
<tr>
<td>Affect</td>
<td>Positive and Negative Affect Schedule [29]</td>
<td>20 items rated over the past month from 1 to 5 for the level of extent experienced. Half of the items measure PA, and the other half measure NA.</td>
<td>Scores are summed across respective items for PA and NA to represent the strength of affect. Scores can range from 10 to 50, with higher scores representing higher levels of each affect type.</td>
<td>PA: .89 and NA: .83</td>
</tr>
<tr>
<td>Stress</td>
<td>Perceived Stress Scale [30]</td>
<td>14 items rated over past month on a 5-point frequency scale</td>
<td>Positively worded questions were reverse scored. Scores for each item were summed to obtain a total score ranging from 0 to 56. Higher scores indicate higher perceived stress.</td>
<td>.84</td>
</tr>
<tr>
<td>Daily hassles and uplifts</td>
<td>Adapted from hassles and uplifts scale [16]</td>
<td>40 items rated as hassles. The same items are then rated as uplifts using the following scores: not relevant (score=0), none (score=1), somewhat (score=2), quite a bit (score=3), a great deal (score=4)</td>
<td>Total hassles and uplifts were calculated at each time point through summing all responses.</td>
<td>Hassles: .90 and uplifts: .84</td>
</tr>
<tr>
<td>Vitality</td>
<td>Subjective vitality scale [31]</td>
<td>7 items rated on a 7-point agreement scale</td>
<td>Item number 2 was reverse scored (“I don’t feel very energetic”). All items were summed to calculate an overall score. Higher scores indicate higher vitality.</td>
<td>.89</td>
</tr>
<tr>
<td>Momentary mood</td>
<td>MDMQ [32]</td>
<td>6 bipolar items (eg. “Tired–Awake”) rated “at this moment” using a slider scale from −5 (very) to +5 (very). Entered twice per day within certain time frames only (7-11 AM or PM).</td>
<td>Items assess 3 basic mood dimensions: energetic arousal (E), valence (V), and calmness (C). The MDMQ was delivered using the freely available SEMA3 app [32]. Participants were prompted to complete twice daily assessments. Data entry was only possible during prespecified times. Data from the 3 negative items were reverse coded to ensure higher scores indicated positive valance, energetic arousal, and calmness.</td>
<td>N/A</td>
</tr>
<tr>
<td>App usability</td>
<td>N/A</td>
<td>Open-ended questions asking favorite features of the app, what they would change, and how they felt after listening to peps. Recommendation to family and friends (yes; no; unsure) How long do you wish to continue accessing the app? (Not at all; another week or 2; for 2 weeks to a month; for a few months; don’t want to stop) Select favorite 3 features on a prespecified list of 12 core features.</td>
<td>Open-ended responses were grouped thematically and then coded a second time to ensure they fit with the core themes.</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aPA: positive affect.
bNA: negative affect.
cThe original 53 items were piloted on a small convenience sample (n=17) and refined to a list of 40 options considered more suitable for a contemporary Australian audience. These details are available from the authors on request.
dMDMQ: Multidimensional Mood Questionnaire.
Intervention: The Hey Lemonade App

The intervention app was developed by Hey Lemonade without input from the authors [33]. It was not publicly available at the time of the trial.

The app’s core function is to provide 3- to 4-minute pep talks about daily stresses that can be customized through the choice of different voice options (referred to as companions in the app). The pep talks were written by professional writers and clinicians, including 2 psychologists, a clinical psychologist, and a solution-focused coaching specialist, who was also a provisional psychologist. The peps were grouped into the following 8 themes: All the Relationships, Daily Pep, Work Pressure, Pump-ups, Pepping Domesticity, Navigating the Feels, Looking After You, and Big Life Stress. Preliminary user experience and interface research led to the development of 30-40 uniquely written peps recorded using 7 voice options. The pep talks were voiced by public figures in the Australian community, representing a diverse mixture of characteristics. Each pep had at least 3 different voice options available.

Pep talks were developed using core principles, including positive affirmation, humor, universality through specificity, and encouraging breathing techniques, as well as using motivational language theory [34] and a solution-based coaching approach [35-37]. The app was designed to be light touch, as users could interact with it whenever they felt they needed additional motivation or inspiration. Therefore, there were no prescribed doses for this interaction. Pep talks could be selected based on theme, browsed by voice options, or users could search for peps on the required topics. Daily peps were offered, but not a mandatory feature to engage with.

Other key aspects of the app included the ability to gift relevant peps to people not using the app, daily pop-up inspirational written quotes delivered via an app notification, and a weekly email from the Hey Lemonade team. As the app was designed to have new content added monthly, new peps and a new voice option were added to the app at the start of week 2 to replicate this feature within the trial period. For further details about the intervention, refer to the CONSORT (Consolidated Standards of Reporting Trials)–EHEALTH checklist [38] provided in Multimedia Appendix 1.

Measures

Primary Outcomes

App Engagement

App engagement levels were measured throughout the trial in the intervention group. Data were collected by the app, deidentified, and supplied to us by Hey Lemonade. Overall use was calculated as a summed interaction score (ie, the number of total interactions). This score captures each time a participant engaged with the app in any form. Overall length of any interaction with the app (out of a possible 29 days) was calculated as the difference between the first and the last recorded interaction. If a person had any interaction on day 1 and another on day 28, the length of the interaction was 27 days. This outcome is used to represent an active membership period.

Coping Self-efficacy

CSE was measured using the 26-item CSE Scale [24] at week 1 (baseline) and week 4 (end point). Participants were asked, “When things aren’t going well for you, or when you’re having problems, how confident or certain are you that you can do the following?” For each item, they were asked to rate the extent to which they believed they could perform behaviors important for adaptive coping on an 11-point scale. Anchor points included 0 (cannot do at all), 5 (moderately certain can do), and 10 (certain can do). Scores were summed for a total CSE score (Cronbach α=.95), as well as for specific domains. The subscales showed excellent consistency: CSE Problem-Focus (12 items; Cronbach α=.89), CSE Stop Unpleasant Emotions (9 items; Cronbach α=.89), and CSE Get Support (5 items; Cronbach α=.85).

Secondary Outcomes

Constructs captured as secondary outcomes are described in Table 1. All secondary outcomes were measured at baseline and end point, except for momentary mood, which was captured twice daily, and the app evaluation items measured in the intervention group at week 2.

Ethics Approval

The study was approved by the Commonwealth Scientific and Industrial Research Organisation Human Research Ethics Committee (application 2022_037_LR) and registered at the Australian and New Zealand Clinical Trials Registry (12622001005741).

Procedure

Participants were recruited through paid advertisements of Commonwealth Scientific and Industrial Research Organisation on Facebook, targeting people aged 25 to 50 years in October 2022. The Hey Lemonade company directors also promoted the trial on their social media pages (ie, Facebook, Instagram, and Twitter).

Interested participants were directed to a web-based participant information sheet and consent form, which included screening questions to assess eligibility. Those who passed the screening questionnaire were asked to contact the trial manager to express interest in the study. Eligible participants were contacted and asked to provide verbal consent to participate in the study and demographic information. The participants were then emailed the web-based baseline questionnaire. Participants who completed this step were enrolled in the study, given a participant identifier, randomized via a computer-generated sequence on a 1:1 basis ensuring balanced distribution of gender, and provided with instructions about how to install the SEMA3 and Hey Lemonade (intervention-only) apps. The intervention app was installed from the App Store via TestFlight or Google Play using beta testing links because it was not publicly available at the time of the trial. The trial manager randomized
the participants, and the research team was blinded to the participant allocation and did not have contact with the participants throughout the study.

Trial outcomes were assessed at baseline, week 2, and end point (week 4). The study was conducted without face-to-face contact. All assessments were completed on the web through the web-based survey platform Alchemer via a link sent to the participants at each assessment point. Participants were sent 1 email reminder if they had not completed the survey within 24 to 48 hours. If they failed to complete the survey after this reminder, they were marked as lost to follow-up. Participants were also able to formally withdraw at any point after the baseline. These participants were asked a reason for their withdrawal. Those who completed the final survey were sent an Aus $50 (US $33.50) electronic gift voucher to thank them for their participation. No costs were associated with accessing any of the apps used in this study.

**Technical Issues**

For the Hey Lemonade app, users reported issues accessing the content on 6 occasions. These issues were usually resolved within 24 hours. For the SEMA3 app, approximately 30 participants reported technical difficulties that affected a higher number of Android users. After 3 to 4 days, these issues could not be resolved, so the trial team created a replacement recurring web-based survey to assess momentary mood using the Alchemer platform, in which participants were asked to complete without reminders.

**Data Analysis**

To compare the effect of group on change over time for all trial outcome measures, we conducted linear mixed models fitting a marginal model (in which random participant effects are not considered) with unstructured covariance matrices to optimize efficiency [39,40]. Fixed effects included the main effect for group, time, and the interaction effect for group by time, as well as sex. All models were controlled for age as a covariate. The outcomes were analyzed at the intention-to-treat level. Specifically, we used a data augmentation method to analyze the full, incomplete data set, namely the restricted maximum likelihood estimation method [41]. This method does not involve imputing any data but instead uses each participant’s available data to derive maximum likelihood estimates, which refers to the value of the parameter that has the highest likelihood of producing the observed data [42]. The models included all available data from each time point measurement of the 166 participants who commenced the study.

The daily mood data comprised a total of 5305 observations with an average of 31.77 (SD 17.48; range 1-59) observations per participant. There was no significant group difference in the number of observations (intervention: mean 32.92, SD 16.88 vs control: mean 30.64, SD 18.07; t<sub>165</sub>=0.851; P=.40). Owing to the technical issues with the SEMA3 app, the number of missing observations in the first week of the trial was high (570/2338, 24.38%), although this was comparable with previous work [32]. Observations for each participant were aggregated by trial week, and within-participant averages from weeks 1 and 4 were compared in subsequent analyses [43]. An unstructured, linear mixed effects model with main effects of group, time, and the interaction effect for group by time was conducted.

SPSS (version 26.0; IBM Corp) for Microsoft Windows was used to perform all analyses, and statistical tests were 2 tailed, with \( P<.05 \) considered statistically significant. Pairwise comparisons were conducted for all the significant interaction effects.

**Results**

**Sample Characteristics**

A total of 1066 people accessed consent and screening information, with 572 (53.66%) meeting the eligibility criteria. After being contacted by the trial manager, 30.6% (175/572) of individuals consented to participate in the trial. Of the participants who consented 94.9% (166/175) completed the baseline questionnaire and were randomized into either the intervention (81/166, 48.8%) or control (85/166, 51.2%) condition (Figure 1; Table 2). There were no significant group differences in any sample characteristics.
Figure 1. Participant flow diagram. LTFU: lost to follow-up; WD: withdrawn.
Table 2. Sample characteristics (N=166).

<table>
<thead>
<tr>
<th></th>
<th>Intervention (n=81)</th>
<th>Control (n=85)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>55 (68)</td>
<td>58 (68)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.63 (6.92)</td>
<td>39.28 (6.48)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>5 (6)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>TAFE(^b), trade or certificate</td>
<td>4 (5)</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Diploma</td>
<td>3 (4)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>University degree</td>
<td>35 (43)</td>
<td>29 (34)</td>
</tr>
<tr>
<td>Postgraduate study</td>
<td>34 (42)</td>
<td>42 (49)</td>
</tr>
<tr>
<td><strong>System or device, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apple</td>
<td>56 (69)</td>
<td>54 (64)</td>
</tr>
<tr>
<td>Android</td>
<td>25 (31)</td>
<td>31 (37)</td>
</tr>
<tr>
<td><strong>Number of wellness apps installed on phone, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>14 (17)</td>
<td>18 (21)</td>
</tr>
<tr>
<td>1-3</td>
<td>42 (52)</td>
<td>38 (45)</td>
</tr>
<tr>
<td>4-9</td>
<td>19 (24)</td>
<td>34 (40)</td>
</tr>
<tr>
<td>10-15</td>
<td>4 (5)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>&gt;15</td>
<td>2 (3)</td>
<td>3 (4)</td>
</tr>
</tbody>
</table>

\(^a\)No significant group differences for any sample characteristics.

\(^b\)TAFE: technical and further education.

A total of 41 participants were lost to follow-up or withdrew from the trial following the completion of the baseline questionnaire and group randomization. There were no significant differences between completers and noncompleters in any of the measures, including demographic variables or baseline primary and secondary outcomes.

There were significant, moderate positive correlations between the primary outcome measure, total CSE, with positive affect (r=0.51; P<.001), as well as life satisfaction (r=0.47; P<.001) and vitality (r=0.59; P<.001). Moderate negative relationships were found between CSE and negative affect (r=-0.51; P<.001), hassles (r=-0.44; P<.001), and perceived stress (r=-0.61; P<.001). Uplifts were weakly to moderately positively associated with CSE (r=0.28, P<.001).

Changes in Primary Outcomes

**App Engagement**

The number of users accessing the app each day fell the most dramatically during the first week and continued to taper off for the remainder of the trial. When interactions were divided by the number of active users per day, the intensity of interaction per user remained stable from day 5 (Table 3). Most participants in the intervention condition accessed the app on the first day (68/81, 84%) or the second day (10/81, 12%) it was available. Overall, app membership (the mean number of days between the first and the last interaction) was 19.15 (SD 8.40; range 0-29) days. One participant did not access the app until 18 days after it became available. A total of 3 users who failed to complete the study outcomes at week 2 had memberships from 19 to 29 days.
Table 3. Total interactions, number of users, and interactions divided by number of users over the 4-week study period.

<table>
<thead>
<tr>
<th>Date</th>
<th>Total interactions, n</th>
<th>Number of users, n</th>
<th>Interactions/users</th>
</tr>
</thead>
<tbody>
<tr>
<td>August 18, 2022</td>
<td>3401</td>
<td>69</td>
<td>49.29</td>
</tr>
<tr>
<td>August 19, 2022</td>
<td>2351</td>
<td>68</td>
<td>34.57</td>
</tr>
<tr>
<td>August 20, 2022</td>
<td>969</td>
<td>52</td>
<td>18.63</td>
</tr>
<tr>
<td>August 21, 2022</td>
<td>1469</td>
<td>46</td>
<td>31.93</td>
</tr>
<tr>
<td>August 22, 2022</td>
<td>941</td>
<td>47</td>
<td>20.02</td>
</tr>
<tr>
<td>August 23, 2022</td>
<td>710</td>
<td>36</td>
<td>19.72</td>
</tr>
<tr>
<td>August 24, 2022</td>
<td>651</td>
<td>33</td>
<td>19.73</td>
</tr>
<tr>
<td>August 25, 2022</td>
<td>377</td>
<td>31</td>
<td>12.16</td>
</tr>
<tr>
<td>August 26, 2022</td>
<td>211</td>
<td>23</td>
<td>9.17</td>
</tr>
<tr>
<td>August 27, 2022</td>
<td>310</td>
<td>21</td>
<td>14.76</td>
</tr>
<tr>
<td>August 28, 2022</td>
<td>375</td>
<td>26</td>
<td>14.42</td>
</tr>
<tr>
<td>August 29, 2022</td>
<td>335</td>
<td>27</td>
<td>12.41</td>
</tr>
<tr>
<td>August 30, 2022</td>
<td>293</td>
<td>20</td>
<td>14.65</td>
</tr>
<tr>
<td>August 31, 2022</td>
<td>248</td>
<td>18</td>
<td>13.78</td>
</tr>
<tr>
<td>September 1, 2022</td>
<td>314</td>
<td>21</td>
<td>14.95</td>
</tr>
<tr>
<td>September 2, 2022</td>
<td>215</td>
<td>16</td>
<td>13.44</td>
</tr>
<tr>
<td>September 3, 2022</td>
<td>129</td>
<td>11</td>
<td>11.73</td>
</tr>
<tr>
<td>September 4, 2022</td>
<td>374</td>
<td>16</td>
<td>23.38</td>
</tr>
<tr>
<td>September 5, 2022</td>
<td>302</td>
<td>21</td>
<td>14.38</td>
</tr>
<tr>
<td>September 6, 2022</td>
<td>271</td>
<td>20</td>
<td>13.55</td>
</tr>
<tr>
<td>September 7, 2022</td>
<td>238</td>
<td>12</td>
<td>19.83</td>
</tr>
<tr>
<td>September 8, 2022</td>
<td>184</td>
<td>10</td>
<td>18.4</td>
</tr>
<tr>
<td>September 9, 2022</td>
<td>178</td>
<td>12</td>
<td>14.83</td>
</tr>
<tr>
<td>September 10, 2022</td>
<td>113</td>
<td>7</td>
<td>16.14</td>
</tr>
<tr>
<td>September 11, 2022</td>
<td>94</td>
<td>7</td>
<td>13.43</td>
</tr>
<tr>
<td>September 12, 2022</td>
<td>105</td>
<td>9</td>
<td>11.67</td>
</tr>
<tr>
<td>September 13, 2022</td>
<td>167</td>
<td>7</td>
<td>23.86</td>
</tr>
<tr>
<td>September 14, 2022</td>
<td>188</td>
<td>10</td>
<td>18.8</td>
</tr>
<tr>
<td>September 15, 2022</td>
<td>323</td>
<td>12</td>
<td>26.92</td>
</tr>
<tr>
<td>September 16, 2022</td>
<td>165</td>
<td>15</td>
<td>11</td>
</tr>
</tbody>
</table>

The mean intensity of app use over the intervention period (summed interaction score) for those who completed the intervention (n=62) was 213 (range 9-936). One-third of the users who completed the study had between 100 and 200 interactions with the app, whereas 1 superuser had 936 interactions.

In the multiple regression analysis, participant sex, age, number of wellness apps, and device type failed to predict higher total engagement with the app over the trial, explaining 2.7% of the total variance ($F_{4,76}=1.55; P=.20$).

The frequency of pep selection per participant was used as the primary engagement metric. There was a total of 36 different pep talks available for selection, which were played on 914 individual occasions. Of the 81 participants randomized to the intervention app, 80 accessed at least 1 pep. Users accessed peps between 0 and 74 times each throughout the trial, with roughly one-third accessing a pep 1 to 4 times, 5 to 11 times, or 12 to 48 times, and a single user accessing a pep 74 times. On average, all users in the study listened to a pep 11 (mean 11.65, SD 12.69) times per month. Of all peps accessed, 66.2% (605/914) were marked as finished. A total of 14% (11/81) of users failed to play a pep to marked completion at any point throughout the trial.

Once a pep had been played to completion, participants were offered the opportunity to indicate the extent to which listening to the pep had impacted how they were feeling, a feature included for the trial duration only. Of all the peps marked to completion, 81.5% (493/605) received feelings ratings. On the basis of individual pep topics, more than half of the (20/36...
56%) available topics were rated ≥4 on average (“a little better” to “a lot better”), with the mean of all ratings being 4.01 (SD 0.71). On average, each pep was rated ≥3 (“about the same”). The 2 most popular peps were accessed 133 and 128 times throughout the trial, with the third to fifth most popular accessed 47 to 41 times. A total of 9 peps were accessed less than 10 times throughout the trial.

**Coping Self-efficacy**

The raw means are presented in Table 4, and the linear mixed model results are presented in Table 5. There was a borderline effect for CSE total \((P=0.05)\). Exploratory analyses were conducted, and models were created using the 3 subscales of CSE to understand if these changes occurred in specific domains. The results revealed a significant interaction effect only for the CSE Emotional subscale \((P=0.04)\). The only significant pairwise comparison was for the intervention group, with a significant improvement in the CSE Emotional subscale from baseline to end point \((P=0.02; \text{Figure 2})\).

**Table 4.** Raw means and SDs for outcome measures at baseline and end point presented by group.

<table>
<thead>
<tr>
<th></th>
<th>Baseline, mean (SD)</th>
<th>End point, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention (n=81)</td>
<td>Control (n=85)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intervention (n=62)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Control (n=63)</td>
</tr>
<tr>
<td><strong>CSE</strong> total</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSE—problem-focused</td>
<td>73.35 (16.03)</td>
<td>74.87 (17.97)</td>
</tr>
<tr>
<td>CSE—stop unpleasant emotions</td>
<td>47.44 (15.20)</td>
<td>49.96 (14.32)</td>
</tr>
<tr>
<td>CSE—get support</td>
<td>29.32 (10.27)</td>
<td>27.73 (9.60)</td>
</tr>
<tr>
<td>Vitality</td>
<td>27.40 (7.49)</td>
<td>27.80 (7.63)</td>
</tr>
<tr>
<td>Positive affect</td>
<td>31.49 (7.24)</td>
<td>31.56 (7.20)</td>
</tr>
<tr>
<td>Negative affect</td>
<td>18.64 (5.65)</td>
<td>19.09 (5.71)</td>
</tr>
<tr>
<td>Satisfaction with life</td>
<td>24.36 (5.86)</td>
<td>24.02 (5.93)</td>
</tr>
<tr>
<td>Perceived stress</td>
<td>23.77 (6.50)</td>
<td>24.19 (7.01)</td>
</tr>
<tr>
<td>Hassles</td>
<td>61.57 (14.18)</td>
<td>62.08 (15.11)</td>
</tr>
<tr>
<td>Uplifts</td>
<td>67.85 (16.42)</td>
<td>67.72 (14.40)</td>
</tr>
<tr>
<td><strong>Momentary mood (MDMQ)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDMQ—calmness domain</td>
<td>1.37 (1.55)</td>
<td>1.26 (1.32)</td>
</tr>
<tr>
<td>MDMQ—valence domain</td>
<td>1.68 (1.64)</td>
<td>1.75 (1.39)</td>
</tr>
<tr>
<td>MDMQ—energetic arousal domain</td>
<td>−0.01 (1.61)</td>
<td>−0.22 (1.34)</td>
</tr>
</tbody>
</table>

\(^a\text{CSE: coping self-efficacy.}\)

\(^b\text{MDMQ: Multidimensional Mood Questionnaire.}\)

\(^c\text{On the basis of 1768 observations at baseline and 1130 observations at end point.}\)
<table>
<thead>
<tr>
<th>Model estimates</th>
<th>Fixed effects, B (SE)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>120.69 (16.9)</td>
<td>0.27 (4.31)</td>
<td>10.79 (6.95)</td>
<td>4.16 (5.99)</td>
<td>0.73 (0.42)</td>
<td>-12.02 (6.12)</td>
</tr>
<tr>
<td>Time (baseline)</td>
<td>CSE² total</td>
<td>-0.63 (2.02)</td>
<td>4.06 (2.99)</td>
<td>1.51 (2.62)</td>
<td>0.23 (0.18)</td>
<td>-5.20 (2.87)</td>
</tr>
<tr>
<td>Group (intervention)</td>
<td>CSE—problem-focused</td>
<td>36.29 (6.65)</td>
<td>1.03 (1.75)</td>
<td>3.23 (2.81)</td>
<td>0.34 (2.335)</td>
<td>0.32 (0.16)</td>
</tr>
<tr>
<td>Sex (female)</td>
<td>CSE—stop unpleasant emotions</td>
<td>20.01 (4.42)</td>
<td>-0.20 (1.07)</td>
<td>3.43 (1.77)</td>
<td>2.27 (1.57)</td>
<td>0.16 (0.11)</td>
</tr>
<tr>
<td>Age</td>
<td>CSE—get support</td>
<td>-0.07 (0.74)</td>
<td>2.20 (1.35)</td>
<td>0.09 (1.22)</td>
<td>0.20 (0.09)</td>
<td>-2.28 (1.05)</td>
</tr>
<tr>
<td>Group x time</td>
<td>Vitality</td>
<td>-0.07 (0.82)</td>
<td>1.62 (1.22)</td>
<td>-1.46 (1.09)</td>
<td>0.29 (0.08)</td>
<td>-1.21 (1.16)</td>
</tr>
<tr>
<td>Positive affect</td>
<td>Negative affect</td>
<td>-1.69 (0.68)</td>
<td>-1.15 (1.16)</td>
<td>-0.52 (0.93)</td>
<td>-0.12 (0.07)</td>
<td>0.50 (0.97)</td>
</tr>
<tr>
<td>Satisfaction with life</td>
<td>19.53 (2.81)</td>
<td>-0.09 (0.55)</td>
<td>1.33 (1.16)</td>
<td>0.69 (0.99)</td>
<td>0.10 (0.07)</td>
<td>-0.82 (0.78)</td>
</tr>
<tr>
<td>Perceived stress</td>
<td>Hassles</td>
<td>-0.96 (0.70)</td>
<td>-0.92 (1.19)</td>
<td>-0.92 (1.19)</td>
<td>-0.12 (0.08)</td>
<td>0.30 (0.99)</td>
</tr>
<tr>
<td>Uplifts</td>
<td>MDMQ—calmness domain</td>
<td>-0.66 (1.51)</td>
<td>-5.84 (2.38)</td>
<td>-0.12 (0.16)</td>
<td>5.12 (2.15)</td>
<td></td>
</tr>
<tr>
<td>MDMQ—valence domain</td>
<td>51.15 (6.47)</td>
<td>2.03 (1.93)</td>
<td>3.39 (2.65)</td>
<td>0.55 (2.29)</td>
<td>0.36 (0.16)</td>
<td>-2.66 (2.75)</td>
</tr>
<tr>
<td>MDMQ—energetic arousal domain</td>
<td>1.06 (0.19)</td>
<td>0.20 (0.16)</td>
<td>0.54 (0.27)</td>
<td>N/A</td>
<td>N/A</td>
<td>-0.05 (0.22)</td>
</tr>
<tr>
<td>MDMQ—valence domain</td>
<td>1.64 (0.21)</td>
<td>0.12 (0.16)</td>
<td>0.16 (0.29)</td>
<td>N/A</td>
<td>N/A</td>
<td>-0.26 (0.23)</td>
</tr>
<tr>
<td>MDMQ—energetic arousal domain</td>
<td>-0.07 (0.22)</td>
<td>-0.14 (0.20)</td>
<td>0.21 (0.30)</td>
<td>N/A</td>
<td>N/A</td>
<td>-0.02 (0.27)</td>
</tr>
</tbody>
</table>

CSE: coping self-efficacy.

P<.01.

P<.05.

P=.05 (approaching significance).

MDMQ: Multidimensional Mood Questionnaire.

On the basis of 1768 observations at baseline and 1130 observations at the end point.

N/A: not applicable.
Changes in Secondary Outcomes

Vitality, Hassles or Uplifts, Affect, Perceived Stress, and Satisfaction With Life

There were significant group-by-time interaction effects for vitality ($P=.03$) and hassles ($P=.02$; Table 4). There were no significant effects for positive and negative affect, perceived stress, uplifts, and satisfaction with life. Pairwise comparisons suggested that at week 4, there was a significant difference between groups for hassles ($P=.02$), with the intervention group reporting lower hassles. The magnitude of the change in the intervention group was significant for vitality ($P=.002$) and hassles ($P=.004$), with the intervention group showing positive improvements in both instances (Figure 3).

Figure 3. Adjusted means for interaction between group and time for vitality and hassles.

Momentary Mood

There was a significant interaction between group and time for the momentary mood outcome of the Multidimensional Mood Questionnaire in the calmness domain ($P=.04$). Pairwise comparisons suggested that at baseline, there was no significant group difference in calmness scores ($P=.67$), whereas at week 4, calmness was significantly higher in the intervention group than in the control group ($P=.046$; Figure 4). Pairwise comparisons suggested no significant changes from baseline to
week 4 in the intervention ($P=.10$) or control groups ($P=.21$). There were no significant effects for valence or energetic arousal.

**Figure 4.** Interaction between group and time for the Multidimensional Mood Questionnaire (MDMQ) calmness domain.

### App Usability

Of the 68 participants in the intervention group at week 2, a total of 39 (57%) indicated that they would recommend the app to family and friends, with a further 16 (24%) who were unsure. A total of 60% (41/68) indicated that they wanted to keep using the app for a few months or indefinitely, with 16% (11/68) not wanting to access the app any further. Pep talks and customizable voice options were selected as the favorite features of the app for most users (**Table 6**).

**Table 6.** Top features selected by users of the intervention app at week 2 (n=68).

<table>
<thead>
<tr>
<th>Feature selected</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Pep talks</td>
<td>53 (78)</td>
</tr>
<tr>
<td>Being able to select different voice companions</td>
<td>43 (63)</td>
</tr>
<tr>
<td>The variety of pep talks available</td>
<td>36 (53)</td>
</tr>
<tr>
<td>The look and visuals of the app</td>
<td>32 (47)</td>
</tr>
<tr>
<td>The tone and style of voices</td>
<td>30 (44)</td>
</tr>
<tr>
<td>The material covered by the pep talk</td>
<td>30 (44)</td>
</tr>
<tr>
<td>The variety of voice options available</td>
<td>28 (41)</td>
</tr>
<tr>
<td>The daily notifications or inspirational quotes</td>
<td>26 (38)</td>
</tr>
<tr>
<td>The layout of the menu</td>
<td>19 (28)</td>
</tr>
<tr>
<td>The ability to gift a pep</td>
<td>14 (21)</td>
</tr>
<tr>
<td>The Peppervescent points</td>
<td>5 (7)</td>
</tr>
<tr>
<td>The weekly emails</td>
<td>4 (6)</td>
</tr>
</tbody>
</table>

*aEach user could select up to 3 options.*

In terms of qualitative feedback regarding how they felt after listening to a pep, most participants (49/68, 72%) referenced positive energy with a small number of detractors (5/68, 7%; **Table 7**).
Almost all the studies evaluating emotional regulation [22] included full mindfulness interventions, which were largely self-guided intensive programs, including audio sessions ranging between 10 and 30 minutes. The self-guided app that we evaluated was designed to fill a unique space in targeting daily emotional well-being and to be much lighter, which was guided by counseling principles rather than formal, structured programs. Instead of delivering formal therapy, it is more likely to provide a buffer to the constant drain on resources that may lead to larger changes in well-being or increases in stress. More recently, the Positive Activity Model has supported the idea that simple tools can improve well-being [44]. The current findings support the idea that less intensive intervention apps may be effective. CSE was selected as the primary outcome for this study, given its importance for a range of emotional well-being outcomes. Specifically, it has been flagged as an important mediator of how people manage traumatic events with the potential to mitigate the experience of possible distress [45]. CSE has also been flagged as a relevant factor for maintaining health behavior in the Health Action Process Approach model [46], consuming healthier diets [47], and in elite athlete’s performance [48]. In this trial, the findings for CSE were close to being statistically significant overall, with the subscale measuring the ability to control unpleasant thoughts and emotions showing significant improvement over time in the intervention group. Bandura [49] noted that the ability or inability to control and redirect thoughts is a major aspect of anxiety and that the ability to turn them off is critical for good well-being. As a key feature of the app, it appears that pep talks could assist in developing this critical skill.

### Table 7. Summary of qualitative feedback grouped by key themes with example quotes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Quote 1</th>
<th>Quote 2</th>
<th>Quote 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive energy</td>
<td>“I felt a bit more calm and assured and ready to move forward with my day with more confidence”</td>
<td>“Inspired, calm, armed with practical advice to get through tough times”</td>
<td>“Relaxed and supported.”</td>
</tr>
<tr>
<td>Clearer or uplifted</td>
<td>“I felt a ‘pep’ in my step after listening to the talks. I really enjoyed being able to have a quick pick me up from a familiar voice.”</td>
<td>“Clear minded. Refreshed”</td>
<td>“Uplifted and a more positive outlook”</td>
</tr>
<tr>
<td>Generally better or sup-</td>
<td>“Most often I feel better after listening to a pep talk. I find I use them most when I get stuck in a thought or something happens that derails my day.”</td>
<td>“Help me change the way I think about the issue I’m having.”</td>
<td>“A little better”</td>
</tr>
<tr>
<td>ported (n=13)</td>
<td>“Motivated and more positive”</td>
<td>“After some peps, I felt a little better and more motivated”</td>
<td>“Some of them made me feel better, more motivated or happier about the day”</td>
</tr>
<tr>
<td>Motivated (n=6)</td>
<td>“Sometimes I felt a little bit better other times I felt in different”</td>
<td>“Fine but it didn’t tell me anything new”</td>
<td>“About the same, really. It was nice, though.”</td>
</tr>
<tr>
<td>Null or negative</td>
<td>“I couldn’t get through the whole thing”</td>
<td>“Patronized. It felt like the app equivalent of someone saying ‘you’ll be fine, you’re great’ when you disclose that you struggle with your self image. Well intended, but misses the mark”</td>
<td>“This isn’t for me”</td>
</tr>
<tr>
<td>Neutral (n=14)</td>
<td>“Sometimes I felt a little bit better other times I felt in different”</td>
<td>“Fine but it didn’t tell me anything new”</td>
<td>“About the same, really. It was nice, though.”</td>
</tr>
<tr>
<td>Worse (n=5)</td>
<td>“I couldn’t get through the whole thing”</td>
<td>“Patronized. It felt like the app equivalent of someone saying ‘you’ll be fine, you’re great’ when you disclose that you struggle with your self image. Well intended, but misses the mark”</td>
<td>“This isn’t for me”</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

In this study, we aimed to evaluate the effectiveness and feasibility of a self-guided app targeting emotional well-being relative to active control of regular mood monitoring. The primary feature of the intervention app was to provide pep talks delivered by familiar and customizable voices to boost people’s mood and coping resources. After 4 weeks, there was no significant change in the total CSE. Exploratory analyses suggested a significant improvement in one component, namely, the perceived ability to stop unpleasant thoughts and emotions (CSE Emotional subscale). The total app use was reduced over the 4 weeks and was not predicted by any participant characteristics. Pep talks, which are the central features of the app, were favorably rated by users. Those who entered the data immediately after listening to a pep largely indicated feeling positive changes in their momentary mood state. Of the 3 aspects of momentary mood measured daily, calmness improved significantly for the app users. Finally, there were substantial improvements in perceived daily hassles and vitality for those randomized to the app condition. Overall, the significant changes observed were aligned with qualitative feedback, which highlighted the impacts of the app on feeling calmer and more positive.

There is very little published evidence in the space of well-being apps, despite the hundreds of apps available for download [21]. Most of the 48 well-being apps reviewed in 2021 assessed mental health outcomes (n=19) and included clinical approaches suitable for these targeted outcomes [22]. Medium effect sizes were reported among the 6 that assessed emotional regulation.
App usability and user feedback data were promising. More than 75% (53/68) of participants completing evaluation in week 2 reported wanting to continue using the app beyond the trial. Before commencing, participants were blinded to the content of the app and were told only that the study evaluated its effectiveness on daily stressors. A small number of people did not enjoy the app (ie, 5-11, depending on the metric used). Nevertheless, this sample was not specifically interested in wellness apps, as evidenced by the low number of existing wellness apps installed on the participants’ devices. In combination with partial blindness, it was expected that the app would not be to everyone’s taste. However, the overall qualitative feedback was also mostly positive, reflecting positive changes in calmness while also focusing on feeling positive or having an improved outlook. This appears to have translated to positive changes in momentary calmness and vitality but not overall satisfaction with life.

The hassle conceptualization of stress has been called “a minor events approach” [50] and aligns with the targeted outcome of using the app. Effects were present for this domain but not for general perceived stress. Early conceptions of well-being suggested that hassles were a large part of overall well-being [51] and that hassles were better at predicting well-being, mental health, and health status than life events [50,52]. Using a Dynamic Structural Equation Modeling approach on 14-day data from students, Tran et al [53] reported that physical health complaints were predicted by the experience of hassles the day prior. Overall, the ability to significantly reduce hassles could have health benefits and improve overall well-being. Our measure did not capture the centrality of hassles nor ongoing themes and issues [54]. Future studies could aim to improve measurement to determine if changes occurred for substantial hassles or in sheer volume, which would change the interpretation of possible outcomes.

Hassles may also be reduced through increased vitality, given that positive energy has been associated with fewer negative appraisals of personal problems [55]. Vitality is an important outcome, as it includes feelings of aliveness and high positive energy is associated with motivation [55], which reinforces its potential as a buffer against resource depletion. In recent years, there has been a documented reduction in vitality because of coronavirus-related anxieties [56], meaning that improvements in vitality may be even more timely.

The increase in vitality in the intervention group represented a 5% to 10% decrease in vitality (based on the 36-Item Short Form vitality subscale) was associated with increased disease for conditions ranging from depression to angina and osteoarthritis [57]. Thus, the magnitude of the observed change for the intervention group could have meaningful impacts on future health if these effects can be maintained over the 4-week trial duration.

In the context of a broader theoretical model, it appears that a simple tool can have benefits for some aspects of coping. However, the CoR theory needs to consider not only equipping people with tools but also the confidence to use them [58]. Using a pain paradigm, researchers have shown that greater perceptions of control are most beneficial in the presence of confidence [59]. Self-worth is likely to be an important variable. Future interventions positioning apps as resources for mental health and well-being should account for these variables, as they are likely to have significant mediation or moderation effects on outcomes.

**Strengths and Limitations**

This study was a controlled, rigorously designed trial, powered appropriately to detect meaningful effects. Previous studies have used anywhere between 12 days and 12 weeks to evaluate similar apps with those of longer durations targeting clinical samples [21,22]. The 4-week period proved enough to detect changes in some well-being indicators but did not provide an indication of how sustained these changes are over time. This is particularly true for outcomes, such as vitality and hassles, which may be more transient than constructs, such as self-efficacy.

Our primary research questions focused on the effectiveness and feasibility of the app rather than mechanisms for change; therefore, we can only use the literature to guide the interpretation of which specific features of the app were associated with the changes observed. Coaching frameworks, humor [60-62], and positive charismatic people [63] may be beneficial. A total of 2 peps were listened to more than the others, and some of the voice options were also more popular. Appropriate variety in topic and delivery could be an important part of success; however, it is unclear where this tipping point lies.

The current sample was targeted toward individuals in the market for whom the app was developed and designed in a process that occurred before this effectiveness trial. The target market included a narrow age range, comprising mostly women with no major mental health challenges. Approximately one-third of the interested participants were deemed ineligible. It may be possible that healthier samples and women have stronger CSE overall, which makes it easier to build upon [64]. However, its effectiveness in other groups remains unknown. The sample also included a higher proportion of people with university degrees or greater in those aged between 25 and 50 years compared with the general population in Australia, of which 38.7% had obtained this level of education [65]. It is possible that recruitment through our institution’s social media pages attracted more highly educated samples because of its reputation as a national science organization in Australia. However, analysis of other data in Australia suggests that well-being indicators may be harder to shift in samples with greater income or education levels because of higher expectations regarding life circumstances [66].

Not all feedback received regarding the Hey Lemonade app was positive. There was a notable proportion of unsure selections (16/68, 24%) regarding the recommendation of the app to others. Qualitative feedback regarding the ability to gift peps to people provided some insights into possible hesitation to recommend with users, suggesting that they needed to feel comfortable enough to forward on “self-help-type” materials. The nature of a mental well-being focus may create challenges for recommending and sharing components.
One of the largest challenges in this study was the technical issues associated with daily mood monitoring using the freely available SEMA3 app. These may have disproportionately affected the control group, for whom mood monitoring was the primary task associated with trial participation, as well as Android users who appeared to report more technical issues. Unfortunately, using a third-party app, such as SEMA3, meant that these issues were outside the control of the research team. It is reassuring that no negative changes were observed in the control group; however, it is unclear if this may have disrupted any possible positive change generated by mood monitoring for those in the control group.

**Conclusions and Implications**

The Hey Lemonade app is designed to be a simple, no-fail tool to assist people in managing daily stress. The intervention did not result in a significant change in the primary outcome of CSE, but it did improve momentary calmness and secondary outcomes, including positive feelings and the ability to cope with general life hassles over 4 weeks. This indicates that a digital intervention such as the Hey Lemonade app might be useful for bolstering people’s resource kitty and hence make them more equipped to face daily challenges. More broadly, the findings also suggest that simple solutions may have the ability to generate meaningful outcomes for well-being [44]. These findings were witnessed in a targeted sample, excluding those inexperienced with apps or experiencing substantial mental health or life challenges. Nevertheless, the Hey Lemonade app represents a promising self-guided approach for managing daily life stress and promoting positive well-being states.
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Abstract

Digital mental health solutions are now well recognized as critical to solving the global mental health crisis. As research accelerates, it is now clear that solutions ranging from computer-based therapy programs to virtual reality headsets and smartphone apps to large language model chatbots are of interest, feasible, and hold exciting potential to improve mental health. This research should now consider the next generation of scientific and clinical questions regarding if these new approaches are equitable, valid, effective, implementable, efficacious, and even cost-effective. This paper outlines several of the new frontiers for the next generation of research and introduces JMIR Publications’ partnership with the Society of Digital Psychiatry to further advance these aims.
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With the rapid acceleration of digital mental health, there is a growing need to ensure that the field delivers on its potential to increase access and quality of care. While the initial phase of research has already yielded important insights, it has also highlighted key challenges and areas that require further attention. Rather than providing a comprehensive overview of the field, the aim of this paper is to emphasize specific aspects of digital mental health that may be of particular interest as we move forward.

Equity in digital health has emerged as a key concern, as early assumptions that digital mental health tools would easily reach and serve all people have been replaced with the realization that several digital divides exist, especially around digital access, literacy, and skills. Therefore, addressing digital literacy and skills barriers may represent the single most important priority for ensuring that the full potential of digital health can be harnessed to benefit people with the greatest needs. It will also be important to explore the role of digital technology as a new social determinant of health as well as a tool to support addressing social determinants of mental health.

While studies that showcase the effectiveness of digital tools or interventions in single use cases are important, those demonstrating their multisite and global applications are particularly relevant. Adapting and tailoring digital tools to suit the needs of diverse cultural and regional contexts is still relatively uncommon, despite the potential for significant impact. Research focused on programs that can be scaled to serve diverse communities and provide care to underserved populations is therefore of great interest. Likewise, examining how ideas can flow in both directions and new solutions can emerge from all regions can yield valuable insights and promote more equitable access to digital health worldwide. Relatedly, equity in the voices of researchers and authors remains a priority, and JMIR Mental Health will continue its “Patient Perspective” pieces to offer a direct voice to those with lived experience.

Ensuring replicability is a cornerstone of all scientific research, and digital mental health research is no exception. Studies examining the impact of proprietary tools that are not accessible to others pose a significant threat to reproducible science. While such research is still valuable, authors must explore creative...
solutions that allow others to engage with their approach and build on their findings. Similarly, to promote transparency and minimize potential bias, statistical and machine learning models should be presented in a clear and accessible manner that enables replication and assessment of bias. Relatedly, addressing challenges around missing data, especially from digital phenotyping research, and assumptions in preprocessing data are now critical for the success of this work. Preregistration of models, use of open-source tools, and data sharing are essential measures that will become increasingly critical to the field. Validation with biological markers will become more feasible and relevant, but validation through practical use and real-world positive outcomes will always be the most relevant.

Privacy is a top concern for the digital health space, particularly in the realm of digital mental health. While research that highlights this concern is valuable in measuring progress, papers that present novel solutions to these privacy issues are of even greater interest. Topics that are likely to have a high impact include efforts to increase public awareness and engagement around privacy as well as new regulatory proposals to enhance privacy protections. Relatedly, ethics in research remains equally salient, and questions about the informed nature of consent based solely on legalese buried in privacy policies will continue to raise concerns.

Efficacy is a key focus of the digital mental health space, and there is a wide range of claims about the clinical impact of various interventions. However, it has become clear that the level of human support offered can significantly impact the efficacy of these interventions. Therefore, research that assesses the optimal degree and mode of human support necessary to make interventions more effective is of great interest. Additionally, claims of efficacy should likely be compared against an active digital control intervention to ensure their rigor and relevance. While research without adequate control groups can help refine interventions and provide important feasibility data, it is less likely to contribute to a deeper understanding of efficacy. Likewise, retrospective studies of select cohorts of certain patient populations are interesting, but prospective studies are often the most informative.

As concerns about low engagement with digital health tools have become more apparent, there is an urgent need for innovative solutions. Studies that fail to provide clear insights into engagement present a significant challenge to the field, and transparent reporting has become more critical than ever. As noted earlier, providing human support can play a crucial role in enhancing engagement, and it is also important to focus on research that investigates design factors and adaptive interventions with context awareness. Furthermore, with growing recognition that clinician or coach support is vital for patient engagement, research on the adoption of clinical systems and reports on their implementation in care settings have become especially relevant and timely. Beyond engagement, research that explores the extent to which digital technologies impact client activation—clients taking an active role in treatment and maximizing shared decision-making between provider and client to move toward recovery outcomes—is also a needed area of focus.

As the field of digital health continues to grow, so too will the areas of research prioritization. Given the vast and dynamic nature of this field, there will always be exceptional topics that need to be covered despite any abovementioned concerns. For example, cross-sectional studies of interest in digital mental health have already been well reported on, but with new advances in large language models and related artificial intelligence language models, it will be important to understand interest, concerns, and potential even before more advanced research. New voices need to be heard and innovative pilot studies run with new advances in these language models. However, our collective goal remains the same: to highlight only the highest quality research. To achieve this goal, papers should continue to emphasize the clinical relevance of their findings and explain how their work can help advance access and quality of care.

Finally, as the field expands, there is a need to bring new voices into the field and transform research findings into practice. To accomplish these goals, JMIR Publications has partnered with the Society of Digital Psychiatry to make JMIR Mental Health the official society journal. As the society advances standards and advocates for high-quality practices/standards, the journal will serve to convene stakeholders and disseminate consensus papers. By bridging academics, industry, patient, clinician, regulatory, and family voices, the synergy of JMIR Mental Health and the Society of Digital Psychiatry will together help advance the mission of increased access and quality of mental health services for all.
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Abstract

Background: Substance use, particularly binge drinking of alcohol and noninjection substance use, is associated with increased risk for HIV infection among youth, but structured substance use screening and brief intervention are not often provided as part of HIV risk reduction.

Objective: The purpose of the study was to test the efficacy of a fully automated electronic screening and brief intervention, called Step Up, Test Up, to reduce alcohol misuse among adolescents and young adults presenting for HIV testing. Secondary objectives were reduction in sexual risk and uptake of pre-exposure prophylaxis (PrEP) for HIV prevention.

Methods: Youth aged 16 years to 25 years who presented for HIV testing at community-based locations were recruited for study participation. Those who screened at moderate to high risk on the Alcohol Use Disorders Identification Test were randomized (1:1) to either an electronic brief intervention or a time-attention control. The primary outcome was change in alcohol use at 1, 3, 6, and 12-month follow-ups. Negative binomial and log binomial regression analyses with generalized estimating equations were conducted to evaluate the intervention efficacy.

Results: Among a sample of 329 youth, there were no significant differences in alcohol use outcomes between conditions over time or at the 1, 3, 6, or 12-month time points. In terms of secondary outcomes, there was evidence of reduction in condomless insertive anal sex under the influence of alcohol and drugs at 12 months compared with 3 months in the intervention versus the attention control condition (incidence rate ratio=0.15, 95% CI 0.05-0.44); however, there were no other significant differences in sexual risk and no difference in PrEP engagement.

Conclusions: We found no effect of electronic brief intervention to reduce alcohol use and some effect on sexual risk among youth aged 16 years to 25 years who present for HIV testing.

Trial Registration: ClinicalTrials.gov number NCT02703116; https://clinicaltrials.gov/ct2/show/NCT02703116
**Introduction**

The syndemic intersection of HIV risk and substance misuse among young men who have sex with men (YMSM) and young transgender women (YTW) has been well established and well documented [1-5]. Recent studies have shown that substance use, particularly binge drinking of alcohol and noninjection substance use, increases sexual risks and the potential for HIV infection [6]. In 2019, over 20% of new HIV infections occurred in youth aged 13 years to 19 years [7]. Among young people, the vast majority (66%) of HIV infections occur among YMSM constituting the largest share. Among those with male-to-male sexual contact, 25% of infections occur among YMSM aged 13 years to 24 years, and 31% occur among those aged 25 years to 29 years [7]. In addition to YMSM, substantial evidence exists that YTW are also at risk for HIV, and in 2019, their rate of diagnosis increased by 5% [7]. Along with routine condom use and pre-exposure prophylaxis (PrEP), addressing alcohol and other drug (AOD) use are among the most modifiable individual-level factors for the prevention of HIV and sexually transmitted infections (STIs). Although there are many structural factors including racism, stigma, and poverty that contribute to the dynamics of HIV infection, prevention strategies have often focused on individual or personal-level factors. Recent years have seen shifts toward HIV interventions in community clinics that provide primary care or specialized HIV services. At the intersection of individual behavioral change and structural change are attempts to insert brief motivational strategies into larger systems of care. Motivational interviewing (MI)–based approaches promote screening, brief intervention, and referral to treatment (SBIRT). Electronic screening and brief intervention (eSBI) is a subset of SBIRT in an electronic medium suitable for use in primary care and other generalist settings. YMSM and YTW often seek HIV testing and other supportive services in community-based and outreach settings. These settings are underutilized as potential entry points for engagement in comprehensive care across the HIV prevention and care continuum, including PrEP for HIV-negative youth who are at risk of HIV acquisition. We theorized that these same community settings could serve as an access point for substance use interventions if these interventions were brief and scalable.

The purpose of this study was to assess the feasibility, acceptability, and initial efficacy of eSBI in comparison to an electronic attention control intervention (ie, promotion of good nutrition), coupled with standard HIV prevention, on alcohol use among YMSM and YTW in community-based HIV testing environments in Chicago. Secondary objectives were to assess intervention effects on sexual behavior, as well as engagement within the HIV prevention and care continuum, and to assess modification of the intervention effect by comorbid mental health problems (ie, symptoms of depression and anxiety).

**Methods**

**Design**

This study was a randomized controlled trial of eSBI among YMSM and YTW seeking HIV testing [8]. Using an electronic web-based portal, all participants were screened for alcohol misuse and received immediate feedback regarding their level of use (eg, how their use compares to others, whether it exceeds “safe use” guidelines); those who screened for moderate to high alcohol use, including binge drinking, were then randomized to either electronic intervention or control modules. All participants, regardless of randomization status, were followed for 12 months with in-person visits conducted at 1, 3, 6, and 12-month intervals (see CONSORT diagram, Figure 1). All participants were recruited from HIV testing clinics that utilized a seek, test, treat, and retain (STTR) model of care [9].
Figure 1. Step up, Test Up CONSORT diagram.

- **Excluded (n=180)**
  - Not meeting inclusion criteria (n=90)
  - Eligible but lost in follow-up (n=60)
  - Eligible but declined to finish screener (n=6)

- **Removed (n=14)**
  - Found to be ineligible (n=13)
  - Did not complete visit (n=1)

- **Withdrawn (n=1)**
  - Withdrawn before randomization (n=1)

- **Assessed for eligibility (n=644)**
- **Enrolled (n=454)**
- **Completed baseline (n=450)**

- **Randomized (moderate or high alcohol risk) (n=329)**
  - Allocated to time-matched control (n=162)
  - 132 (82%) 1-month visit
    - Lost to follow-up (n=30)
  - 129 (80%) 3-month visit
    - Lost to follow-up (n=12)
    - Incomplete visit (n=1)
  - 121 (75%) 6-month visit
    - Lost to follow-up (n=8)
  - 114 (70%) 12-month visit
    - Lost to follow-up (n=7)

- **Not randomized (low alcohol risk) (n=120)**
  - Allocated to intervention condition (n=167)
  - 144 (88%) 1-month visit
    - Lost to follow-up (n=29)
  - 141 (87%) 3-month visit
    - Lost to follow-up (n=3)
  - 136 (81%) 6-month visit
    - Lost to follow-up (n=5)
  - 120 (72%) 12-month visit
    - Lost to follow-up (n=13)
    - Incomplete visit (n=1)

- **Enrollment**
- **Allocation**
- **Follow-up**

**Ethical Approval**
The protocol was approved by the Ann & Robert H. Lurie Children’s Hospital Institutional Review Board (review #2015-703) with a waiver of parental permission for participation of minors (aged 16-17 years). All enrolled participants were consented prior to the start of any research activities using an electronic consent form. The consent form indicated that the purpose of the study was to learn more about whether screening and brief intervention for substance use is effective in reducing that use.

**Identification and Recruitment of Participants**
Youth were recruited from HIV testing centers at the 3 primary sites in Chicago: the Division of Adolescent Medicine at Lurie Children’s Hospital, Howard Brown Health, and the Village at the University of Chicago. Individuals were eligible if they were (1) aged 16 years to 25 years, (2) interested in testing for HIV infection, (3) HIV-negative or HIV status unknown (per self-report; verified at the point of HIV testing), (4) identified as a man who has sex with men or a transgender woman who has sex with men (ie, born male, identify as female or transgender, and at any point in the gender transition process), and (5) English-speaking. Individuals who were eligible and interested were enrolled by study staff.

**Randomization**
Upon enrollment, all participants completed HIV testing (using standard of preventive care testing and counseling at each site); individuals who screened reactive on the rapid HIV test were immediately referred for confirmatory HIV testing and were withdrawn from the study. All participants were screened for alcohol misuse using the Alcohol Use Disorders Identification Test (AUDIT) via an electronic portal. The AUDIT is a widely used, 10-item, validated screening tool for the assessment of alcohol use [10]. It contains items that reflect consumption, dependency, and alcohol-related harms. The AUDIT total score ranges from 0 to 40, divided into 4 Zones (I-IV), reflecting increasing levels of risk and recommended intervention (ie, Zone 1: alcohol education; Zone II: simple advice; Zone III: simple advice plus brief counseling and monitoring; Zone IV: referral to specialist for diagnostic evaluation and treatment). In addition, one item on the AUDIT reflects binge drinking (“How often do you have six or more drinks on one occasion?”). For our study, those scoring in Zones II-IV or endorsing the binge drinking item were included.
After completion of the AUDIT, participants received immediate feedback regarding their level of use. Participants who screened moderate to high risk for alcohol misuse or endorsed binge drinking on the AUDIT were randomized via computerized assignment (1:1) to either brief intervention modules to reduce alcohol misuse, eSBI, or a time and attention-matched control (ie, promotion of good nutrition). Study staff were blinded to random assignments. The randomization sequence was generated by NSK, uploaded to the Radiant platform (Radiant Interactive Group), and assigned automatically in the order of enrollment.

**Description of the Intervention: eSBI**

Those randomized to the intervention were asked to complete lessons or exercises on 11 topical areas focused on alcohol use (eg, importance of change, downsides of drinking, barriers to change, strategies for cutting back, change motivators) in an MI format, each with a single web page. The intervention is not a full MI intervention, as it was relatively simple in its presentation, but it did have components of the Elicit-Provide-Elicit approach. The intervention had been widely used in employee assistance programs. The intervention content was adapted for late adolescents and young adults in terms of voice and language (eg, open, nonjudgmental, inclusive), contexts (eg, school as well as work contexts), and reading level. The intervention was presented as a series of slides that contained an interactive element in which participants could click on checkboxes, drop-down menus, and short text fields as part of the brief MI exercises. An example slide is shown in Figure 2. By design, the intervention lacked any specific cultural tailoring for YMSM or YTW other than the age-appropriate language. This was intended to facilitate rapid scaling and broad adoption across the general population if the intervention proved effective. The electronic intervention and control modules were delivered using a customized eSBI platform developed by Radiant Interactive Group (Laguna Niguel, CA). Radiant uses industry-standard data encryption and security to manage protected health information recorded by their system.

**Time and Attention-Matched Control: Diet and Nutrition**

Those randomized to the control condition completed a brief time and attention-control intervention, also in an MI format and of equal length (ie, same number of intervention screens), which encouraged good nutrition but was not expected to impact alcohol use.

**Standard of Care Prevention Services**

The standard HIV preventive care at each site included rapid point-of-care HIV testing and counseling and linkage navigation to PrEP or HIV care, depending on the test result.

**Study Assessments**

Participants completed a baseline study visit that included a standardized assessment via computer-assisted self-interviewing (CASI). Follow-up CASI assessments were conducted at 1, 3, 6, and 12-month follow-up visits either in person or remotely via web-based assessment. Detailed contact information was collected to facilitate study retention.

**Primary Outcome**

All outcome measures were self-reported and constructed using the revised versions of the Daily Drinking Questionnaire [11] (DDQ-R [12]) including questions regarding the heaviest drinking week [13]. The questionnaire asks the participant to report the number of drinks consumed for each day of the week.
Sexual risk behavior was measured via a modified version of the AIDS-Risk Behavior Assessment [14] used in prior studies with YMSM and YTW [15,16] and included (1) condomless receptive anal sex (RAS) acts, (2) condomless RAS acts while under the influence of alcohol or drugs, (3) condomless insertive anal sex (IAS) acts, and (4) condomless IAS acts while under the influence of alcohol or drugs. Condomless sex was defined as sex in which “no condom was used or a condom was used but only for a part of the time.” Attending at least one provider visit for PrEP care during the observation period was additionally included as a secondary outcome for HIV-negative participants who reported using PrEP (n=89).

We measured eSBI intervention satisfaction and acceptability using the Client Satisfaction Questionnaire (CSQ-8) [17]. Participants were asked to rate the quality of the intervention and their satisfaction, as well as whether they would recommend it to friends. We also include an open-ended item, “Do you have any other suggestions to improve this intervention?”

Moderators
Depression and anxiety were measured using the short version of the Center for Epidemiologic Studies Depression Scale (CES-D10) [18] and 7-item Generalized Anxiety Disorder (GAD-7) [19], respectively.

Statistical Analysis
The analysis used an intent-to-treat approach in which all randomized participants were included for analysis. Baseline characteristics of the intervention groups were inspected visually for imbalances; differences between the 2 intervention groups were assessed using chi-square or Fisher exact tests for categorical variables and t tests for numerical variables. Changes in drinking levels over time were examined descriptively using means with SDs and medians with IQRs. The targeted sample size of 450 was estimated to yield 80% power to detect effects for our primary (alcohol use) outcome under a range of retention sizes (75%-85%).

To evaluate the efficacy of the intervention, generalized estimating equations (GEEs) with robust standard errors were conducted. Each outcome was regressed on intervention group, time, a group-by-time interaction, and the baseline value of the outcome, where the statistical significance of the interaction term indicates whether the groups differ in response to the intervention over time. The baseline outcomes were included in the model due to baseline imbalances in the outcomes between the groups. Unadjusted models are presented in Table S1 in Multimedia Appendix 1. Omnibus tests (Type III Score tests) were used to assess the overall effects of the intervention, time, and whether the differences between the groups varied across time points. Contrasts were performed to assess the effect of the intervention compared with the time and attention-matched control at each follow-up visit compared with first follow-up for exploratory purposes even when omnibus tests were not significant. Interaction contrasts represent the relative risk (RR) for binary outcomes or incidence rate ratio (IRR) for count outcomes in the intervention arm at that time point compared with the RR or IRR for the group comparison at first follow-up (ie, a ratio of ratios). All count outcomes were modeled as negative binomially distributed variables with log link functions to compute rate ratios; the binary outcome (having had more than 5 drinks in any single drinking session in the prior month) was modeled as a binomially distributed variable with log link function to estimate relative risk. An exchangeable working correlation was specified to account for repeated measurements on participants over time. All statistical analyses were conducted using SAS software version 9.4 (SAS Institute). Graphics were generated using STATA 17.

Results
Participants
A total of 644 individuals were screened for the study: 549 were eligible, and 95 were not eligible. Study enrollment began in December 2016, and all follow-up visits were completed by October 2020. Among those eligible, 85 (85/549, 15.5%) were lost to follow-up prior to enrollment, resulting in 464 enrolled (see CONSORT diagram, Figure 1). Of those enrolled, 14 were withdrawn or considered incomplete, resulting in a final sample of 450 (450/549, 82% of eligible).

All enrolled participants were screened with the AUDIT; 120 screened low risk and were not randomized. Therefore, a total of 329 participants were included in the analysis described herein. Table 1 presents descriptive information on the 329 participants randomized to the intervention or attention control conditions. The average age of the participants was 22.8 years. Most participants identified as non-White (221/329, 67.2%). The majority identified as cisgender male (294/329, 89.4%) and gay (205/329, 62.3%). Most of the participants were employed either full-time or part-time (222/329, 67.7%) and had at least some college education or attended trade school (224/329, 68.3%). There were 70 (70/329, 21.3%) with a history of incarceration. A little more than one-half of participants had a primary care provider (174/329, 52.9%). There were no significant differences between the intervention groups in these characteristics at baseline. For each measure of drinking, there were reductions in the mean amounts of drinking over time in both groups (Table 2). The average duration of the eSBI intervention was just under 10 minutes and of the control condition was just over 10 minutes.
Table 1. Demographics for the intervention (electronic screening and brief intervention [eSBI]; n=167) and control (n=162) groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>eSBI (^a)</th>
<th>Control (^b)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.89 (1.99)</td>
<td>22.79 (1.97)</td>
<td>.65</td>
</tr>
<tr>
<td>Gender identity, n (%)</td>
<td></td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td>Cisgender male</td>
<td>150 (89.8)</td>
<td>144 (88.9)</td>
<td></td>
</tr>
<tr>
<td>Transgender female</td>
<td>15 (9.0)</td>
<td>15 (9.3)</td>
<td></td>
</tr>
<tr>
<td>Transgender male</td>
<td>2 (1.2)</td>
<td>3 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
<td></td>
<td>.98</td>
</tr>
<tr>
<td>Bisexual</td>
<td>42 (25.1)</td>
<td>41 (25.3)</td>
<td></td>
</tr>
<tr>
<td>Gay</td>
<td>105 (62.9)</td>
<td>100 (61.7)</td>
<td></td>
</tr>
<tr>
<td>Queer</td>
<td>16 (9.6)</td>
<td>16 (9.9)</td>
<td></td>
</tr>
<tr>
<td>Straight/heterosexual</td>
<td>4 (2.4)</td>
<td>5 (3.1)</td>
<td></td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>White NH (^b)</td>
<td>60 (35.9)</td>
<td>48 (29.6)</td>
<td></td>
</tr>
<tr>
<td>Black/African American NH</td>
<td>65 (38.9)</td>
<td>68 (42.0)</td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino/a</td>
<td>24 (14.4)</td>
<td>26 (16.0)</td>
<td></td>
</tr>
<tr>
<td>Other NH</td>
<td>18 (10.8)</td>
<td>20 (12.3)</td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td>.44</td>
</tr>
<tr>
<td>Employed full-time</td>
<td>54 (32.3)</td>
<td>63 (39.1)</td>
<td></td>
</tr>
<tr>
<td>Employed part-time</td>
<td>56 (33.5)</td>
<td>49 (30.4)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>57 (34.1)</td>
<td>49 (30.4)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>.59</td>
</tr>
<tr>
<td>Less than high school</td>
<td>15 (9.0)</td>
<td>13 (8.1)</td>
<td></td>
</tr>
<tr>
<td>High school or GED (^c)</td>
<td>36 (21.6)</td>
<td>40 (24.8)</td>
<td></td>
</tr>
<tr>
<td>Some college or trade school</td>
<td>50 (29.9)</td>
<td>55 (34.2)</td>
<td></td>
</tr>
<tr>
<td>College degree or higher</td>
<td>66 (39.5)</td>
<td>53 (32.9)</td>
<td></td>
</tr>
<tr>
<td>Arrest history, n (%)</td>
<td>44 (26.3)</td>
<td>53 (32.9)</td>
<td>.24</td>
</tr>
<tr>
<td>Incarceration history, n (%)</td>
<td>30 (18.0)</td>
<td>40 (24.8)</td>
<td>.17</td>
</tr>
<tr>
<td>Currently has a PCP (^d), n (%)</td>
<td>82 (49.1)</td>
<td>92 (56.8)</td>
<td>.20</td>
</tr>
<tr>
<td>Baseline HIV test results, n (%)</td>
<td></td>
<td></td>
<td>.21</td>
</tr>
<tr>
<td>Nonreactive</td>
<td>167 (100.0)</td>
<td>159 (98.1)</td>
<td></td>
</tr>
<tr>
<td>Reactive</td>
<td>0 (0)</td>
<td>2 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Confirmed positive</td>
<td>0 (0)</td>
<td>1 (0.6)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Not all sum to 329 due to missing data.  
\(^b\)NH: non-Hispanic.  
\(^c\)GED: General Education Development.  
\(^d\)PCP: primary care physician.
<table>
<thead>
<tr>
<th>Outcomes</th>
<th>All participants (n=329)</th>
<th>Control (n=162)</th>
<th>eSBI intervention (n=167)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of drinks in a typical drinking week, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>11.89 (11.64)</td>
<td>10.51 (10.45)</td>
<td>13.24 (12.57)</td>
</tr>
<tr>
<td>1 month</td>
<td>8.92 (10.01)</td>
<td>9.33 (12.31)</td>
<td>8.55 (7.31)</td>
</tr>
<tr>
<td>3 months</td>
<td>8.51 (9.25)</td>
<td>7.94 (8.43)</td>
<td>9.04 (9.94)</td>
</tr>
<tr>
<td>6 months</td>
<td>7.90 (8.00)</td>
<td>7.49 (7.91)</td>
<td>8.27 (8.09)</td>
</tr>
<tr>
<td>12 months</td>
<td>8.68 (9.61)</td>
<td>8.35 (7.74)</td>
<td>8.98 (11.12)</td>
</tr>
<tr>
<td><strong>Number of drinks in a typical drinking week, median (IQR)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8.00 (4.00-16.00)</td>
<td>8.00 (4.00-14.00)</td>
<td>10.00 (5.00-17.00)</td>
</tr>
<tr>
<td>1 month</td>
<td>6.00 (3.00-12.00)</td>
<td>6.00 (3.00-12.00)</td>
<td>7.00 (3.00-13.00)</td>
</tr>
<tr>
<td>3 months</td>
<td>6.00 (3.00-11.00)</td>
<td>6.00 (3.00-10.00)</td>
<td>6.00 (2.00-13.00)</td>
</tr>
<tr>
<td>6 months</td>
<td>6.00 (2.00-12.00)</td>
<td>5.00 (2.00-11.00)</td>
<td>6.00 (2.00-12.00)</td>
</tr>
<tr>
<td>12 months</td>
<td>7.00 (2.00-12.00)</td>
<td>7.00 (2.00-11.75)</td>
<td>6.00 (2.00-12.00)</td>
</tr>
<tr>
<td><strong>Number of drinks in a peak drinking week, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>6.36 (4.84)</td>
<td>5.83 (4.48)</td>
<td>6.87 (5.13)</td>
</tr>
<tr>
<td>1 month</td>
<td>5.09 (3.84)</td>
<td>5.15 (4.14)</td>
<td>5.04 (3.57)</td>
</tr>
<tr>
<td>3 months</td>
<td>4.96 (4.00)</td>
<td>4.71 (3.81)</td>
<td>5.18 (4.17)</td>
</tr>
<tr>
<td>6 months</td>
<td>4.86 (3.54)</td>
<td>4.62 (3.42)</td>
<td>5.08 (3.64)</td>
</tr>
<tr>
<td>12 months</td>
<td>4.90 (3.63)</td>
<td>4.75 (3.24)</td>
<td>5.04 (3.98)</td>
</tr>
<tr>
<td><strong>Number of drinks in a peak drinking week, median (IQR)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>5.00 (3.00-8.00)</td>
<td>5.00 (3.00-8.00)</td>
<td>6.00 (4.00-9.00)</td>
</tr>
<tr>
<td>1 month</td>
<td>5.00 (2.00-7.00)</td>
<td>4.00 (2.75-7.00)</td>
<td>5.00 (2.00-7.00)</td>
</tr>
<tr>
<td>3 months</td>
<td>4.00 (2.00-7.00)</td>
<td>4.00 (2.00-6.00)</td>
<td>4.00 (2.00-8.00)</td>
</tr>
<tr>
<td>6 months</td>
<td>4.00 (2.00-7.00)</td>
<td>4.00 (2.00-6.00)</td>
<td>4.50 (2.00-7.25)</td>
</tr>
<tr>
<td>12 months</td>
<td>5.00 (2.00-7.00)</td>
<td>5.00 (2.00-7.00)</td>
<td>5.00 (2.00-7.00)</td>
</tr>
<tr>
<td><strong>Number of days with 5 or more drinks in a typical drinking week, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.95 (1.41)</td>
<td>0.84 (1.30)</td>
<td>1.05 (1.51)</td>
</tr>
<tr>
<td>1 month</td>
<td>0.63 (1.14)</td>
<td>0.69 (1.24)</td>
<td>0.58 (1.03)</td>
</tr>
<tr>
<td>3 months</td>
<td>0.58 (1.02)</td>
<td>0.47 (0.85)</td>
<td>0.69 (1.14)</td>
</tr>
<tr>
<td>6 months</td>
<td>0.56 (1.01)</td>
<td>0.45 (0.88)</td>
<td>0.65 (1.10)</td>
</tr>
<tr>
<td>12 months</td>
<td>0.59 (1.07)</td>
<td>0.57 (0.99)</td>
<td>0.62 (1.14)</td>
</tr>
<tr>
<td><strong>Number of days with 5 or more drinks in a typical drinking week, median (IQR)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0 (0-2.00)</td>
<td>0 (0-1.00)</td>
<td>0 (0-2.00)</td>
</tr>
<tr>
<td>1 month</td>
<td>0 (0-1.00)</td>
<td>0 (0-1.00)</td>
<td>0 (0-1.00)</td>
</tr>
<tr>
<td>3 months</td>
<td>0 (0-1.00)</td>
<td>0 (0-1.00)</td>
<td>0 (0-1.00)</td>
</tr>
<tr>
<td>6 months</td>
<td>0 (0-1.00)</td>
<td>0 (0-1.00)</td>
<td>0 (0-1.00)</td>
</tr>
<tr>
<td>12 months</td>
<td>0 (0-1.00)</td>
<td>0 (0-1.00)</td>
<td>0 (0-1.00)</td>
</tr>
</tbody>
</table>

...
Outcomes | All participants (n=329) | Control (n=162) | eSBI intervention (n=167) 
--- | --- | --- | --- 
**Number of days with 5 or more drinks in a peak drinking week, median (IQR)** 
Baseline | 1.00 (0-2.00) | 1.00 (0-2.00) | 1.00 (0-3.00) 
1 month | 1.00 (0-2.00) | 0.00 (0-1.00) | 1.00 (0-2.00) 
3 months | 0.50 (0-2.00) | 1.00 (0-2.00) | 0 (0-2.00) 
6 months | 1.00 (0-2.00) | 1.00 (0-1.00) | 0.50 (0-2.00) 
12 months | 1.00 (0-2.00) | 1.00 (0-2.00) | 1.00 (0-2.00) 
**Number of any days with 5 or more drinks in 1 event in the past month, n (%)** 
Baseline | 193 (58.7) | 85 (52.5) | 108 (64.7) 
1 month | 141 (51.1) | 65 (49.2) | 76 (52.8) 
3 months | 131 (48.5) | 62 (48.1) | 69 (48.9) 
6 months | 128 (49.8) | 60 (49.6) | 68 (50.0) 
12 months | 125 (53.4) | 61 (53.5) | 64 (53.3) 

*Weekly drinking frequency was calculated as the median number of days on which 5 or more drinks were consumed in a peak drinking week.*

**Primary Outcomes**

The results of the adjusted GEE models for primary outcomes are presented in Table 3. The omnibus tests (Type III Score tests) showed that the overall effect of the intervention on substance use was not statistically significant (ie, no significant differences between groups across all time points) for any of the primary outcomes. The overall effect of time was statistically significant only for binge drinking in a peak drinking week at 12 months compared with 1 month (ie, there was an increase in drinking outcomes over time across both groups; IRR=1.32, 95% CI 1.05-1.66), and the intervention group-by-time interaction was not statistically significant (ie, differences between groups did not vary over time) for any of the primary outcomes. Figure 3 displays the results of the GEE models with the predicted values and lower and upper 95% CIs.
Table 3. Primary outcomes from the generalized estimating equation estimates of the treatment effect.

<table>
<thead>
<tr>
<th></th>
<th>Incidence rate ratio (95% CI)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of drinks in a typical drinking week</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment group</td>
<td></td>
<td>.49&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>cSBI</td>
<td>0.97 (0.80-1.16)</td>
<td>.71</td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td>.56&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>1 month</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>3 months</td>
<td>0.98 (0.83-1.14)</td>
<td>.74</td>
</tr>
<tr>
<td>6 months</td>
<td>0.98 (0.85-1.14)</td>
<td>.80</td>
</tr>
<tr>
<td>12 months</td>
<td>1.12 (0.97-1.30)</td>
<td>.14</td>
</tr>
<tr>
<td>Treatment effects (group x time)&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td>.55&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>3 months to 1 month</td>
<td>1.04 (0.84-1.27)</td>
<td>.72</td>
</tr>
<tr>
<td>6 months to 1 month</td>
<td>1.00 (0.81-1.24)</td>
<td>.97</td>
</tr>
<tr>
<td>12 months to 1 month</td>
<td>0.89 (0.72-1.10)</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Number of drinks in a peak drinking week</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment group</td>
<td></td>
<td>.88&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>cSBI</td>
<td>0.98 (0.84-1.14)</td>
<td>.78</td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td>.98&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>1 month</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>3 months</td>
<td>0.95 (0.83-1.10)</td>
<td>.50</td>
</tr>
<tr>
<td>6 months</td>
<td>0.96 (0.86-1.06)</td>
<td>.43</td>
</tr>
<tr>
<td>12 months</td>
<td>1.00 (0.89-1.12)</td>
<td>.96</td>
</tr>
<tr>
<td>Treatment effects (group x time)&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td>.82&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>3 months to 1 month</td>
<td>1.06 (0.88-1.28)</td>
<td>.52</td>
</tr>
<tr>
<td>6 months to 1 month</td>
<td>1.06 (0.91-1.24)</td>
<td>.43</td>
</tr>
<tr>
<td>12 months to 1 month</td>
<td>1.00 (0.84-1.19)</td>
<td>.99</td>
</tr>
<tr>
<td><strong>Number of days with 5 or more drinks in a typical drinking week</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment group</td>
<td></td>
<td>.76&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>cSBI</td>
<td>0.88 (0.60-1.28)</td>
<td>.49</td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td>.85&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>1 month</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>3 months</td>
<td>0.75 (0.54-1.05)</td>
<td>.10</td>
</tr>
<tr>
<td>6 months</td>
<td>0.82 (0.58-1.15)</td>
<td>.24</td>
</tr>
<tr>
<td>12 months</td>
<td>1.02 (0.73-1.41)</td>
<td>.92</td>
</tr>
<tr>
<td>Treatment effects (group x time)&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td>.13&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>3 months to 1 month</td>
<td>1.52 (0.99-2.31)</td>
<td>.056</td>
</tr>
<tr>
<td>6 months to 1 month</td>
<td>1.36 (0.88-2.13)</td>
<td>.17</td>
</tr>
<tr>
<td>12 months to 1 month</td>
<td>0.98 (0.63-1.53)</td>
<td>.94</td>
</tr>
<tr>
<td><strong>Number of days with 5 or more drinks in a peak drinking week</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment group</td>
<td></td>
<td>.62&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>cSBI</td>
<td>0.98 (0.75-1.28)</td>
<td>.87</td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td>.047&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Model(^a)</td>
<td>Incidence rate ratio (95% CI)</td>
<td>(P) value(^b)</td>
</tr>
<tr>
<td>----------------------</td>
<td>------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>1 month</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>3 months</td>
<td>1.02 (0.83-1.26)</td>
<td>.84</td>
</tr>
<tr>
<td>6 months</td>
<td>1.13 (0.89-1.43)</td>
<td>.33</td>
</tr>
<tr>
<td>12 months</td>
<td>1.32 (1.05-1.66)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Treatment effects (group (\times) time)</strong>(^c)</td>
<td>(\cdot)</td>
<td>.94</td>
</tr>
<tr>
<td>3 months to 1 month</td>
<td>1.00 (0.76-1.33)</td>
<td>.97</td>
</tr>
<tr>
<td>6 months to 1 month</td>
<td>0.95 (0.69-1.31)</td>
<td>.77</td>
</tr>
<tr>
<td>12 months to 1 month</td>
<td>0.92 (0.66-1.27)</td>
<td>.60</td>
</tr>
</tbody>
</table>

**Number of any days with 5 or more drinks in 1 event in the past month**

<table>
<thead>
<tr>
<th>Treatment group</th>
<th>Incidence rate ratio (95% CI)</th>
<th>(P) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>eSBI</td>
<td>0.99 (0.81-1.21)</td>
<td>.92</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td></td>
<td>.72</td>
</tr>
<tr>
<td>1 month</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>3 months</td>
<td>0.97 (0.80-1.18)</td>
<td>.77</td>
</tr>
<tr>
<td>6 months</td>
<td>1.02 (0.86-1.22)</td>
<td>.80</td>
</tr>
<tr>
<td>12 months</td>
<td>1.08 (0.92-1.26)</td>
<td>.37</td>
</tr>
<tr>
<td><strong>Treatment effects (group (\times) time)</strong>(^c)</td>
<td>(\cdot)</td>
<td>.75</td>
</tr>
<tr>
<td>3 months to 1 month</td>
<td>0.97 (0.76-1.23)</td>
<td>.79</td>
</tr>
<tr>
<td>6 months to 1 month</td>
<td>0.89 (0.69-1.15)</td>
<td>.37</td>
</tr>
<tr>
<td>12 months to 1 month</td>
<td>0.90 (0.71-1.15)</td>
<td>.40</td>
</tr>
</tbody>
</table>

\(^a\)Each model also controlled for the baseline value of the outcome variable to control for baseline imbalances between the groups.

\(^b\)Omnibus test \(P\) values were from Score tests; all other \(P\) values were from Wald tests.

\(^c\)Omnibus \(P\) values.

\(^d\)eSBI: electronic screening and brief intervention.

\(^e\)The ratio of the intervention to control at the indicated time point versus baseline.
Secondary Outcomes

The results of the adjusted GEE models for secondary outcomes are presented in Table 4. The intervention group showed a reduction in the number of condomless IAS acts while under the influence of alcohol or drugs, whereas the control group showed an increase in the number of acts from 3 months to 12 months (IRR=0.15, 95% CI 0.05-0.44) when examining the contrasts. There were no significant differences between the groups in the other sexual behavior outcomes or number of PrEP care visits between groups. The results of the GEE models are visualized in Figure 4.

In terms of acceptability and satisfaction, 89.7% (148/167) of intervention participants rated the quality of the intervention as “good” to “excellent,” and 94.6% (156/167) indicated they were “mostly satisfied” to “very satisfied.” A total of 89.7% (148/167) indicated that they would “probably” or “definitely” refer a friend to receive the intervention. The most common suggestions for improvement to the intervention were to include interaction with an educator or counselor (n=8); make the intervention less prescriptive for low levels of drinking (n=10); and include graphics, video, or music (n=3).
Table 4. Secondary outcomes from the generalized estimating equation estimates of the treatment effect.

<table>
<thead>
<tr>
<th>Model</th>
<th>Incidence rate ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of times of condomless receptive anal sex in the past 3 months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment group</td>
<td>0.79 (0.46-1.36)</td>
<td>.40</td>
</tr>
<tr>
<td>eSBI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>1.76 (1.26-2.45)</td>
<td>.001</td>
</tr>
<tr>
<td>3 months</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>6 months</td>
<td>1.17 (0.75-1.83)</td>
<td>.49</td>
</tr>
<tr>
<td>12 months</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment effects (group × time)d</td>
<td>0.66 (0.37-1.17)</td>
<td>.16</td>
</tr>
<tr>
<td>6 months to 3 months</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months to 3 months</td>
<td>1.03 (0.51-2.07)</td>
<td>.94</td>
</tr>
<tr>
<td><strong>Number of times of condomless receptive anal sex while under the influence of alcohol or drugs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment group</td>
<td>0.80 (0.45-1.41)</td>
<td>.43</td>
</tr>
<tr>
<td>eSBI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>1.87 (1.14-3.05)</td>
<td>.013</td>
</tr>
<tr>
<td>3 months</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>6 months</td>
<td>1.33 (0.81-2.17)</td>
<td>.26</td>
</tr>
<tr>
<td>12 months</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment effects (group × time)d</td>
<td>0.74 (0.32-1.71)</td>
<td>.48</td>
</tr>
<tr>
<td>6 months to 3 months</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months to 3 months</td>
<td>1.10 (0.42-2.91)</td>
<td>.84</td>
</tr>
<tr>
<td><strong>Number of times of condomless insertive anal sex in the past 3 months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment group</td>
<td>1.08 (0.61-1.89)</td>
<td>.79</td>
</tr>
<tr>
<td>eSBI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>1.48 (1.06-2.05)</td>
<td>.02</td>
</tr>
<tr>
<td>3 months</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>6 months</td>
<td>1.90 (1.11-3.26)</td>
<td>.02</td>
</tr>
<tr>
<td>12 months</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment effects (group × time)d</td>
<td>0.73 (0.32-1.65)</td>
<td>.44</td>
</tr>
<tr>
<td>6 months to 3 months</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months to 3 months</td>
<td>0.53 (0.25-1.12)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Number of times of condomless insertive anal sex while under influence of alcohol or drugs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment group</td>
<td>2.48 (1.14-5.39)</td>
<td>.02</td>
</tr>
<tr>
<td>eSBI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>2.39 (1.45-3.95)</td>
<td>.001</td>
</tr>
<tr>
<td>3 months</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>6 months</td>
<td>3.58 (1.69-7.56)</td>
<td>.001</td>
</tr>
<tr>
<td>12 months</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>Incidence rate ratio (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------------------</td>
<td>---------</td>
</tr>
<tr>
<td><strong>At least 1 PrEP&lt;sup&gt;c&lt;/sup&gt; care visit in a 3-month period&lt;sup&gt;f&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Treatment group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eSBI</td>
<td>1.05 (0.80-1.37)</td>
<td>.728</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>6 months</td>
<td>0.83 (0.63-1.10)</td>
<td>.19</td>
</tr>
<tr>
<td>12 months</td>
<td>0.99 (0.74-1.32)</td>
<td>.94</td>
</tr>
<tr>
<td><strong>Treatment effects (group × time)</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 months to 3 months</td>
<td>1.28 (0.89-1.84)</td>
<td>.18</td>
</tr>
<tr>
<td>12 months to 3 months</td>
<td>1.17 (0.84-1.64)</td>
<td>.36</td>
</tr>
</tbody>
</table>

<sup>a</sup>Each model also controlled for the baseline value of the outcome variable to control for baseline imbalances between the groups.

<sup>b</sup>Omnibus test P values were from Score tests; all other P values were from Wald tests.

<sup>c</sup>Omnibus P values.

<sup>d</sup>The ratio of the intervention to control at the indicated time point versus baseline.

<sup>e</sup>PrEP: pre-exposure prophylaxis.

<sup>f</sup>Only including time points after the first indicated PrEP use.

**Figure 4.** Secondary outcome at each time point (0, 3, 6, and 12 months) by intervention group based on generalized estimating equation (GEE) models: (A) number of times of condomless receptive anal sex (RAS), (B) number of times of condomless RAS while under the influence of alcohol or drugs, (C) number of times of condomless insertive anal sex (IAS), (D) number of times of condomless IAS while under the influence of alcohol or drugs, (E) any visits to a provider for pre-exposure prophylaxis (PrEP).

**Moderation Effects**

As an exploratory aim, we conducted tests of moderation to determine whether the efficacy of the intervention was modified by the presence of depression or anxiety. The observed effects for anxiety were unstable and varied in direction, magnitude, and statistical significance depending on the analytic approach. When we controlled for baseline imbalances in the outcomes, the intervention appeared to be more efficacious among participants with fewer symptoms of anxiety; however, when we did not control for baseline imbalances, the intervention appeared more efficacious among participants with more anxiety symptoms. The contradictory findings may be due to associations between anxiety and the baseline outcomes, but the result is difficult to interpret and should be considered with
caution. No moderation effects were observed for depression in any of the analyses.

Discussion

Principal Findings

In this study, we found no effect of the eSBI intervention on alcohol misuse, but there was evidence of an effect on sexual risk. This study was born from a desire to create a low-cost, scalable, and brief single time-point intervention to address substance misuse in community settings. Prior literature has shown that computerized interventions can successfully reduce substance misuse using an MI approach. For example, Ondersma and colleagues [20] demonstrated that a single 20-minute eSBI intervention, with a more comprehensive MI approach, successfully improved abstinence from drugs at 3 months and 6 months among postpartum drug users. In contrast, our eSBI approach failed to show any major effect of eSBI on drinking behavior in moderate to high-risk drinkers. Although there was an effect at 12 months with significant increase in the number of binge drinking episodes in a peak week for both the eSBI group and our control condition, these differences were not seen at 3 months or 6 months, and the time-by-group effect was not significant. Our intervention’s lack of effect, in contrast to the results by Ondersma et al [20], may be the result of differing populations (HIV at-risk YMSM and YTW vs postpartum women) and the need for cultural tailoring of the intervention for the former. In addition, the trial by Ondersma et al [20] used animation to deliver the intervention, which may have improved engagement with the content.

Since this study was conceived, there has been a number of trials of eSBI that have found no effect [21,22] or some impact in particular populations including college age drinkers [23], nonpregnant women of childbearing age [24], individuals on antiretroviral therapy [25], and graduate students using cannabis [26]. The literature on eSBI can best be described as mixed, and there is evidence that the more efficacious eSBI interventions have strong cultural tailoring, which our intervention did not have due to a desire to scale this intervention broadly. In addition, our MI approach was very brief and included relatively short MI components. It was by design simple, and we were seeking to test a system that might be broadly implemented. However, this brevity may have come with a price, as the intervention may not have had the robustness of a full MI intervention.

Despite the lack of findings for substance misuse, there was evidence of reduction in sexual risk in the intervention group in comparison to the control group for condomless IAS under the influence at 12 months. These analyses should be interpreted with caution, as there were multiple secondary analyses. Nevertheless, this finding is intriguing and should be the subject of additional study.

At the time that this study was conceived in 2014, trials had mixed findings on the impact of brief interventions on AOD. Since that time, observers have raised criticism of the value of screening and brief interventions [27-29]. The Substance Abuse and Mental Health Services Administration (SAMHSA)–promoted SBIRT model has generally shown impact on individuals with high levels of substance use and in primary care settings [27]. It is possible that our intervention was too brief and lacking in boosters or follow-up. Further trials may be merited with these elements in a dynamic trial design that might allow simultaneous comparisons.

Another promising line of inquiry that has shown impact is the use of relational agents (ie, using avatars, conversational bots, or other interfaces) that simulate face-to-face dynamics and allow for a more holistic experience during screening and a brief intervention [30-32]. Relative to this type of relational agent, our intervention was static; designed with simple, scalable elements; and presented in a slide format. The simplistic design was by intention, as we hypothesized that many clinics would not have the infrastructure, computing capabilities, and high bandwidth access that are often required for more computationally complex frameworks. We suspect that our eSBI system lacked enough appealing components to produce a robust attentional response; however, as we did not measure attention to the eSBI system, this is purely speculative.

Although, overall, the intervention received high ratings for acceptability and satisfaction, some participants suggested the addition of more dynamic and engaging components (eg, more graphics, video, and music), commented that the fully automated version was impersonal and would have preferred more interaction with an educator or counselor, or felt the intervention was too prescriptive for perceived low levels of drinking. These are important considerations to inform future iterations in this population.

Finally, since we conceptualized this study in 2014, eSBI approaches have been tested for feasibility among people living with HIV in sub-Saharan Africa, where alcohol misuse is associated with both HIV transmission risk as well as poor HIV treatment outcomes but is often underreported [25,33]. In Uganda and Namibia, an electronic screening approach was designed specifically to increase reporting of alcohol misuse and, in Namibia, was then coupled with brief intervention. In both studies, evidence of feasibility was apparent, although with concerns about confidentiality (ie, providers being aware of drinking levels), which hampered acceptability [25,33]. These types of initiatives will provide important additional tests of effectiveness of eSBI to reduce alcohol misuse in HIV care environments and, given our findings, may also hold promise for reducing the risk for ongoing HIV transmission (ie, via sexual risk reduction).

Conclusions

This study found a lack of longer-term impact of a single time point intervention, eSBI, on alcohol misuse among YMSM and YTW presenting to community-based HIV testing clinics. The intervention showed an effect in reducing one of the sexual risk outcomes (number of condomless IAS acts while under the influence). Given that this intervention was embedded within larger systems of care (ie, placed within HIV testing clinics without the need for staffing), there would appear to be some value in considering further trials in this space. Further adaptation of the eSBI approach might result in greater impact.

This eSBI intervention was embedded within an STTR model...
of care that has been shown to be highly effective in addressing HIV risk and engaging individuals in care. The study showed excellent recruitment and retention of the sample over a 1-year follow-up period. Our eSBI system can be considered a branch of the broader SBIRT model of care. This model has come under some criticism in recent years due to a lack of compelling evidence to show its impact as a primary prevention and intervention approach. Our eSBI system may have failed to achieve the intended goals of alcohol misuse reduction because of the brevity of the intervention, the lack of boosters or follow-up, and the relatively simple design of the intervention. Regardless of the reason, this study falls into alignment with other negative trials of SBIRT. Future research may need to consider relational agents, digital interventions hybridized with human counselors or therapists, and interventions with boosters of some type. In addition, interventions that can address contextual factors (interpersonal, social, and environmental) may help boost the effect of digital interventions like eSBI. Given the instability of results for moderation of the intervention effect by symptoms of anxiety, future studies may need larger samples or be limited to the subpopulation of individuals with higher levels of anxiety to explore these effects more fully.
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Abstract

Background: Telemedicine-delivered medication for opioid use disorder (TMOUD) has become more prevalent during the COVID-19 pandemic, particularly in North America. This is considered a positive development as TMOUD has the potential to increase access to evidence-based treatment for a population heavily affected by the opioid crisis and consequent rising mortality and morbidity rates in relation to opioid use disorder. Despite the increase in the use of TMOUD, there are no established service- and process-focused models to guide the implementation of this intervention.

Objective: This study aims to develop a process- and service-focused implementation model in collaboration with key stakeholders and bring together peer-reviewed literature, practice-based knowledge, and expert opinions.

Methods: The simple rules for evidence translation in complex systems framework was applied to guide the development of a 6-step qualitative study. The steps were definition of the scope and objectives of the model, identification of evidence, stakeholder engagement, draft model development, key informant consultation, and final model specification.

Results: The final specification for the TMOUD implementation model incorporated key strategic priorities, service delivery prerequisites, service design elements, stakeholder identification and engagement, key process domains, and iterative cycles of evaluation and improvement.

Conclusions: Through stakeholder engagement and key informant consultation, we produced a process- and service-focused TMOUD implementation model. The model is modifiable to different contexts and settings while also in keeping with the current evidence base and national and international standards of high-quality opioid use disorder care.

(JMIR Ment Health 2023;10:e47186) doi:10.2196/47186
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Introduction

Background
Scotland has been experiencing a rising trend in drug-related deaths (DRDs) for 2 decades [1]. In 2020, the per capita DRD rate in Scotland was 245 deaths per million population, the highest in the European Union and approaching US rates of 277 deaths per million population [2]. In June 2019, the Scottish government established the Drug Deaths Task Force to identify policies, measures, and interventions that could reduce DRDs and harms [3]. A key task force recommendation was the introduction of evidence-based standards to enable the delivery of high-quality, safe, timely, and accessible drug treatments across Scotland, incorporating medication for opioid use disorder (MOUD) [4].

The Scottish government’s decision to improve the provision and quality of MOUD was in line with the international evidence base and priorities for reducing DRDs [5]. MOUD, such as methadone and buprenorphine, can notably reduce overdose risk and associated deaths, thus improving health and social outcomes, particularly when patients remain on treatment [6,7]. Nevertheless, internationally, only 1 in every 6 people seeking treatment for opioid use disorder (OUD) receives it [8]. Several factors contribute to this so-called treatment gap [9], including stigma [10], limited clinical resources, insufficient investment, ambivalence toward and difficulties accessing MOUD [11-14], and stringent regulatory barriers [15]. Furthermore, vulnerable groups such as younger people [16], pregnant women, mothers [17,18], rural residents [19], racial and ethnic minority groups [20], and people experiencing displacement [21,22] or homelessness [23] disproportionately struggle to access MOUD. Consequently, the Scottish government’s first 5 standards for medication-assisted treatment (MAT), which focuses on MOUD, include provision for same-day access, choice of medication, assertive outreach and anticipatory care, harm reduction, and retention in treatment [24] (Textbox 1).

Textbox 1. Scottish medication-assisted treatment (MAT) standards 1 to 5, which focus on the provision of medication for opioid use disorder.

| Standard 1 | All the people accessing services have the option to start MAT from the same day of presentation. |
| Standard 2 | All the people are supported to make an informed choice on what medication to use for MAT and the appropriate dose. |
| Standard 3 | All the people at high risk of drug-related harm are proactively identified and offered support to commence or continue MAT. |
| Standard 4 | This standard comprises the number of services offering evidence-based harm reduction at the point of MAT delivery. |
| Standard 5 | All the people will receive support to remain in treatment for as long as requested. |

To embed these standards across Scotland by April 2022, the Scottish government funded several demonstration projects, a research program, and an innovation fund to address gaps in knowledge and service delivery [25]. The COVID-19 pandemic created significant disruptions to this work program [25] yet created the opportunity for an exploration of the use of telemedicine in delivering MOUD. Telemedicine-delivered MOUD (TMOUD) has shown promise in addressing the treatment gap by increasing immediacy and responsiveness; reducing geographical and logistical barriers, stigma, and costs; enabling more consistent and regular patient contact; and increasing service efficiency [26-31]. In response to service closures, reduced staffing capacity, and the introduction of measures to reduce COVID-19 transmission, some countries introduced regulatory, funding, and clinical governance changes allowing for TMOUD to be used more widely [32-37]. This was particularly the case in the United States and Canada, where a rapid acceleration of TMOUD adoption was observed [32].

In October 2020, the Digital Health Interventions in Addiction Services project at St Andrews University received funding through the Scottish Drug Deaths Taskforce and the Corra Foundation to explore ways of developing and implementing TMOUD as part of high-quality drug treatment in Scotland. This project was timely as we were able to observe and learn from international experiences with TMOUD implementation in response to the COVID-19 pandemic. Indeed, an early finding from the accelerated and necessary transitions to telemedicine to provide MOUD was that it created uncertainty and anxiety among clinicians and service providers in a variety of settings and countries [36,38]. This largely regarded issues related to governance; regulatory compliance; safety; confidentiality; and best practice approaches to history taking, physical examination, and investigations such as drug and blood-borne virus testing [39].

Objectives
From an implementation science perspective, such contextual, operational, and clinical concerns are key pivot points determining the success or failure of new TMOUD services [40]. However, to our knowledge, there are no specific implementation frameworks or models to facilitate the embedding of TMOUD into standard drug treatment practice.
The literature on TMOUD before the COVID-19 pandemic tended to comprise retrospective data analyses comparing the efficacy of in-person versus telemedicine delivery of MOUD [41], with a steep rise in publications from 2020 onward describing pandemic-related rapid service transitions to TMOUD [32]. Consequently, our aim with this work was to describe the development of a theoretically informed TMOUD implementation model.

**Methods**

**Setting**

Addiction treatment services are complex systems of care with multiple interdependent components and autonomous actors whose agency in performing their everyday roles can hamper or disrupt attempts to introduce sustainable change [42-44]. Furthermore, the delivery of MOUD both in Scotland and internationally occurs within a highly regulated clinical guidance, governance, and legislative framework associated with a high level of scrutiny on compliance from both people with OUD seeking treatment and treatment providers [45]. In the context of this TMOUD project, at least 3 additional layers of intersecting complexity were identified.

First, initial actions in 2020 to introduce and implement quality standards for MOUD delivery in Scotland were enabling in nature, involving stakeholder engagement, quality improvement support, funding for innovative pilot projects, development of processes and tools, and their wide dissemination [24]. Unfortunately, a progress report in March 2021 [24], echoed by a national benchmarking process [46], identified significant barriers to services achieving these standards, including challenges with leadership and financial planning, conflicting local priorities, and a lack of transparency and evaluation data [24,46]. This culminated in the Scottish government using legislative powers to compel health boards, integration authorities, and local authorities to drive the changes necessary to deliver on these quality standards, particularly same-day access to MOUD [47]. Improving access to and retention of MOUD will inevitably result in growing numbers in treatment, and services will need to adapt, evolve, and innovate to provide ongoing, safe, and effective care. Both the United States and Canada, with similar drug death crises, have developed models of TMOUD to improve service efficiency and the capacity to expand and meet the demand for treatment [48].

Second, Scotland has the necessary telemedicine-specific infrastructure, policy, and governance frameworks for TMOUD implementation. Specifically, there has been a strategic development plan for telemedicine and telecare in Scotland since 2012 [49] and an established platform to deliver telemedicine through the Attend Anywhere/Near Me video consulting service since 2016 supported by an implementation framework provided by Technology Enabled Care Scotland [50]. Indeed, this background work meant that Scotland was able to successfully introduce a rapid rollout initiative of video consulting in the context of the COVID-19 pandemic [51]. Unfortunately, addiction services consistently lagged behind other health specialties in using the Near Me video consulting service both before and after the rapid rollout initiative. When compared with psychiatry, psychology, and community mental health services, for example, addiction services made up 0.77% (44/5745) versus 9.5% (546/5745) of telemedicine consultations from January 2019 to December 2019 [50], and this number reduced further after the rapid rollout in response to the pandemic with 0.25% (651/260,547) in contrast to 36.41% (94,876/260,547) [52] of telemedicine consultations. Nevertheless, although the Scottish government mandated quality standards for MOUD delivery, there were no targeted financial or policy drivers to incentivize the uptake of TMOUD.

Third, the peer-reviewed evidence base for TMOUD has expanded greatly and continued to grow since the COVID-19 pandemic [48]. There were nearly 4 times more peer-reviewed publications on TMOUD in January 2023 compared with before 2020 [48]. This evidence base is dominated by US-based research, which differs in critical ways from the Scottish and UK contexts [48]. Key differences include a highly restricted approach to methadone provision and the preponderance of buprenorphine as a first-line MOUD in the United States as opposed to the United Kingdom, where both medications are available at community pharmacies with a roughly 60:40 split in favor of methadone [53]. Consequently, it was necessary to find ways to adapt existing knowledge to local processes and iteratively review the growing evidence base as knowledge gaps emerged throughout this project.

**Theoretical Underpinning: Applying the Successful Healthcare Improvements From Translation of Evidence Into Practice Framework**

The setting of this TMOUD project necessitated a theoretical framework suited to managing complexity, and the Successful Healthcare Improvements From Translation of Evidence Into Practice (SHIFT-Evidence) framework was identified as particularly comprehensive in this regard [54]. This framework describes 3 strategic principles and 12 simple rules on how to make sense of and intervene in complex systems with a focus on service delivery and processes [54]. The first strategic principle, to act scientifically and pragmatically, is an exhortation to tailor and iteratively adapt implementation approaches to match local contexts, problems, and opportunities [54]. The second principle, to embrace complexity, essentializes the need to fully understand usual care practices and processes and identify and address existing and emergent issues through evidence translation efforts [54]. The third principle, to engage and empower, highlights the importance of aligning evidence translation with the concerns and motivations of the people who underpin, perform, and engage with real-world processes and practices [54]. Associated with these 3 principles are 12 simple rules that have been applied to design this study, described in detail in Multimedia Appendix 1.

**Research Design**

We used a logic model [55] to describe the overall approach taken to develop this TMOUD implementation model (Multimedia Appendix 2). The logic model is based on the application of the 12 SHIFT-Evidence framework rules detailed in Multimedia Appendix 1.
**Step 1: Define the Scope and Objectives of the Implementation Model**

This model was intended to focus on process development and improvement (e.g., workflows, role allocation, infrastructure, and resources) to facilitate TMOUD implementation rather than define ideal clinical standards or predict or analyze barriers and facilitators. A key tenet of the project was to promote a participatory approach such that the implementation model produced would be informed by clinical expertise, professional values, and obligations; customizable to specific contexts; and implementable through collective effort rather than a top-down imposition. In keeping with theories that explain the “kinds of work” necessary to successfully implement an intervention, such as normalization process theory [56], the model needed to characterize TMOUD as distinct from standard MOUD practices, identify critical stakeholder relationships and perspectives, and describe necessary processes and actions and appraisal work for iterative improvements [56].

**Step 2: Identification of Evidence to Inform the Implementation Model**

As discussed previously, the evidence base for TMOUD has been rapidly evolving and growing, and implementation- or practice-specific knowledge has been lacking. We addressed this issue by carrying out a series of scoping reviews [48,57] that are flexible, inclusive, and iterative in nature [58] along with the sourcing of expert case studies through addiction professional networks such as the International Society of Addiction Medicine and the Canadian Society of Addiction Medicine.

**Step 3: Stakeholder Identification and Engagement**

In Scotland, local-level drug and alcohol strategy and policy implementation is devolved to 31 Alcohol and Drug Partnerships (ADPs), which work across statutory and third-sector health and social care providers. We identified stakeholders through ADPs but also through national advocacy organizations; drug and alcohol research networks; and professional organizations such as the Royal College of Psychiatrists, Royal College of General Practitioners, College of Mental Health Pharmacy, and the Royal Pharmaceutical Society. As the use of TMOUD was not prominent on the national agenda and local initiatives were nonexistent, we launched the participatory component of this research through a web-based engagement event linking stakeholders with an international panel of TMOUD experts. Each presenter was a service provider from the United States, Canada, England, Ireland, or Scotland and provided a 10-minute presentation on their experiences in implementing aspects of TMOUD. A summary of the topics and content covered is provided in Multimedia Appendix 3, and recordings of the presentations are available [59]. Stakeholders were able to engage in discussions with expert panelists in a synchronous chat. Participants at the engagement event were invited to indicate whether they wished to take part in the future TMOUD implementation model development.

**Step 4: Produce a Draft Implementation Model for Consultation**

The first iteration of the draft implementation model was based on a review of policy documents [4,60,61], information collected from our expert panel, synchronous discussion transcripts from the engagement seminar, and scoping reviews conducted to identify examples of program implementation and models and processes underpinning TMOUD delivery [48,57].

**Step 5: Key Informant (Stakeholder) Consultation**

The draft implementation model was made available in an electronic PDF file (Multimedia Appendix 4) as well as an interactive web-based collaborative document (Multimedia Appendix 5). Participants from the stakeholder engagement event who had indicated an interest in commenting on the draft model were invited to sign up to do this via a unique link to the web-based collaboration platform. This web-based platform allowed participants to provide asynchronous comments on the same interactive document, adding a layer of transparency to the overall process. This was not convenient for all our participants as some could not access the web-based platform owing to organizational firewalls, whereas others preferred to retain a degree of anonymity when commenting. A PDF copy of the draft document was emailed to these participants if so requested. Comments, conflicts, and proposed amendments were incorporated into a revised document, which was then discussed at a final roundtable meeting with key implementation decision makers and leaders.

**Step 6: Produce a Final Specification of the Implementation Model**

Following the key informant and stakeholder consultation process, the updated document was combined with additional findings of a literature review carried out throughout the research period. This confluence of research and practice-based evidence and expert opinions formed the final specification of the TMOUD implementation model.

**Ethics Approval**

Ethics approval was granted by the St Andrews University Teaching and Research Ethics Committee (MD15635).

**Results**

**Key Informant (Stakeholder) Consultation**

There was diverse representation across key stakeholder groups in our initial engagement event and subsequent participatory activities. A total of 264 participants logged on to the engagement event, including National Health Service representatives (n=50, 18.9%), third-sector care providers (n=42, 15.9%), participants from policy and patient advocacy organizations and international nongovernmental organizations, pharmaceutical representatives, non-UK addiction care providers, participants from the Scottish government, and ADP representatives. A total of 10.6% (28/264) of the people attending the engagement event actively interacted with the panelists through chat room discussions. In total, 71 participants were invited to review the first draft of the implementation model, with 18 (25%) representing diverse stakeholders actively
contributing. A total of 5.7% (15/264) of the participants took part in the final roundtable discussion. This roundtable meeting was focused on obtaining input from decision makers and clinical leaders on gaps and vulnerabilities within the draft implementation model. Multimedia Appendix 6 details the stakeholder roles represented in each of the participatory activities we conducted.

Final Specification of the TMOUD Implementation Model
Figure 1 provides a graphical representation of the TMOUD implementation model. The key components of the model were strategic priorities, service delivery prerequisites, service design factors, stakeholder engagement, key process domains, and iterative cycles of evaluation and improvement.

Figure 1. Telemedicine-delivered medication for opioid use disorder (TMOUD) implementation model.

### Strategic Priorities

**Strategic Alignment With Regional Digital Health Policy and Public Health Priorities**

There was broad recognition among key informants that prospective TMOUD projects brought together the public health priority of reducing DRD rates and national digital health strategies. Critically, local innovation ecosystems are frequently linked to national digital health policy, and an understanding of these by addiction service providers can facilitate the internal buy-in of TMOUD implementation processes. More specifically, significant investments in digital infrastructure, training, and other resources were readily available as a consequence of national digital health policies [61], ready to support local TMOUD adoption. Some key informants believed that supporting the engagement of addiction services and clinicians with other specialties such as urgent care, which was already making use of telemedicine, and introducing telemedicine champions and technology training programs may help build confidence in TMOUD implementation.

**Leadership and Accountability**

Leadership and strategic direction were identified as critically important to the implementation of TMOUD [48,62-64]. For example, early guidance from the Irish College of General Practitioners in conjunction with the National Health Service Executive Office for Social Inclusion [65] reassured clinicians who were concerned about divergence from standard in-person practice when delivering TMOUD [65]. One of the key informants with telemedicine implementation experience reinforced the value of organizational-level clinical leadership to gain an understanding of strengths, infrastructure, and risks; adapt a generic telemedicine model to the needs of the local...
service providers and population; and engage frontline clinicians in TMOUD processes, management, and delegation, a perspective supported by the literature [62,64,66].

Data-Driven Needs Assessment
In total, 2 areas requiring a needs assessment were highlighted. The first was to understand the geographic distribution of people who use drugs, including travel time to service, availability of a dispensing pharmacy, transportation availability and costs, broadband coverage, service and clinician capacity, and the person’s preference for contact type. Some of these data may be readily available from existing geo-mapping initiatives, whereas other data may require active engagement with local communities and auditing the service. The second aspect involved understanding the needs of local people and what may be missed when a service is transferred to telemedicine. Several examples of this were provided by key informants, for example, blood-borne virus testing and treatment, sexual health, housing support, overdose awareness, and take-home naloxone provision. Specifically, TMOUD services need to consider how more holistic aspects of drug treatment services can continue within a telemedicine model of care.

Service Delivery Prerequisites

Governance and Regulatory Frameworks
Variability in jurisdictional legal and professional regulatory frameworks and local guidelines and practice regarding the prescription of controlled drugs such as methadone and buprenorphine may act as barriers to TMOUD implementation [63,66]. These frameworks are not only often legally mandated but are also often perceived as synonymous with good clinical practice [67]. Examples of regulatory restrictions that require particular attention in the development of TMOUD include regional prescription drug monitoring programs to limit the risk of inappropriate provision of a medication that could cause dependency and mandatory in-person consultations before the provision of MOUD [27,68,69]. However, growing evidence has shown that overregulation results in barriers to MOUD provision, pushing some patients into the illicit market to manage opioid withdrawal [70].

To mitigate the impact of the COVID-19 pandemic, many jurisdictions introduced changes to regulatory, funding, and clinical governance policies regarding MOUD delivery [71]. Areas that allowed more extensive regulatory easing and policy flexibility also had more developed and successful TMOUD implementation [30,32,36,37,64]. For example, because of nonnegotiable prescribing arrangements for several controlled drugs, including methadone, India was unable to implement TMOUD in any meaningful way [38] compared with its North American counterparts [27,64,69,72]. Other important regulatory considerations include reimbursement arrangements and payment parity between telemedicine and in-person consultations [27,68,69,73,74], information governance safeguards [38,68], the availability of sanctioned telemedicine platforms [66,75], and medical indemnity coverage for physicians [62,68].

It follows, then, that an overarching priority must be for services to identify the policy and legislative limits to TMOUD implementation and whether temporary or enduring exemptions or memoranda of understanding are in place or negotiable. For example, the US TMOUD expansion throughout the COVID-19 pandemic was almost certainly facilitated by payment parity approvals for telemedicine by health insurance companies [32], permission for a broad range of videoconferencing tools to be used for telemedicine, and waiving the requirement for an in-person examination before controlled substances were prescribed [75]. Addiction care providers in the United States have been keen to document the value of pandemic-related regulatory easing in narrowing inequalities to MOUD access and the OUD treatment gap [66] and work to sustain the environment that made TMOUD implementation so successful [76]. A similar advocacy approach may be valuable to other jurisdictions keen to develop locally appropriate TMOUD services.

One key informant highlighted that addiction care providers may not always fit within the same governance framework; thus, the limitations, barriers, and facilitators may not be congruent. For example, in Scotland, taxpayer-funded and statutorily governed National Health Service addiction care providers use a single validated secure communications platform and have specific reimbursement arrangements for MOUD [77]. In England, it is often third-sector organizations that are commissioned by local authorities to provide addiction services, each having its own negotiated service-level contracts and funding arrangements [78]. Similarly, in Canada, the decentralization of methadone regulation to provinces in 1995 allowed each jurisdiction to adapt according to local needs and geographic and staffing practices, resulting in some areas, such as Ontario, being able to deliver TMOUD since 2013 [26]. However, in the United States, the complexities of local variations in legislation and reimbursement policies, together with overarching federal laws such as the Ryan Haight Online Pharmacy Consumer Protection Act of 2008, have resulted in provider organizations having to expend considerable effort to ensure they do not inadvertently break the law when providing TMOUD [68].

Clinical Risk Management
Clinical risk management (CRM) is the process by which health care organizations ensure the quality and safety of the services they provide, identify circumstances that contribute to clinical risk, and act to prevent or control those risks [79]. CRM is typically described as a 4-step process starting with risk identification, analysis of severity and frequency, development and application of a reduction or elimination plan, and iterative evaluation of the impact of this plan on risk reoccurrence [79]. Although CRM is a critical component of TMOUD service design and delivery, 2 main concerns were highlighted. The first was the way in which bureaucratic risk responses by prescribers derived from organizational CRM may widen the digital divide and structural inequalities [48]. Specifically, a scoping review of TMOUD highlighted the practice of only allowing telemedicine to be used for the delivery of MOUD to people who were already established in treatment, excluding those who were new to the service as the perception was that the latter group posed a high risk of indemnity if not seen in person at the outset [48]. This was despite the regulatory easing
that sanctioned buprenorphine induction without an initial in-person visit [80]. The outcome of this in the United States was the exclusion of marginalized and ethnic minority groups from accessing MOUD as they were not already within the treatment system at the pandemic onset. Critically, these groups did not have a mechanism to challenge this decision or highlight the increased risks they experienced as a result [48].

The second issue was related to prescriber attitudes toward risk, which are typically influenced by social relationships, attitudes, trust, values, power dynamics and hierarchies, experience, and knowledge [48]. Consequently, providing evidence of good outcomes or mandating the delivery of TM OUD without addressing the local risk culture would be unlikely to enable successful implementation. A theme among the key informants was the importance of ongoing engagement with stakeholders, including people with OUD, in the design of TM OUD services, risk assessments, and CRM activities. Specifically, stakeholders should be involved in the iterative evaluation of the impact of CRM in reducing risks to individuals in the context of digitally delivered care rather than assuming that the situation remains the same as with in-person care. Consequently, the cornerstone of CRM is a full understanding of existing MOUD processes and the associated or potential risks when transitioning to TM OUD, an area described in detail in the Key Process Domains section.

**Technology Infrastructure and Data Protection**

Issues such as dropped calls, poor-quality images or sound, time lag disrupting the flow of communication, and fluctuating access to bandwidth that interferes with clinical consultations are common in telemedicine consults [36,38,80,81]. Service providers have needed to transfer the consultation to a telephone call in some cases, potentially limiting the amount of information available to support diagnosis and treatment [36,38,80,81]. Furthermore, although the Scottish National Health Service has had access to a nationally approved telemedicine platform with appropriate governance and security measures in place [60], this is not the case for many non-statutory service providers, who have relied on commercial services such as Skype for business or encrypted Zoom calls. Each of these platforms may have different privacy law compliance and may differ in their integration with electronic health records. Several key informants recommended dedicated resources to ensure that the technology underpinning telemedicine was robustly tested and that troubleshooting support was readily available. Clear guidance and reassurance should be provided to clinicians that consultation platforms are compliant with data protection legislation.

**Digital Divide Mitigation**

There was an awareness of and efforts to mitigate the digital divide in Scotland [82-84], which encompassed addressing technical skills, confidence, broadband and data poverty, and equipment access and affordability. Some patients with OUD experiencing homelessness may struggle to safeguard or charge devices, find the privacy to join a telemedicine consult, or have the “headspace” to engage with technology because of other more immediate life-critical priorities [85]. Several initiatives to address these more complex barriers to TM OUD were identified, including fixed or mobile telemedicine pods, using bridge or link workers as telemedicine support, and diversifying digital options to include telephone contact.

Mitigation strategies should include an awareness of how clinical practice or policies may directly widen the digital divide. For example, concerns have been raised over audio-only versus video-based telemedicine being less efficient and effective [86]. Regulators in the United States are considering mandating against audio-based TM OUD despite better engagement of people at the extreme margins of society [87,88]. However, the implication for developing video-only models of TM OUD may include the marginalization of those who feel able to use the telephone to receive care even if data-heavy mobile apps or video calls are unaffordable or unappealing.

Another example is the inclusion criterion for accepting patients into a TM OUD program. Clinical inclusion criteria may typically incorporate measures of stability such as housing status, criminal activity, polysubstance use, and the existence of concurrent mental health issues [57]. A TM OUD service that excludes people who are unstably housed or have comorbid health conditions may systematically exclude the most vulnerable among its catchment population [57]. Furthermore, in the United States, people categorized as “unstable” based on these criteria tend to belong to people of color populations, leading to exclusion along racial lines [57].

**Stakeholder Engagement**

It is important to engage with stakeholders at all levels of service delivery. Nevertheless, depending on the standard model of care in a particular jurisdiction, not all stakeholder groups may play a critical role in TM OUD implementation. Most services will need to engage effectively with leadership and management stakeholders, such as clinical, organizational, operational, and nursing managers, and prescribers, such as medical directors, physicians, physician assistants, and nurse practitioners. However, not all services will have the same community pharmacy arrangements depending on the availability of pharmacy outlets in the region, the existence of locally negotiated service-level agreements, and whether electronic prescriptions for controlled drugs are permissible within that jurisdiction.

Other differences across jurisdictions may be the level of access to behavioral health personnel such as social workers, clinical psychologists, mental health therapists, substance use counselors, and case managers. In addition, some aspects of care may be delivered by organizations without the relevant data-sharing arrangements and access to shared records, for example, community outreach workers or employees of third-sector housing, harm reduction, or advocacy services. Different agencies may have different levels of clinical and IT administrator and program coordinator support. Finally, patients, particularly those not already known to the service, may be at a significant disadvantage as their needs may be entirely invisible to TM OUD service implementors.

What this effectively means is that, after identifying key stakeholders, a protracted and challenging period of engagement and negotiation may be necessary to enable them to play their
roles in TMOUD delivery. Among the most challenging arrangements are those involving community pharmacies and electronic prescriptions. Unlike in the United States, community pharmacies in the United Kingdom may dispense methadone and buprenorphine following the instructions of the prescriber, including the provision of observed dosing [89]. Although this is a significant advantage to MOUD provision in the United Kingdom, the regulatory aspects and reimbursement structure for electronic prescribing and dispensing are currently ambiguous and pose a barrier to TMOUD.

**Service Design**

**Inclusion and Exclusion Criteria**

A nuanced approach to identifying suitability for TMOUD is to use criteria stratified according to the risk level and stage of treatment. This should be in addition to regulatory requirements and existing service-level policies. Considerations may include (1) clinical circumstances such as comorbidities, particularly severe mental health diagnoses, pregnancy, polypharmacy, polysubstance use, previous treatment experiences, and frailty, and (2) social and personal circumstances such as the remoteness of the person’s location, poor transport access, local COVID-19 restrictions, access to technology, risk of travel versus the risk of overdose, and whether the person lives alone or in supported accommodation. A standard template for triage or suitability for TMOUD should be developed to direct referrals appropriately, and alternative methods of assessment should be identified for people excluded from TMOUD. Multimedia Appendix 7 provides examples of exclusion and inclusion criteria for fully web-based and hybrid TMOUD.

**Models of TMOUD Delivery**

As the practice of TMOUD has grown throughout the pandemic, several models of care surrounding this intervention have emerged. One of the reviews carried out within this project [57] categorized 4 overlapping models of TMOUD delivery elaborated on in Textbox 2. These were TMOUD to provide an inclusion health focus, facilitate transitions through care, meet complex care needs, and increase service resiliency and quality. Services intending to adopt TMOUD may find that their existing or intended care model matches some elements of each of these categories or is in alignment with one specific category. Defining the key principles of care delivery underpinning TMOUD will have several implications, including the selection of quality and outcome measures of importance. This will be elaborated on in a later section.
Textbox 2. Models of telemedicine-delivered medication for opioid use disorder (TMOUD).

<table>
<thead>
<tr>
<th>TMOUD model (TM) 1.0: inclusion health focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Definition: the model is focused on reaching marginalized, easily ignored groups at the intersections of multiple forms of exclusion, including race, homelessness, criminal justice involvement, and forced displacement.</td>
</tr>
<tr>
<td>• Key aspects of care include outreach through street medicine, mobile clinics, health care facilitators, harm reduction workers, telemedicine facilitators, and multicomponent care.</td>
</tr>
<tr>
<td>• TM 1.1: places of safety. Care is brought to the patient where they are and feel safe.</td>
</tr>
<tr>
<td>• TM 1.2: trauma informed. The service is guided by trauma-informed principles and culturally appropriate, peer-supported care.</td>
</tr>
<tr>
<td>• TM 1.3: low threshold. Provides low-threshold, no-wrong door, low-barrier entry into treatment.</td>
</tr>
<tr>
<td>• TM 1.4: social determinants of health. The service is sensitive to social determinants of health, including digital exclusion, and mitigates them.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TM 2.0: transitions through care</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Definition: the model is focused on promoting the patient’s social stability and continuity of care across jurisdictional boundaries and points of transition where overdose risk may be magnified.</td>
</tr>
<tr>
<td>• Key aspects of care include bridge clinics and shared care arrangements among specialist, primary care, and multidisciplinary services such as joint opioid use disorder and perinatal services.</td>
</tr>
<tr>
<td>• TM 2.1: patient journey mapping. Comprises the identification of points of high risk of patient attrition, for example, leaving prison; discharge from hospital, emergency department, or treatment service; and becoming homeless or relocating.</td>
</tr>
<tr>
<td>• TM 2.2: process mapping and risk mitigation. Removes barriers to accessing a medication for opioid use disorder (MOUD) prescription, clinical review, or MOUD supply through a dispensing pharmacy.</td>
</tr>
<tr>
<td>• TM 2.3: chronic condition management. Incorporates principles of managing a chronic relapsing or remitting condition where longitudinal continuity of care reduces the risk of adverse health outcomes.</td>
</tr>
<tr>
<td>• TM 2.4: multiple episodes of care. Comprises recognizing, accepting, and allowing for multiple episodes of care across the condition.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TM 3.0: complexity of care needs</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Definition: the model is designed around multiple unmet care needs, including housing; legal and income support; treatment of comorbid physical and mental health conditions; and harm reduction interventions to prevent blood-borne virus transmission, soft tissue infections, and overdose deaths.</td>
</tr>
<tr>
<td>• Key aspects of care include care navigators or medical case managers to coordinate interactions with health services, navigate complex bureaucratic systems, create individualized care plans, and support patients in meeting their goals.</td>
</tr>
<tr>
<td>• TM 3.1 comprises multidisciplinary and multisectoral care incorporating social workers, counselors, nurses, primary care physicians, case managers, legal advisors, and outreach workers.</td>
</tr>
<tr>
<td>• TM 3.2 comprises the flexibility to tailor interventions or programs to different needs, for example, services for people with HIV or Hepatitis C, inclusion health primary care, or street medicine services.</td>
</tr>
<tr>
<td>• TM 3.3 comprises education and empowerment of patients through peers or culturally appropriate workers to facilitate self-advocacy.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TM 4.0: increasing service resilience and quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Definition: the model is designed around an existing service’s needs to fill resource or geographic gaps; remove administrative or clinical burden; introduce cost efficiencies; or increase flexibility to innovate, change, adapt, or survive.</td>
</tr>
<tr>
<td>• Key aspects of care are determined at the organizational level with defined goals, criteria, boundaries, and processes, and there may be limited opportunities for service user involvement in its design and delivery.</td>
</tr>
<tr>
<td>• TM 4.1: internally or externally sourced. TMOUD pathways and expertise are developed internally or brought in from an external vendor.</td>
</tr>
<tr>
<td>• TM 4.2: predefined intake criteria. The TMOUD service has specific intake criteria. Where a TMOUD vendor is used, intake may rely on shared care protocols with the host organization to ensure that an appropriate screening process has taken place before referral.</td>
</tr>
<tr>
<td>• TM 4.3: coproduced clinical pathways. Where a vendor is used, service delivery pathways will need to be coproduced with the host organization to fit with the organization’s strategic and pragmatic aims in introducing TMOUD.</td>
</tr>
</tbody>
</table>

Note: Models from Teck et al [57].

Agreed Upon Modes of TMOUD Delivery: Overview
A total of 4 modes of TMOUD delivery have been identified in the literature. One of the 4 modes exclusively involved web-based contact, whereas the other 3 were hybrid forms of TMOUD in which some in-person contact was involved. The hub-home model is frequently described in the literature and involves the clinician performing the TMOUD visit with the person in their home [36]. An initial screening assessment and triage may have taken place via telephone before prescriber...
Agreed Upon Modes of TMOUD Delivery: Agreement on Who Should Carry Out the TMOUD Consultation

The choice of prescriber to perform TMOUD consultations depends on a variety of factors. By choice of prescriber, we mean the profession to which they belong (eg, pharmacy, nursing, or medicine); their level of seniority, experience, and training; and the degree of autonomy permitted to them by their respective organizations and governing bodies. For example, the General Medical Council in the United Kingdom highlighted specific areas of concern and risk when delivering telemedicine [92]. Issues must have been identified and addressed before there can be an expectation of a UK-registered physician to start providing TMOUD consultations, and different professions may have different requirements.

An example of a medical student conducting the initial assessment of a person accessing TMOUD, followed by a discussion and consultation with a fully qualified physician, was identified [93], highlighting the value for the next generation of clinicians preparing for what the future of addiction care may look like. Indeed, the incorporation of digital health competencies into the medical school curriculum is becoming increasingly important worldwide [94]. Another consideration is that clinical seniority and experience in providing MOUD may not translate easily to high-quality care via TMOUD. Indeed, there is evidence that some clinicians experienced difficulties in the rapid transition from in-person consultations to telemedicine at the pandemic onset [36]. Understanding TMOUD as a digital health intervention with specific skills and competencies is currently an underresearched area.

Clinic Coordination and Standard Operating Procedures

Key issues in this area included the ways in which people contact the service to access TMOUD and how the service would accommodate people with transient lifestyles, limited access to technology, and difficulties keeping their handsets safe or charged. Examples of street outreach services acting as locations for TMOUD [91] may help overcome some of these issues. Key informants who provided frontline support services highlighted the increased demand for alternate nonverbal means of communication, such as web chat, email, or SMS text messaging, particularly in cases in which people may be tentatively exploring the idea of engaging with services. The need to involve support workers, families, or telemedicine facilitators outside the main provider’s governance structure may require additional guidance or memoranda of understanding, allowing staff to work in more flexible yet defensible ways when making appointments or coordinating other aspects of care. Furthermore, standard lone workers or physical consultation risk assessments and safety policies will need to be modified for web-based environments. Multimedia Appendix 8 details other important factors to consider before TMOUD consultations may begin. We summarized in visual form the steps involved in an actual TMOUD consultation, adapting the work by the Welsh National Video Consultation Service Toolkit [95], in Multimedia Appendix 9.

Quality Standards and Monitoring

Quality standards for TMOUD provision will relate closely to the type of care that should be offered in response to the gaps and needs of the current system and, where relevant, statutory benchmarking, for example, the MAT standards outlined in Textbox 1. In Table 1, we outline specific service-level measures that relate to the Scottish MAT standards and show how they map to models of TMOUD derived from the international evidence base. Using the measures in Table 1 will not only support ongoing evaluation and service improvement but also enable benchmarking against international examples of TMOUD models of care.
Table 1. Medication-assisted treatment (MAT) standards 1 to 5 mapped against telemedicine-delivered medication for opioid use disorder (TMOUD) models of care.

<table>
<thead>
<tr>
<th>Scottish MAT standards and what to measure</th>
<th>Mapping against TMOUD models of care</th>
<th>Implications for TMOUD quality</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Standard 1: same-day access</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Time from first contact with any partner in the multiagency partnership within an episode of care to the commencement of MOUD\(^a\) | • TM\(^b\) 1.0: inclusion health focus  
• TM 1.1: places of safety  
• TM 1.3: low threshold  
• TM 3.1: multidisciplinary and multisectoral care | Same-day access is made possible by low thresholds for treatment initiation (TM 1.3). Multidisciplinary and multisectoral care (TM 3.1) increases opportunity for people to be seen where they feel safe (TM 1.1). |
| Number of people started on MOUD          | • TM 1.3: low threshold  
• TM 4.0: service resilience and quality | Higher numbers in treatment are a measure of treatment threshold (TM 1.3) and may be an outcome measure required by a service adopting TMOUD (TM 4.0). |
| **Standard 2: choice**                    |                                     |                                |
| The number of people in treatment taking methadone or sublingual buprenorphine at the appropriate dose and with opportunities to change their choice | • TM 1.2: trauma informed  
• TM 3.3: education and empowerment  
• TM 4.0: service resilience and quality  
• TM 4.3: coproduced clinical pathways | Choice in treatment is a principle of trauma-informed care (TM 1.2), and people with opioid use disorder may need to be empowered to demand these choices (TM 3.3). Services need to have time and resources (TM 4.0) and appropriate clinical pathways (TM 4.3) to respond to demand. |
| The number of people in treatment receiving injectable buprenorphine | • TM 1.0: inclusion health focus  
• TM 3.3: education and empowerment  
• TM 4.0: service resilience and quality | Some groups may be excluded from being offered injectable buprenorphine (TM 1.0) or may not have knowledge of it (TM 4.0). Services must adapt to introduce injectable buprenorphine, and adopting TMOUD may increase the capacity to do so (TM 4.0). |
| The number of people receiving HAT\(^c\) | • TM 1.0: inclusion health focus  
• TM 3.0: complexity of care needs  
• TM 4.0: service resilience and quality | HAT is a relatively novel intervention, potentially benefiting marginalized populations (TM 1.0) with complex care needs (TM 3.0). It is a resource-heavy intervention, and TMOUD may be used to free up capacity to deliver it (TM 4.0). |
| **Standard 3: assertive outreach and anticipatory care** |                                     |                                |
| Duration from when first identified as at risk to initial contact and assessment; number of people followed up with and for whom an initial assessment is performed | • TM 2.0: transition through care  
• TM 2.1: patient journey mapping  
• TM 2.2: process mapping and risk mitigation | This measure may provide empirical data to test service understandings of the patient journey (TM 2.1) and processes that may increase or decrease risk (TM 2.2) during transitions in care (TM 2.0). |
| Proportion of people by age, gender, and race identified as at risk by source of risk event (service that identified and actioned the risk); identification and outcome of the intervention | • TM 1.0: inclusion health focus  
• TM 1.1: places of safety  
• TM 2.0: transition through care  
• TM 2.2: process mapping and risk mitigation | Disaggregation of data by age, gender, race, and other characteristics measures the extent to which inclusivity is improved (TM 1.0), what services are favored by specific groups (TM 1.1), and whether risk mitigation (TM 2.2) during care transitions (TM 2.0) reaches all affected groups equally. |
| **Standard 4: harm reduction**            |                                     |                                |
| Proportion of MOUD services offering BBV\(^d\) testing and vaccination, naloxone and overdose awareness, wound care, assessment of injecting risk and injecting equipment provision, and virtual supervised injecting services | • TM 3.0: complexity of care needs  
• TM 3.2: flexibility to tailor interventions  
• TM 4.0: service resilience and quality  
• TM 4.3: coproduced clinical pathways | This measure quantifies the extent to which TMOUD services the complexity of the needs of people with opioid use disorder (TM 3.0) and the extent to which it can innovate or adapt to address gaps (TM 3.2). Furthermore, services may introduce telemedicine (TM 4.0) and coproduce pathways to integrate harm reduction and MOUD provision. |
| **Standard 5: retention**                 |                                     |                                |
Implications for TMOUD quality

Mapping against TMOUD models of care

<table>
<thead>
<tr>
<th>Scottish MAT standards and what to measure</th>
<th>Implications for TMOUD quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attrition rate: number of people currently on MOUD treatment and number of people discharged within a set time by setting, age, gender, and race</td>
<td>This directly measures the service’s ability to support continuity through transitions in care (TM 2.0) and provides empirical data to test mapping and risk mitigation (TM 2.1 and 2.2). TMOUD may be adopted to improve retention in treatment (TM 4.0) through specific clinical pathways (TM 4.3).</td>
</tr>
<tr>
<td>Reason for discharge (eg, planned or unplanned)</td>
<td>Services designed to meet complex needs (TM 3.0) develop interventions to match these needs (TM 3.2) and, theoretically, will have low unplanned discharges. Services introducing TMOUD to increase efficiency (TM 4.0) may set high-threshold intake criteria (TM 4.2), which excludes some groups.</td>
</tr>
</tbody>
</table>

TM 2.0: transition through care
TM 2.1: patient journey mapping
TM 2.2: process mapping and risk mitigation
TM 4.0: service resilience and quality
TM 4.3: coproduced clinical pathways

TM 3.0: complexity of care needs
TM 3.2: flexibility to tailor interventions
TM 4.0: service resilience and quality
TM 4.2: predefined intake criteria

*MOUD: medication for opioid use disorder.
*TM: TMOUD model.
*HAT: heroin-assisted treatment.
*BBV: blood-borne virus.

**Key Process Domains**

Understanding how MOUD is defined and offered within a service is essential to understanding not only where the introduction of telemedicine would be most beneficial but also what the potential risks and CRM strategies should be. Several national and international guidance documents have set out how the core aspects and quality standards of MOUD services should be provided and demonstrated, including those from the United Kingdom [67], Scotland [4], the United States [96], and the World Health Organization [97]. With reference to these documents, we divided the processes involved in MOUD into those performed before the commencement of medication (accessing the service, enrollment, diagnosis of OUD, and treatment planning) and processes associated with medication commencement (induction, medication titration, substance use stabilization, and regular medication and clinical reviews). Textboxes 3 and 4 describe these processes and the associated risks involved in designing a TMOUD service. When introducing a pilot TMOUD project, clinicians and planners may decide to offer telemedicine for specific domains while also ensuring that arrangements are in place for other nontelemedicine domains. It is also critical for providers to evaluate the extent to which they can accommodate people who do not wish to have telemedicine consultations, particularly outside of pandemic or public health–mandated situations. These processes are often illustrated in the form of a process map [98], and an example of this is provided in Multimedia Appendix 10.
Textbox 3. Processes before the commencement of medication for opioid use disorder (MOUD) and considerations when transitioning to telemedicine.

**Entry points**

- **Discovery:** How will people find out about the telemedicine-delivered MOUD (TMOUTD) service? Examples: word of mouth, internet, social media, referrals from other agencies, advertisements or flyers, or outreach or in-reach services.

- **Accessibility:** What will the service opening times be? By being on the web or through the telephone, are drop-in options no longer possible? What about out-of-hours access? Will there be a free phone number? Will this free phone number be integrated alongside other service numbers, for example, for unscheduled or emergency care? Will the service be by referral only?

- **Safety and inclusivity:** How are the principles of a psychologically informed, welcoming, trustworthy, private, transparent, and respectful service maintained through telemedicine? How are peer support; family involvement; collaborative working; and sex-, language-, and culturally appropriate services provided through telemedicine?

- **Associated risks in planning for access:**
  - Easily ignored or marginalized groups may not access the relevant information on TMOUD services in a timely way or have the skills to act on them.
  - Fear of stigmatizing or disrespectful attitudes may discourage people from attending a TMOUD consult.
  - Rigid appointment times may not suit this group, making the availability of a drop-in option important.
  - People with no fixed address will not receive postal appointments and may struggle to retain the same contact number throughout their treatment.
  - Although telemedicine has been described as having the potential to improve access to MOUD, the reality needs to be closely monitored as delays are associated with increased mortality and morbidity among people with opioid use disorder (OUD).

**Enrollment**

- **Identity:** confirming the identity of people experiencing homelessness and other itinerant or marginalized groups can be problematic yet essential when providing controlled drugs as medication. In addition, registration with a primary care service and the ability to check that the person is not already accessing these medications through another service are critical and may be more difficult via a fully web-based service. In some settings, eligibility to access the service and consent forms may need to be verified in person.

- **Past medical history:** timely access to medical records; the person’s MOUD treatment history; recent investigations including liver function tests, drug tests, and electrocardiograms; information on comorbidities; recent hospital admissions; other prescribed medication; allergies; and contraindications are essential for safe MOUD induction.

- **Additional needs such as blood-borne virus (BBV) testing; sterile injecting equipment access; take-home naloxone supplies; primary care; mental health, financial, housing, and nutritional support; advocacy; and a dispensing pharmacy are necessary components of care to be arranged.**

- **Risks:**
  - Delays in the enrollment processes may delay safe prescribing, increasing the risk of withdrawals and contributing to increased mortality and morbidity risks.
  - Opioid withdrawals are independently associated with receptive syringe sharing and nonfatal overdose.
  - Failure to conduct the necessary checks may result in double prescribing or harms such as overdose from unsafe prescribing. The safety standards of the service may be brought into question, resulting in sanctions.
  - MOUD is most effective in preventing HIV and hepatitis C transmission if provided in the context of a robust sterile injecting equipment supply.

**Diagnosis**

- **Assessment:** information that contributes to a robust assessment includes the substances used, preferred route of administration (eg, sniffing, smoking, or injection), daily use (amount and cost), desired effect (eg, up, down, or feeling normal), tolerance, withdrawal symptoms, age at first use, strengths or skills, social support, criminal justice involvement, drug mixing, infection risk, nonfatal overdose frequency, psychiatric symptoms, previous treatment experiences, and whether the person meets validated criteria for OUD diagnosis.

- **Examination:** includes assessment of pulse, evidence of tremor or agitation, flushing, sweating, pupil size, yawning, irritability, mental state, injecting sites, and jaundice.

- **Investigations or standardized tools:** drug testing, pregnancy testing, liver function tests, electrocardiograms, and BBV near-person testing form part of standard good practice in-person MOUD provision. Many services are also required to collect a minimum data set to meet statutory or insurance provider obligations.

- **Risks:**
  - A diagnosis of OUD is an absolute prerequisite to initiate MOUD such as methadone and buprenorphine.
  - An overestimation of a person’s level of tolerance to opioids may result in an overdose.
Where the necessary information is collated, it is possible to make a diagnosis of dependence and make a prescribing decision at the first appointment.

Individuals already well known to the service can often be safely reassessed and restarted on treatment rapidly, particularly if their information is relatively recent.

Arbitrary attendance to multiple appointments before initiating treatment increases risks of harm to the person.

Treatment planning

- Reviewing potential harms and risks both of entering treatment and of the person’s current situation: this includes the risk of overdose and death, infection, social isolation, acquisitive crime and incarceration, drug debts, violence, exploitation, homelessness, family breakdown, and increased suicidality.

- Exploring the person’s priorities and perspectives: there is an ethical and legal obligation upon care providers to ensure that the person’s values and priorities are understood and considered in clinical decision-making. For example, the person may wish to find a way to continue to use drugs safely, reduce the harms of their ongoing drug use, reduce their use to controllable levels, or stop entirely. They may wish to work toward abstinence and move on to rehabilitation services or seek sufficient stability to pursue other forms of personal development.

- Supporting an informed treatment choice: the mechanism of action of each MOUD option (typically methadone or buprenorphine) needs to be understood by the person, including the risks and benefits. There may be pharmacological prerequisites to be understood, such as needing a period without using before initiating buprenorphine. The clinician is typically able to make recommendations only after a discussion on the potential risk-benefit and the person’s preference.

Risks:

- Credibility, trust, and rapport are required for treatment recommendations to be accepted.

- A mismatch between the clinician’s and the individual’s outcome goals can result in disengagement from services.

- Telemedicine may hamper the degree of communication required for a person to fully understand the information provided. Both clinicians and individuals may feel pressured into concluding the consultation quickly owing to discomfort with the web-based platform.
### Induction
- **Safety:** the identity of the person taking the medication needs to be confirmed, and a clinician able to determine their state at the time of induction (intoxication, withdrawals, or neutral) is required. A breath alcohol level may be necessary. Immediate action or follow-up arrangements may be needed if a risk of an overdose or harm is noted.
- **Medication-specific issues:** buprenorphine has a lower risk of respiratory depression and overdose in someone who has an opioid tolerance, and unobserved home induction may be possible. Conventionally, this requires definite withdrawal symptoms to avoid the possibility of induced withdrawals. As a full opioid agonist, methadone carries additional risk, and there are greater risks of harm with unobserved dosing at this stage of treatment.
- **The first dose of treatment:** Where will dispensing occur? Who will supervise the dose? Is the person required to be seen again after receiving their first dose? What is the feasibility of offering injectable formulations of MOUD via telemedicine?

**Risks:**
- Both the clinician and the dispensing pharmacy will need to confirm the person’s identity.
- With polysubstance use, for example, alcohol or benzodiazepine codependence, the status of the person at the point of induction may be difficult to determine via voice or video-based telemedicine.
- Clear plans need to be in place for when a person attending a telemedicine-delivered MOUD (TMOUD) consultation is clearly unwell or intoxicated. These plans need to be feasible and timely, for example, ensuring emergency services or that take-home naloxone administration can occur to prevent an overdose.

### Titration
- **Attendance:** titrating the dose of MOUD to an adequate level may require several encounters with a prescriber (daily, twice a week, or weekly). This is a critical phase as the person may feel the need to continue to use until the treatment takes the withdrawals away. Nonattendance to a review appointment is difficult to manage in both a telemedicine or in-person context. A plan needs to be in place to manage nonattendance, including how safeguarding or check-ins will be performed. Other considerations include a management plan for losses to follow-up and strategies to increase retention in treatment.
- **Support:** outreach support, TMOUD facilitators, appointment reminders, tracing service if appointments are missed, peer or psychosocial support, and ongoing harm reduction interventions such as take-home naloxone provision can significantly improve engagement and safety of the titration phase and compensate for the lack of in-person clinical contact.
- **Dosing-related issues:** frequency of dose increases and consideration of how these are managed with the dispensing pharmacy are critical. Will the person need to come to the service to pick up a prescription? Will the pharmacy accept electronic prescriptions? How will missed doses or intoxication observed by the pharmacist be managed?

**Risks:**
- The risk of death increases at the beginning and end of MOUD treatment.
- Methadone initiation requires prescribing at subtherapeutic doses and subsequent titration to a therapeutic dose over a few weeks, resulting in risks with ongoing drug use and death, making the first 4 weeks of treatment risky.
- Supervised consumption is used to reduce the risk of overdose and diversion and is associated with a reduction in illicit heroin and alcohol use but may be associated with decreased retention in treatment.
- Mortality risk at treatment onset is lower among those initiated on buprenorphine than methadone; however, retention may be better with methadone.
- Currently, experience with TMOUD has been predominantly with buprenorphine rather than methadone.

### Stabilization
- **Comorbidities:** a period of stabilization may provide opportunities for people engaging with MOUD to begin to manage coexisting conditions such as HIV, hepatitis C, and tuberculosis treatment.
- **Managing other substances:** polysubstance use with alcohol and illicit substances or prescription opioids limits the benefits gained from MOUD. The period of stability through MOUD commencement may support the person to seek help with these other substances.
- **Psychosocial interventions:** contingency management, cognitive behavioral therapy, relapse prevention, dialectical behavior therapy, group drug counseling, mutual aid including 12-step and Specific, Measurable, Attainable, Relevant, and Time-Bound goals, employment support, education and training, upskilling, benefit maximization, legal support, advocacy, compassion-focused therapy, and mindfulness have all been successfully delivered via a telemedicine platform and should be considered in the design of TMOUD services.

**Risks:**
- People who have stabilized in their substance use may become more aware of previously hidden psychiatric symptoms and will need timely access to mental health services. Anticipating and offering this within a telemedicine service is important though not always feasible.
• A service transitioning to telemedicine needs to provide avenues to access other services critical to the person’s ongoing welfare to maximize the benefits of MOUD.

Medication reviews
• Adapting to changing circumstances: the TMOUD service will need to respond to the changing health circumstances of individuals, for example, the onset of cardiovascular or respiratory disease as the person ages. An individual’s needs may change through their treatment journey, and flexibility in dispensing arrangements may be required, which should be incorporated into the TMOUD service policies. The TMOUD service will need to have provision for prescribing adjustments, for example, where individuals have palliative or chronic pain needs.
• Managing relapses: a clear plan for how relapses are managed must be in place, including dosing adjustments and harm reduction interventions. Is the person at greater risk of relapsing without the appropriate support or would it be undetected if engaging with a TMOUD rather than an in-person service?
• Moving forward: Does the service provide or link with other services? Are there opportunities to access long-acting MOUD formulations, which reduce the person’s need to attend a dispensing pharmacy regularly?
• Risks:
  • A telemedicine service may not provide the usual touch points available in an in-person service, which may trigger professional curiosity or opportunities for exploring topics unrelated to MOUD provision alone.
  • Consequently, the TMOUD service may become less relevant to the individuals’ circumstances; however, the need for arrangements for change, transfer, or discharge may not be anticipated.

Iterative Cycles of Evaluation and Improvement

A Quality Improvement Focus
Existing guidance on telemedicine service transition during and beyond the COVID-19 pandemic has recommended a quality improvement approach to TMOUD implementation [62,69] echoed by several key informants. This may include the development of a theory of change, a phased implementation approach, and iterative testing to develop and refine the processes informed by feedback from stakeholders [99]. Another approach identified in the literature is the use of formal implementation frameworks to evaluate TMOUD projects. For example, the Consolidated Framework for Implementation Research was used in one study as a conceptual guide for the systematic assessment of barriers and facilitators in different multilevel implementation contexts to influence TMOUD effectiveness [62]. Using the Consolidated Framework for Implementation Research, Brunet et al [62] extended the transferability of their evaluation findings to other services in diverse settings.

Evaluation
In addition to service-level quality measures identified in Table 1, validated tools to evaluate TMOUD more generally may be useful. Several evaluation tools were identified in the literature, including the Telemedicine Satisfaction Questionnaire [100] evaluating the usability of the telemedicine service [101] and the Telemedicine Service Maturity Model [102,103] to evaluate the implementation of telemedicine services. One key study reviewed several existing tools to develop a survey-based measurement tool for TMOUD satisfaction among people who use drugs receiving this treatment in rural areas [104].

Discussion
Principal Findings
We have reported on a multistakeholder, process-focused implementation model for TMOUD. This model is intended to provide clear step-by-step guidance on TMOUD implementation informed by evidence from the peer-reviewed literature as well as internationally derived case study expertise. Although this work is admittedly focused on the Scottish context, the use of the SHIFT-Evidence framework to underpin model development, along with the international evidence base, may increase its relevance to a wider, international audience. Through stakeholder engagement and consultation, we tried to mitigate the perception of a top-down imposition on how TMOUD should be delivered or implemented. Our consultation efforts resulted in the capture and inclusion of a wide range of knowledge, perspectives, experiences, and opinions. A limitation is the lack of a specific mechanism to form a consensus on what is critical to the model, for example, through a survey-based Delphi process. We have secured funding to field-test this TMOUD implementation model in Scotland, after which we will seek formal consensus on its validity in other settings.

Another limitation of our study was a reliance on a US-dominated evidence base, which >70% of TMOUD research currently comes from [48]. Experience in the United States tends to involve the provision of buprenorphine via telemedicine, whereas services in the United Kingdom tend to prescribe methadone more often than buprenorphine. This may mean that UK services need to develop a robust homegrown evidence base to provide methadone via telemedicine to fully benefit from TMOUD implementation. Furthermore, the evidence base grew substantially from the time this work began to the point of submission for peer review. Built into the design of this project were iterative and flexible scoping reviews and ongoing consultation with the community of practice derived from the case study identification stage.
There is currently a gap in evidence-based risk mitigation strategies when delivering TMOUD, identified in the process-mapping activity described previously. Furthermore, there is a need to develop technological approaches to improve the role of telemedicine platforms to act as a diagnostic platform as well as a medium for consultations when delivering TMOUD. Proposals for this include adapting smartphone-based pupillometry techniques to assess the degree of withdrawal from opioids [105] and a process for web-based point-of-care drug testing [106]. Although it is recognized that frontline practitioners and people who use drugs should be partners in the design, implementation, and evaluation of TMOUD [48], there is little evidence on how to engage these groups in a meaningful and impactful way.

Conclusions
In conclusion, we have produced a process-driven TMOUD implementation model intended to bridge gaps in knowledge at the local level while also providing flexibility to respond to local needs and contexts. A critical next step will be to field-test the model and seek international consensus on its validity across different settings.
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Abstract

Background: Disturbed heart dynamics in depression seriously increases mortality risk. Heart rate variability (HRV) is a rich source of information for studying this dynamics. This paper is a meta-analytic review with methodological commentary of the application of nonlinear analysis of HRV and its possibility to address cardiovascular diseases in depression.

Objective: This paper aimed to appeal for the introduction of cardiological screening to patients with depression, because it is still far from established practice. The other (main) objective of the paper was to show that nonlinear methods in HRV analysis give better results than standard ones.

Methods: We systematically searched on the web for papers on nonlinear analyses of HRV in depression, in line with PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 2020 framework recommendations. We scrutinized the chosen publications and performed random-effects meta-analysis, using the esci module in jamovi software where standardized effect sizes (ESs) are corrected to yield the proof of the practical utility of their results.

Results: In all, 26 publications on the connection of nonlinear HRV measures and depression meeting our inclusion criteria were selected, examining a total of 1537 patients diagnosed with depression and 1041 healthy controls (N=2578). The overall ES (unbiased) was 1.03 (95% CI 0.703-1.35; diamond ratio 3.60). We performed 3 more meta-analytic comparisons, demonstrating the overall effectiveness of 3 groups of nonlinear analysis: detrended fluctuation analysis (overall ES 0.364, 95% CI 0.237-0.491), entropy-based measures (overall ES 1.05, 95% CI 0.572-1.52), and all other nonlinear measures (overall ES 0.702, 95% CI 0.422-0.982). The effectiveness of the applied methods of electrocardiogram analysis was compared and discussed in the light of detection and prevention of depression-related cardiovascular risk.

Conclusions: We compared the ESs of nonlinear and conventional time and spectral methods (found in the literature) and demonstrated that those of the former are larger, which recommends their use for the early screening of cardiovascular abnormalities in patients with depression to prevent possible deleterious events.

(JMIR Ment Health 2023;10:e40342) doi:10.2196/40342
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Introduction

Cardiovascular diseases (CVDs) are the number one cause of death globally according to the World Health Organization [1,2]. Depression is the number one mental health–related contributors to the global burden of disease [3]. When combined, these 2 diseases can lead to increased mortality risk [4-6]. Recently, the European Society of Cardiology published a position paper about the mechanisms linking depression and CVD, based on abundant evidence from literature [7]. Although this connection was discovered a long time ago [8-10], the CVD screening of patients with depression is still far from routine.

In nearly 70% of patients with depression, somatic symptoms, such as lack of energy, sleep disturbance, lack of appetite, decreased sex drive, general pains, etc, dominate the clinical picture [11]. These symptoms are due to autonomous nervous system (ANS) dysfunction. Heart rate variability (HRV) is regulated by the ANS, and its disturbance is a marker of CVD. The relation between HRV and depression has been well understood [7,12-15]. We registered at least 14 reviews that meta-analytically compared conventional methods of analysis of this relation [16-28].

Medical professionals interested in the detection of depression may be uninformed of the knowledge and methods offering additional insights into a patient’s condition, with the knowledge coming from theoretical research—mathematical analysis, complex systems dynamic theory, and information theory. These methods can be used to extract information embedded in electrophysiological signals, represented as time series—electrocardiogram (ECG), electroencephalogram, electromyogram, etc. Current view of what electrophysiological signals can yield is quite obsolete and limited by a reductionist approach established in clinical practice, because most devices for recording physiological signals have built-in algorithms based on Fourier analysis [29]. These standard (time and frequency) methods of electrical signal analysis are designed for (predictable) electro-mechanical systems and are not well suited for (complex) physiological systems. A number of review studies [16-27] offer very detailed comparative analyses of time and frequency measures of HRV related to depression. They rely on the assumption that the dynamics of the system may be linearized, where valuable information is lost in the case of electrophysiological signals.

Physiological systems are complex. Complex systems are composed of multiple subunits that interact in a nonlinear fashion producing unpredictable behaviors [29,30]. Although homeostasis is usually perceived as a still condition, “healthy heartbeat displays highly complex, apparently unpredictable fluctuations even under steady-state conditions” [29], whereas heart failure, for example, shows “slow periodic oscillations that correlate with Cheyne-Stokes breathing” [31]. The theory of complex dynamic systems applies to such a system. Its behavior can be predicted at best for short intervals, and it is characterized by long-range correlations and organized variability.

In information theory, the rate at which a system is producing information is described by Shannon entropy (ShanEn)—a quantity reflecting the number of possible states a system can occur in, that is, the level of uncertainty (unpredictability). Pincus et al [32,33] adapted the ShanEn for cardiology research and devised the approximate entropy (ApEn) algorithm, a statistic quantifying serial irregularity. Further, Richman and Moorman [34] refined this measure into sample entropy (SampEn), which was later improved by Costa et al [35], proposing the multiscale entropy (MSE) algorithm that calculates irregularity changes on multiple scales [35]. Costa et al [36] performed a series of studies focusing on methods of analysis of ECG, and their work was a significant step in the acceptance of nonlinear methodology. Translated to signals, the higher the entropy, the higher the irregularity of a signal, which is most often interpreted as higher complexity. This “awkward fact,” as Vargas et al [30] noted, is paradoxical as complexity assumes a structure that is highly ordered. Glass and Mackey [37] stated that “Random outputs result from degraded control mechanisms and/or breakdown of the coupling among them,” that is, from the loss of complexity. Nevertheless, as much as this confusion makes the insights into control mechanisms more difficult, the measures of complexity or irregularity differ between health and disease rendering them suitable for nonspecific markers of ill-health.

Neural control mechanisms, which demonstrate fractal properties, generate “organized variability” (previously thought to be the “noise” in the signal) characteristic of a healthy physiological system [38]. Physiological systems are scale-free; self-similar fluctuations are observed on different time scales. From one moment to the next, the fluctuations detected in the same signal are quite variable [31,32]. A system that is fractal can demonstrate irregularity across a wide range of scales, but the type of “disorder” or “roughness” on different scales is statistically similar [39-41]. Goldberger et al [31] stated that “organized variability is an inevitable consequence of fractal self-organization.” According to the number of publications (in cardiology), the most popular fractal-based methods in use for analyzing HRV is detrended fluctuation analysis (DFA), which is based on correlation properties and uses random walk [42].

In interpreting the results and choosing the measures to be used, the physical meaning of the applied nonlinear analysis and the physiological context of a particular disease have to be kept in mind. Beside entropy- and fractal-based measures, there are other families of nonlinear measures that are methodologically very different. Poincaré plots are among the most accurate measures applied in cardiology [43], and being a graphical representation, they are very convenient for clinical application. Largest Lyapunov exponents (LLE) [44], which were used often in the beginning of the field, detect the level of chaos in a signal. Lempel-Ziv complexity (coming from information theory) quantifies the uncertainty contained in time-series data and is still among the frequently used measures in physiology [45]. Several correlation-based measures also showed promising results, but to describe even the basic methodology for all of them is out of the scope of this manuscript.

The fundamental difference between irregularity statistics and conventional variability measures is that the conventional approach is focusing on tasks of quantifying the degree of spread around the central value while the order of the input data is
irrelevant; whereas in irregularity statistics, nonlinear measures track changes from random to very regular and the order of samples is essential to the algorithm [40]. Nonlinear measures have been shown to be very effective in detecting the slightest differences between healthy and ill heart dynamics—even when time series of the compared states are varying around almost the same mean values [29,41]. An impressive example of the advantage of nonlinear methods is the case of detecting sudden infant death syndrome based on entropy measures calculated from ECG; the standard method was not able to detect any difference between healthy and babies under a serious risk [41].

This study is a random-effects meta-analysis of the most important studies that used nonlinear methods to confirm the connection between HRV (as a marker of CVD) and depression. We calculated effect sizes (ESs) from these studies and compared them with the ESs of standard (conventional) methods found in the literature. The aim of this work was to help convince clinicians to (1) introduce cardiological screening to patients with depression, since depression is confirmed to bear a risk for CVD [10,16,22,46-48] and (2) apply nonlinear methods to HRV analysis for more accurate and reliable screening results.

Methods

Overview

Since there are a considerable number of recently published meta-analytic studies [16-27] regarding the classical (spectral or conventional) approach to analyzing HRV, we decided to include only those studies that performed any nonlinear method of analysis or had mixed analytic approaches (applying both standard and nonlinear methods of analysis of heart rhythm to compare the effectiveness of analytics). This meta-analysis was performed in agreement with PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) guidelines [49] with the main aim to present an integrated, realistic ES of the nonlinear measures in distinguishing between major depressive disorder (MDD) and controls, in comparison to conventionally used measures reported in previously published meta-analytic studies. Our work does not compare effects of interventions; thus, it was not preregistered (ie, the review protocol registration does not exist).

Only case-control studies or longitudinal studies that used ECG recordings or measurements of heart rate or any automated ECG diagnosis (for example, including early arrhythmia detection) and successive nonlinear analyses were included in our pool. Our query was kept as broad as possible to retrieve as many relevant papers as possible. We searched web resources, such as Springer, Wiley, Elsevier, IEEE, National Institute of Mental Health, Frontiers, PlosOne, Hindawi, Web of Science, PubMed, Cochrane Library, Scopus, and National Center for Biotechnology Information, with sets of keywords: ("depression" OR "Major depressive disorder" OR “bipolar depression”) AND ("ECG" OR "electrocardiography" OR “HRV” OR “heart rate variability”) AND ("Nonlinear analysis" OR “Fractal analysis” OR “entropy”).

We then scrutinized the abstracts and full texts (in English) and discarded those that were purely theoretical considerations of the connection of HRV and depression without the quantification of HRV measures (even when they included keywords from all 3 sets); papers on mood disorders without separate data on depression; studies where samples comprised solely of healthy subjects or subjects under the age of 18 years; studies without age-matched controls; animal studies; and papers without peer review.

Depression was diagnosed using the Diagnostic and Statistical Manual of Mental Disorders (DSM; DSM-III-R, DSM-IV-TR, and DSM-5), International Classification of Diseases 10th Revision, Mini-International Neuropsychiatric Interview, Beck Depression Inventory, or Montgomery-Åsberg Depression Rating Scale. Some studies, found as references through hand searching of citation lists in review papers, were downloaded from the ResearchGate platform or were included even if nonretrievable as full text. Papers with standard analyses of ECG, added for comparison, were found in part via web-based search, from reference lists of review papers, and from the authors who were kind to send us full texts. The web search was performed in February and March 2021. Our screening was finalized in October 2021.

During the process (after removing the duplicates), we kept the working sheet (updated by all authors) with the basic data extracted from every paper included in the study (the first author’s name and the year of publication as an identifier, sample size, the mean and SD calculated for groups, the measures used in the research, the effect detected, and specific observations about the accuracies of applied analyses). Where we were unable to extract the data, we used WebPlotDigitizer software [50]. After coding all the data from the included papers, ES estimates were transformed into the same metric to be compared (Cohen’s $d_i$ was corrected, hence having the same value as Hedges’ $g$). We used the $esci$ module in jamovi exploratory software (open-source statistical software written in R) [50] to calculate overall ESs (correction of Cohen’s $d$) and 95% CIs and to generate forest plots [51]. The forest plots were used to visually display the individual and overall ESs.

ES is a quantitative description of the strength of evidence about a phenomenon. Cohen’s $d$ describes the standardized mean difference of an effect [52-55]. In between 2 groups of independent observations, Cohen’s $d_i$ is:

$$d_i = \frac{\bar{x}_1 - \bar{x}_2}{\sqrt{\frac{(n_1-1)\text{SD}_1^2 + (n_2-1)\text{SD}_2^2}{n_1 + n_2 - 2}}}$$

where $M_1$ and $M_2$ are the variable means of the 2 groups (patients and controls); in the denominator, the pooled SD is the Bessel correction for bias in the estimation of population variance (based on the least squares estimator [54,55]); $SD_1$ and $SD_2$ are the respective SDs; and $n_1$ and $n_2$ are the sample sizes of the groups. Cohen’s $d_i$ is also directly related to the $t$ test:

$$t = \frac{\bar{x}_1 - \bar{x}_2}{\sqrt{\frac{(n_1-1)\text{SD}_1^2 + (n_2-1)\text{SD}_2^2}{n_1 + n_2 - 2}} / \sqrt{n_1 + n_2}}$$

where $t$ is the $t$ statistic, and $n_1$ and $n_2$ are as above. This is a direct relation between the ES and statistical significance. Here,
statistical significance is expressed regardless of whether the 95% CI around Cohen’s $d_n$ includes 0 or not. Hedges and Olkin [54] showed that the formula for Cohen’s $d$ based on sample averages gives a biased estimate of the population ES (especially for smaller sample sizes, $n<20$). The Cohen’s $d$ that we calculated is actually Cohen’s $d_n$, described in Lakens [55] (where SDs are pooled as in the formula above, not a single average of both SDs from samples 1 and 2). Thus, it is the Cohen’s $d$ of a sample, $d_n$. Further to be corrected for biases, according to Hedges and Olkin [54], it must be multiplied by another Bessel correction $\left(1 - 3 / 4(N1 + N2) - 9\right)$ [55]. After calculating the corrected Cohen’s $d_d$, for all the included studies, by applying pooled SD in the process, we confirmed that what is calculated as a correction (for biases) in the esci module in jamovi software is actually Hedges’ $g$. The authors of the software also describe that the product of their calculation (included in forest plot that the program is generating) is equal to Hedges’ $g$ [51,56]. In several studies that reported $t$ values, we calculated Cohen’s $d_d$ according to the second formula. This interpretation was done based on previous literature [51-56].

Ethical Considerations
Since all the studies included in our review have already received prior approvals from their local ethics committees, and we did not use nor collect any additional data from the patients and only reanalyzed already published data, we do not report any ethic approval for this particular study.

Results
Our initial search (based on the logical formula given in Methods) in the abovementioned web services yielded 867 papers. The elimination was performed through phases shown in the flow chart (Figure 1) showing the identification, screening, eligibility check, and inclusion of studies in accordance with PRISMA 2020 [49]. The chosen 26 papers originated from the following databases: Elsevier (n=10), PubMed (n=8), Frontiers (n=2), Web of Science (n=4), Springer (n=1), and IEEE (n=1). They encompassed a total of 1537 patients diagnosed with depression and 1041 healthy controls. The studies included those that used nonlinear analyses or both nonlinear and standard analyses.

Direct quantitative comparisons could not have been made, as studies varied in methodologies, as well as in research questions—detecting biomarkers or predictors of depression, CVD mortality risk estimation or risk analysis, effects of different therapies, etc. Therapies included those exploring medication effects or spillover on HRV and psychological or psychiatric interventions; some examined inflammation or other important physiological markers, but some also used historical medical data (for example, from Medicare archives in the United States, see [57-59]). As the effects of therapies are not the topic of this paper, we compared the studies grouped by family of measures used (in nonlinear analysis) and summarized their results and conclusions concerning only the detection of the relation between depression and CVD mortality risk.

Figure 2 shows the information about the studies’ methodologies (the majority [19/26, 73%] used more than one; only 7 [27%] studies were based on one nonlinear measure) and their conclusions. After initial random-effects meta-analysis of overall ESs of all included studies, we identified 3 distinct (methodological) groups of research and performed 3 additional meta-analyses. The first group used DFA (8 studies) with reported Cohen’s $d_d$ (corrected for biases) and 95% CIs. The second group of studies used methods from the large family of entropy measures: ApEn in 5 studies, SampEn in 5 studies, MSE in 3 studies, and ShanEn, Renyi entropy and refined composite multiscale entropy, and multilag tone-entropy, each in one study. The third group comprised various nonlinear analyses: Poincaré plots (n=4), LLE (n=2), symbolic measures (n=2), Lempel-Ziv complexity (n=1), complex variability, mutual information, autonomic information flow, beat decay NN, logarithmic respiratory sinus arrhythmia, recurrence plot analysis, Complex Correlation Measure, correlation dimension, and Katz fractal dimension. This group also demonstrates a historical order in which nonlinear measures entered cardiology, and some of them are still very popular in health applications (for example, LLE or Poincaré plots). Besides, this “historical” group demonstrated an average ES more than 2 times higher than any prior conventional approach, to the best of our knowledge.

The forest plot (and the table with Cohen’s $d_n$ corrected and 95% CIs) is used to visualize those meta-analytic comparisons of the ESs. Figure 2 represents the overall meta-analytic comparison of the best ESs of the 26 included studies. Figure 3 represents meta-analysis of the DFA group (with 8 studies compared, with an overall ES of 0.364, 95% CI 0.237-0.491). Figure 4 represents meta-analysis of the entropy group (15 studies compared, with an overall strong ES of 1.05, 95% CI 0.572-1.52). Figure 5 represents all other nonlinear methods used in the examined studies (13 studies compared, with an overall ES of 0.702, 95% CI 0.422-0.982). All mentioned comparisons yielded $P<.01$ (as shown the tables in all the figures). As the majority of studies applied several types of nonlinear analysis, we did multiple comparisons of corrected ESs that we separately calculated for each method. The best ES ($d_n=7.7$, 95% CI $6.4193-8.997$) was obtained for the study [60] that used 4 entropy algorithms (ApEn, SampEn, ShanEn, and fuzzy entropy). When calculating ESs for each entropy method separately, ShanEn performed the best, and fuzzy entropy did not yield a significant result.

From overall meta-analytic comparison of ESs, out of 26 studies included, 11 were shown to be statistically insignificant [59-70], and one paper [71] had the lower CI touching the zero line, implying border significance. Thus, 15 (58%) out of 26 studies were statistically significant, with the overall ES of corrected Cohen’s $d_d=1.03$ (elsewhere also reported as Hedges’ $g$), which is a large ES [52] and can be translated to more than 1 SD [55].
Figure 1. Flow chart representing the procedure of choosing 26 studies included for this review. ECG: electrocardiogram; HC: healthy controls; HRV: heart rate variability.
Figure 2. Forest plot and the table of random-effects meta-analysis showing the corrected effect size and CIs, as well as both sample sizes (N1: patients diagnosed with depression; N2: controls). For each study performing more than one method of nonlinear HRV analysis, we presented the largest effect size. Both table and forest plot are generated by the esci module in jamovi software. In all, 15 (58%) out of 26 included studies were shown to have statistically significant results. The overall effect size (unbiased/corrected) is 1.03 (diamond ratio 3.60). HRV: heart rate variability. [14,44,45,57-79].

<table>
<thead>
<tr>
<th>Study</th>
<th>Cohen’s d</th>
<th>Lower</th>
<th>Upper</th>
<th>N1</th>
<th>N2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moser 1998</td>
<td>0.1379</td>
<td>0.4065</td>
<td>0.662</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>Yeragami 2002</td>
<td>0.5184</td>
<td>1.4731</td>
<td>2.512</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Yeragami 2002a</td>
<td>0.5978</td>
<td>0.6607</td>
<td>0.455</td>
<td>776</td>
<td>113</td>
</tr>
<tr>
<td>Kop 2010</td>
<td>0.9598</td>
<td>0.3576</td>
<td>1.589</td>
<td>19</td>
<td>33</td>
</tr>
<tr>
<td>Vigo 2004</td>
<td>1.2115</td>
<td>0.6147</td>
<td>1.659</td>
<td>30</td>
<td>22</td>
</tr>
<tr>
<td>Ivenso 2005</td>
<td>0.5600</td>
<td>0.4107</td>
<td>0.531</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Pincus 2006</td>
<td>0.6840</td>
<td>0.0064</td>
<td>1.388</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Boettger 2008</td>
<td>0.7318</td>
<td>0.3207</td>
<td>1.623</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>Boz 2009</td>
<td>0.4386</td>
<td>0.4612</td>
<td>1.344</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>Baums 2009</td>
<td>0.7680</td>
<td>0.2149</td>
<td>0.645</td>
<td>57</td>
<td>57</td>
</tr>
<tr>
<td>Jellinek 2011</td>
<td>0.6988</td>
<td>0.3812</td>
<td>1.012</td>
<td>73</td>
<td>93</td>
</tr>
<tr>
<td>Voss 2011</td>
<td>0.4155</td>
<td>0.0514</td>
<td>0.682</td>
<td>36</td>
<td>38</td>
</tr>
<tr>
<td>Yang 2011</td>
<td>0.5272</td>
<td>0.0710</td>
<td>0.617</td>
<td>52</td>
<td>88</td>
</tr>
<tr>
<td>Leemle 2011</td>
<td>1.3754</td>
<td>0.7228</td>
<td>2.029</td>
<td>25</td>
<td>29</td>
</tr>
<tr>
<td>Kemp 2012</td>
<td>0.5176</td>
<td>0.0569</td>
<td>0.829</td>
<td>73</td>
<td>94</td>
</tr>
<tr>
<td>Berger 2012</td>
<td>0.9348</td>
<td>0.2469</td>
<td>1.623</td>
<td>19</td>
<td>18</td>
</tr>
<tr>
<td>Migliorini 2012</td>
<td>0.2523</td>
<td>0.0509</td>
<td>1.416</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Moon 2013</td>
<td>0.2271</td>
<td>0.2770</td>
<td>0.734</td>
<td>34</td>
<td>27</td>
</tr>
<tr>
<td>Kemp 2014</td>
<td>0.5574</td>
<td>0.2448</td>
<td>0.670</td>
<td>72</td>
<td>94</td>
</tr>
<tr>
<td>Khandoker 2017</td>
<td>7.1886</td>
<td>5.5823</td>
<td>8.794</td>
<td>16</td>
<td>29</td>
</tr>
<tr>
<td>Valenza 2017</td>
<td>0.0138</td>
<td>0.0584</td>
<td>0.444</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>Chitha 2017</td>
<td>0.3130</td>
<td>0.1273</td>
<td>0.754</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Greco 2017</td>
<td>3.5108</td>
<td>2.6973</td>
<td>4.324</td>
<td>35</td>
<td>24</td>
</tr>
<tr>
<td>Byun 2015a</td>
<td>7.0709</td>
<td>6.4191</td>
<td>0.697</td>
<td>37</td>
<td>41</td>
</tr>
<tr>
<td>Byun 2015b</td>
<td>0.4467</td>
<td>0.0435</td>
<td>0.630</td>
<td>33</td>
<td>33</td>
</tr>
</tbody>
</table>

Figure 3. Forest plot (and table) showing the random-effects meta-analysis of a group of selected papers (8 publications [45,58,64,73,74,77,79]) that used detrended fluctuation analysis generated by the esci module in jamovi software. In all, 4 out of 8 studies were shown to have statistically nonsignificant results, with the overall effect size (biases corrected) being 0.364 (between small and medium effect, closer to medium, according to Cohen [52]), and the diamond ratio is 1.

<table>
<thead>
<tr>
<th>Study</th>
<th>Cohen’s d</th>
<th>Lower</th>
<th>Upper</th>
<th>N1</th>
<th>N2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vigo 2004</td>
<td>0.7288</td>
<td>0.1473</td>
<td>1.310</td>
<td>19</td>
<td>33</td>
</tr>
<tr>
<td>Baums 2009</td>
<td>0.1714</td>
<td>0.7247</td>
<td>1.088</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>Migliorini 2012</td>
<td>0.0277</td>
<td>-1.1726</td>
<td>1.228</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Greco 2017</td>
<td>0.2452</td>
<td>-0.2732</td>
<td>0.784</td>
<td>24</td>
<td>36</td>
</tr>
<tr>
<td>Jellinek 2011</td>
<td>0.4977</td>
<td>0.1868</td>
<td>0.809</td>
<td>73</td>
<td>93</td>
</tr>
<tr>
<td>Kemp 2012</td>
<td>0.5176</td>
<td>0.2069</td>
<td>0.828</td>
<td>73</td>
<td>94</td>
</tr>
<tr>
<td>Kop 2010</td>
<td>0.2578</td>
<td>0.0601</td>
<td>0.455</td>
<td>776</td>
<td>113</td>
</tr>
<tr>
<td>Schulz 2010</td>
<td>0.3079</td>
<td>-0.0514</td>
<td>0.677</td>
<td>57</td>
<td>57</td>
</tr>
</tbody>
</table>
Figure 4. Forest plot (and table) showing the random-effects meta-analysis of a group of selected papers (15 publications [45,57,60,63-67,69,70,72,73,77-79]) that used entropy measures: approximate entropy (ApEn), logarithmic ApEn, sample entropy, fuzzy entropy, Shannon entropy, cross entropy, Renyi entropy, multiscale entropy, and improved refined composite multiscale entropy, generated by the esci module in jamovi software. The overall effect size for this group is 1.05 (which is very large, according to Cohen [52]). In all, 10 out of 18 studies were shown to have statistically nonsignificant results. Interestingly, Byun et al [60] calculated 4 entropy measures and demonstrated that only Shannon entropy yielded a highly useful effect size of 7.7 (which is the best result detected in this entire pool of publications, followed by Khandoker et al [72] with a corrected effect size of 7.3).

<table>
<thead>
<tr>
<th>Table of Studies</th>
<th>95% CI</th>
<th>Study</th>
<th>Cohen’s d</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td></td>
</tr>
<tr>
<td>Vigo 2004</td>
<td>0.3998</td>
<td>0.3998</td>
<td>1.592</td>
</tr>
<tr>
<td>Baumert 2009</td>
<td>0.4368</td>
<td>-0.4662</td>
<td>1.344</td>
</tr>
<tr>
<td>Migliorini 2012</td>
<td>0.2123</td>
<td>-0.9909</td>
<td>1.416</td>
</tr>
<tr>
<td>Moon 2013</td>
<td>0.2271</td>
<td>-0.2798</td>
<td>0.734</td>
</tr>
<tr>
<td>Berger 2012</td>
<td>0.9348</td>
<td>0.3467</td>
<td>1.623</td>
</tr>
<tr>
<td>Greco 2017</td>
<td>0.5438</td>
<td>0.0183</td>
<td>1.059</td>
</tr>
<tr>
<td>Byun 2019</td>
<td>7.7079</td>
<td>6.4193</td>
<td>8.997</td>
</tr>
<tr>
<td>Byun 2019a</td>
<td>0.4467</td>
<td>0.0418</td>
<td>0.935</td>
</tr>
<tr>
<td>Byun 2019a</td>
<td>0.3888</td>
<td>-0.1199</td>
<td>0.823</td>
</tr>
<tr>
<td>Byun 2019a</td>
<td>0.4269</td>
<td>-0.0926</td>
<td>0.918</td>
</tr>
<tr>
<td>Shultz 2010</td>
<td>0.3278</td>
<td>-0.0418</td>
<td>0.697</td>
</tr>
<tr>
<td>Voss 2011</td>
<td>0.4155</td>
<td>-0.0514</td>
<td>0.882</td>
</tr>
<tr>
<td>Pincus 2008</td>
<td>0.0180</td>
<td>-0.9344</td>
<td>0.970</td>
</tr>
<tr>
<td>Pincus 2008</td>
<td>0.3368</td>
<td>-0.6203</td>
<td>1.298</td>
</tr>
<tr>
<td>Yang 2011</td>
<td>0.2725</td>
<td>-0.0718</td>
<td>0.617</td>
</tr>
<tr>
<td>Leistedt 2011</td>
<td>1.3754</td>
<td>0.7224</td>
<td>2.028</td>
</tr>
<tr>
<td>Chen 2017</td>
<td>0.3130</td>
<td>-0.1290</td>
<td>0.754</td>
</tr>
<tr>
<td>Khandoker 2017</td>
<td>7.1886</td>
<td>5.5629</td>
<td>8.794</td>
</tr>
</tbody>
</table>

Overall effect size: 1.05 (very large, according to Cohen [52]).
Figure 5. Forest plot (and table) showing the random-effects meta-analysis of group of selected papers that used a number of different nonlinear analyses of HRV in depression, excluding entropy and detrended fluctuation analysis measures. Those are Poincaré plots (SD1 and SD2), largest Lyapunov exponents, symbolic measures, Katz fractal dimension, correlation dimension, Complex Correlated Measure, mutual information, logarithmic respiratory sinus arrhythmia, heart rate turbulence, Lempel-Ziv complexity, recurrence plot analysis (determinism and recurrent rate are the most prominent result in Greco et al [73], ds=3.5), autonomic information flow, and beat decay NN. The plot and table are generated by the esci module in jamovi software. The overall effect size of studies included in this group is 0.7 (diamond ratio 2.3), which is considered large. Eight studies from this group were shown to have practically meaningful results: Kemp et al [74], Yeragani, Rao et al [44], Byun et al [70], Iverson et al [75], Jelinek et al [59], Bob et al [76], and Greco et al [73] (2 out of the 3 applied measures included and represented in this group). [44,45,59,61,62,65,68,70,71,73-76].

Discussion

Our results show that the overall standardized ES of nonlinear measures of HRV in depression overperforms the ESs of conventional measures of HRV reported in the literature. Although the overall ES in our comparison (all 26 studies) was 1.03, the best entropy-based group ES was 1.05, the DFA group ES was 0.36, and the third, miscellaneous group yielded an ES of 0.70. In the latest standard HRV measures-based study [28] (which is very similar to ours by the number of included studies), the ESs of several conventional measures varied up to 0.46. The meta-analysis by Rottenberg [13] reports a small ES (d=0.2), which explains only about 2% of the overall variance for conventional measures. Many of the published papers reported nonsignificant and mild-to-moderate ESs, whereas we found much larger effects: for example, the best ES in our research reached the value of 7.7 [60], and several others demonstrated higher ESs than those reported in conventional analyses (eg, the ES in Khandoker et al [72] was 7.3, which is very large according to Cohen [32]; in Greco et al [73], the ES was 3.5; and several others reached an ES around 1).

As commented in Results, almost half of the included studies did not have a significant effect in discriminating patients with depression from controls. This might be because not all patients with depression have disturbed heart function and because of the modest sample sizes. Indeed, the majority of those authors concluded that their initial results were promising but required replication. Later studies (2010 onward) show that researchers started using larger data sets or at least existing databases [58]. In the last 10 years, studies not only started using nonlinear measures but also combining them with some forms of machine learning to discern MDD [60,72,73,77,81,82]. We consider this methodological combination promising, especially since our previous work based on depression detection from electroencephalogram yielded good results [83-86].

Through the list of nonlinear methods presented in Results, we can follow the evolution of the understanding of how to interpret the results of nonlinear analysis. First, it was LLE, but since Lyapunov exponents mainly serve to detect chaos in signals, they can hardly be used for the precise delineation of groups. Then, in several papers, symbolic methods were used and reported as being successful, but again, their interpretation was problematic for which they were practically abandoned. The most promising family of nonlinear measures is the one based on entropy, in particular, ShanEn, then SampEn and ApEn (maybe also logarithmic ApEn); MSE seems a little more difficult to interpret. Irregular signals have higher entropies. Increased irregularity can point to a degradation of internal control mechanisms, or as Goldberger [29] puts it, decomplexification that is characteristic of aging and disease. Additionally, DFA, as a fractal method (as well as several other methods of calculating fractal dimension and correlation
dimension) makes sense, since neural control mechanisms are shown to have a fractal nature. In fact, all spectral measures calculated from ECG are a function of RR intervals length and are correlated; they do decrease with aging, but in disease that change is much more pronounced, and the function is lost [87-89]. In that sense, DFA is accurately detecting short- and long-term correlation that are important for healthy heart dynamics but also its synchronization with breathing [82,90]. Among other measures, the Complex Correlated Measure applied by Jelinek et al [59] performed quite well. Some recurrence plot analyses (Poincaré plot analysis and generalized Poincaré analysis) that quantify self-similarity in the processes were also used with good results [91]. In the reviewed literature, there are also combinations and alterations of the mentioned methods of analysis, such as combining the Poincaré analysis with DFA, applying Pearson coefficients on prior Poincaré analysis, or choosing the most prominent coefficients from several analyses and combining them as successful features for classification.

Nonlinear HRV analysis might be used as an aid in differential diagnosing or in indicating comorbidities [14,20,43,92]. For example, Chang et al [82] succeeded in distinguishing between bipolar II depression and unipolar depression, based on SampEn analysis of the HRV of 707 subjects. Kemp et al [14] found that anxiety disorders comorbid to MDD, most of all generalized anxiety disorder, contributed to the reduction of HRV. They elaborated on how nonvagal components of heart rate might further distinguish between subtypes of the disorder [20,43,92].

Cardiac vagal control (CVC) is associated with both physical and mental health. Low CVC is considered to be an indicator of risk of cardiac disease, including myocardial infarction and congestive heart failure [10,93]. Since variability in heart rate that is gated by the respiratory cycle [13,43] reflects the extent of CVC, it is logical to analyze its nonlinear dynamics and its aberrations to detect and treat depression. It could be a link between the polyvagal theory of Porges [94] and the physiological complexity (decomplexification and stereotypy of disease) of Goldberger [95]. In parallel to the polyvagal theory, there is also the neurovisceral integration model [96], both emphasizing the importance of taking into account ANS aberrations, along with the existing need to improve psychiatric nosology.

Important insights about healthy heart dynamics and how it changes with aging and disease were published in the 90s and served well the detection of several pathological entities [41,90,97]. We have learned that the mechanisms of neural control are fractal in nature (scale-free) and that they generate the so-called complex variability (once believed to be a background noise to the signal), which is a characteristic of healthy heart dynamics. In pathological states, one can observe a characteristic loss of complexity (decomplexification) that leads to recognizable oscillatory (predictable) behavior of a complex system, reduced to a single scale or frequency. The aberrated dynamics can be precisely quantified by fractal and nonlinear measures. The standard idea of comparison of healthy and ill organism pertains to the calculation of traditional mean values, SDs and the like, from electrophysiological signal (here ECG). When one compares the recording of a healthy heart with one of a patient diagnosed with congestive heart failure, their calculated means are within the same SD. However, it can be seen even with a naked eye that those signals are different (in dynamics and structure). Traditional methods do not show a significant difference here. The stereotypy of disease, as Goldberger explained [31], is connected with the decomplexification of a dynamical system’s output, observed in early complexity studies. Complexity analysis can complement this clinical heuristic with adequate mathematical tools to quantify the changes in a patient’s state.

Too aggressive preprocessing of the data can contribute to misleading results due to the loss of the exact order of samples. The history of the system is important in knowing its dynamics: earlier samples—the values of a physical phenomenon we measure (here in microvolts)—affect the later values, and if you shuffle the order, you lose the internal nonlinear structure that is contained in the sequence of those samples; this is called the historicity of data. Thus, it is necessary to analyze raw sequences of the records (broadband signal is the most information rich). This might be the reason why the nonlinear methods are superior to conventional ones.

The data can be easily obtained by novel portable ECG monitoring devices that are approved as medical-grade signal quality equivalent to a Holter monitor but are much more practical and comfortable to use by the patient herself or himself, taking only a couple of minutes. The data can then be processed by a combination of nonlinear analytics and advanced statistical procedures (to control, for example, for comorbidities and other confounding factors or for feature selection for further machine learning). Even better, the analysis can be empowered by machine learning applications that are widely in use due to the high power of computation and cloud computing [83-86,97].

To conclude, the ESs of nonlinear methods are larger than those of standard methods in HRV analysis. Measuring ECG and applying nonlinear analysis of HRV should enter the routine clinical practice for patients with depression. Although Porges [94] states that psychiatrists and psychologists seem not to be sufficiently interested in the use of objective biomarkers in their daily diagnostic work with patients with depression, the real question here is how ethical it is to keep this status quo and apply trial and error protocols in depression treatment without prior objective screening for CVD risks.
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Abstract

Background: Major depressive episode (MDE) is a common clinical syndrome. It can be found in different pathologies such as major depressive disorder (MDD), bipolar disorder (BD), posttraumatic stress disorder (PTSD), or even occur in the context of psychological trauma. However, only 1 syndrome is described in international classifications (Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition [DSM-5]/International Classification of Diseases 11th Revision [ICD-11]), which do not take into account the underlying pathology at the origin of the MDE. Clinical interviews are currently the best source of information to obtain the etiological diagnosis of MDE. Nevertheless, it does not allow an early diagnosis and there are no objective measures of extracted clinical information. To remedy this, the use of digital tools and their correlation with clinical symptomatology could be useful.

Objective: We aimed to review the current application of digital tools for MDE diagnosis while highlighting shortcomings for further research. In addition, our work was focused on digital devices easy to use during clinical interview and mental health issues where depression is common.

Methods: We conducted a narrative review of the use of digital tools during clinical interviews for MDE by searching papers published in PubMed/MEDLINE, Web of Science, and Google Scholar databases since February 2010. The search was conducted from June to September 2021. Potentially relevant papers were then compared against a checklist for relevance and reviewed independently for inclusion, with focus on 4 allocated topics of (1) automated voice analysis, behavior analysis by (2) video and physiological measures, (3) heart rate variability (HRV), and (4) electrodermal activity (EDA). For this purpose, we were interested in 4 frequently found clinical conditions in which MDE can occur: (1) MDD, (2) BD, (3) PTSD, and (4) psychological trauma.

Results: A total of 74 relevant papers on the subject were qualitatively analyzed and the information was synthesized. Thus, a digital phenotype of MDE seems to emerge consisting of modifications in speech features (namely, temporal, prosodic, spectral,
source, and formants) and in speech content, modifications in nonverbal behavior (head, hand, body and eyes movement, facial expressivity, and gaze), and a decrease in physiological measurements (HRV and EDA). We not only found similarities but also differences when MDE occurs in MDD, BD, PTSD, or psychological trauma. However, comparative studies were rare in BD or PTSD conditions, which does not allow us to identify clear and distinct digital phenotypes.

Conclusions: Our search identified markers from several modalities that hold promise for helping with a more objective diagnosis of MDE. To validate their potential, further longitudinal and prospective studies are needed.

(JMIR Ment Health 2023;10:e37225) doi:10.2196/37225
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Introduction

Major depression is a frequent syndrome affecting more than 264 million people worldwide [1]. Major depressive episode (MDE), as defined by the current criteria [2], describes a large heterogeneous clinical syndrome comprising more than 1490 combinations of symptoms [3]. The possibility of fulfilling MDE criteria with opposite symptoms, such as insomnia and hypersomnia, decrease/increase in appetite or agitation, and psychomotor retardation, highlights this heterogeneity. This heterogeneity could explain why studies with large samples of patients with major depression show that only 30% of them remitted with a first-line antidepressant and another 30% did not remit after 4 consecutive treatment trials [4].

These various “profiles” of MDE may require different therapeutic approaches. In fact, according to international classifications [2], MDE symptoms are the same whether in major depressive disorder (MDD) or in bipolar disorder (BD). In clinical practice, hypomanic or manic episodes have been the most recognizable characteristics of BD, while depression seems to be the most frequent clinical manifestation [5,6]. Performing differential diagnosis between MDD and BD during an MDE is challenging. Approximately 20% of people with MDE would be misdiagnosed as MDD when the correct diagnosis is BD [7]. Thereby, the delay for a correct BD diagnosis can vary from almost 7 to 10 years after the first mood symptoms [8]. These misdiagnoses can have several damaging consequences, for example, induction of manic, hypomanic, or mixed states; development of treatment resistance; or cycle acceleration [9].

Furthermore, Rytwinski et al [10] showed in their meta-analysis that almost 52% of patients with posttraumatic stress disorder (PTSD) have comorbidity with MDD. In fact, in the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5), several symptoms are shared between MDD and PTSD [11] and a study by Gros et al [12] showed that in patients classified by DSM-5 as having MDD and PTSD, only the presence of trauma (criterion A of DSM-5) could differentiate MDD from PTSD efficiently. Moreover, patients classified as comorbid between MDD and PTSD showed the highest severity of symptoms, more cognitive deterioration, higher suicidality, and worse prognosis compared with noncomorbid patients [12]. One possible explanation could be the time-dependent fluctuation of PTSD symptoms [13]. In a dynamic model, MDD could be a progression or an evolution of psychotraumatism [14]. Although there is a frequent association between MDD and PTSD, the link between them remains unclear. However, it points to the importance of exploring the presence of psychological trauma and PTSD in patients with MDE because it carries the potential to drastically impact further therapeutic care. Misdiagnosing PTSD or the presence of psychological trauma could lead to a worse prognosis due to inappropriate drug treatment or psychotherapy.

In this article, we focus on the use of new digital markers in MDE, given their potential to serve as an additional and objective diagnostic support. For this, we explore studies in MDE, especially when it is presented in the context of either MDD or BD, as well as when it is presented alongside the presence of psychological trauma or PTSD.

Digital phenotyping refers to the moment-to-moment quantification of human behavior in everyday life using data from digital devices [15]. It suggests the possibility of revealing clinically relevant information by a continuous and nonintrusive monitoring of behavioral and mental states. Two categories of data can be captured by digital phenotyping. First, active data, which require the input of the participants being studied. It includes, for example, recordings, responses to surveys, and social media activity. Passive data, however, do not require the individual’s participation to be captured. They include, for example, accelerometer-derived data or GPS coordinates [16]. Digital markers correspond to disease indicators obtained digitally, which can be used to define a digital phenotype [17]. It refers to the possibility of capturing, through computerized measurement tools, certain symptoms or behavior specific to a psychiatric disorder.

There is a specific interest in psychiatry in which symptoms and clinical states are mainly measured using question-based scales and without biological markers. Thus, the interest of digital phenotyping would be to obtain objective and quantifiable measurements of these symptoms or behaviors [16]. Moreover, diagnostic categories do not capture the heterogeneity of symptoms, and variability between patients can lead to misdiagnosis and incorrect treatments [18]. Identifying objective markers of clinical states, including trans-diagnostic symptoms, could improve disease classification and treatment [19].
Thus, digital phenotyping should play a role in routine clinical practice, especially by improving clinical diagnosis and treatment by an early detection of condition onset, by assessing treatment response, or even by detecting relapse [20]. Therefore, we assume that new digital measures may provide indicators for the heterogeneous characteristics of MDE and could help to better distinguish between its potential different clinical profiles. Based on this rationale, we performed a narrative review including studies on several technologies, such as speech and video analysis and physiological measures, namely, heart rate variability (HRV) and electrodermal activity (EDA) for the assessment of MDE.

Methods

Search Strategy

We conducted this narrative review from June to September 2021, which mainly concerned the current application of digital tools for MDE diagnosis. The following electronic databases were searched: PubMed/MEDLINE, Web of Science, and Google Scholar. The review was limited to articles in English or French and because we aimed to establish an overview of the most recent advances in these domains, we restricted our search to studies published after January 2010. For this paper, we decided to concentrate on digital tools that are easy to use during a clinical interview, minimally invasive, and least dependent on compliance. Thus, we focused on 4 types of digital markers: (1) automated voice analysis, behavior analysis by (2) video and physiological measures, (3) HRV, and (4) EDA. We then used broad search terms to capture as many studies as possible that are specifically related to these technologies and we associated them with terms related to specific psychiatric issue. We concentrated on MDE and on several psychiatric conditions where it may occur, especially on (1) MDD, (2) BD, (3) PTSD, and (4) psychological trauma. The search strings are included in Multimedia Appendix 1.

Inclusion and Exclusion Criteria

The inclusion criteria were as follows: primary articles or reviews dealing with depression, BD, bipolar depression, PTSD, or psychological trauma using digital tools for speech or video analysis or analysis of physiological parameters such as HRV or skin conductance. The exclusion criteria were as follows: articles related to activity monitoring on social networks or by SMS text messages or phone and articles related to ecological momentary assessment. There is an abundance of literature on these topics, but we wanted to focus here on digital tools that can be used specifically during a social interaction such as an interview with the clinician. Unrelated and redundant articles or studies using technologies for therapeutic purposes were also excluded. Theoretical papers, study protocols, letters, books or book chapters, statistical reviews, and dissertations were also excluded.

Study Selection

Three authors (EE, AK, and PR) independently screened relevant titles and abstracts for this narrative review. Then, all 3 authors screened relevant papers for eligibility. Finally, according to inclusion and exclusion criteria, full texts of eligible articles were obtained (EE).

Results

Overview

We selected 74 articles dealing with the use of the 4 aforesaid digital tools for diagnosis assessment under different psychiatric conditions. A total of 39 articles were selected for MDD, 18 for BD, and 17 for PTSD and psychological trauma. Results are summarized on 3 tables. See Table 1 for MDD, and Multimedia Appendix 2 for BD, PTSD and psychological trauma.
### Table 1. Summary of speech analysis, nonverbal behavioral analysis, heart rate variability (HRV), and electrodermal activity studies (EDA) in patients with major depressive disorder (MDD).

<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Recording setting</th>
<th>Principal findings</th>
<th>Principal features</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Speech analysis studies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alghowinem et al [21]</td>
<td>30 with MDD and 30 in HC</td>
<td>Reading tasks with negative and positive meaning</td>
<td>MFCC(^b), jitter, shimmer, energy, and loudness features were robust in getting the general characteristic of depressive speech</td>
<td>Prosodic, spectral, and source features</td>
</tr>
<tr>
<td>Arevian et al [22]</td>
<td>15 with MDD, 14 with BD(^c), 14 with schizophrenia</td>
<td>Free speech by answering questions, where the patients describe events that had aroused significant emotions</td>
<td>Correlation with providers’ global assessment: ↓ Negative emotional language, ↑ Positive emotional language, † Complex word use</td>
<td>Type of words used</td>
</tr>
<tr>
<td>Höning et al [23]</td>
<td>219 participants with BD1 (BD type I) assessment</td>
<td>Read speech, spontaneous speech, telling an imagined story</td>
<td>Depression severity: † Average and SD MFCC 2, ↓ SD MFCC 3, ↓ Average pitch, ↓ Shimmer, ↓ Spectral harmonicity, ↓ Speech rate (↑ Average syllables duration)</td>
<td>Prosodic, spectral, source, and filter features</td>
</tr>
<tr>
<td>Horwitz et al [24]</td>
<td>35 participants with Hamilton Rating Scale for Depression and Quick Inventory of Depressive Symptomatology assessment</td>
<td>Free speech, reading, and distinct vowels</td>
<td>Depression severity: ↑ Jitter and shimmer, ↓ Harmonic-to-noise ratio, ↓ First and third formants, ↓ Speech rate, ↓ (Read) and (free speech) pitch-based features</td>
<td>Prosodic, spectral, source, and filter features</td>
</tr>
<tr>
<td>Mundt et al [25]</td>
<td>105 with MDD</td>
<td>Free and with tasks: reciting the alphabet, counting, reading, and sustained vowels</td>
<td>Correlation with depression severity: ↑ Total speech time, ↑ Total pause time, ↑ Variable pause length, ↑ Percentage pause time, ↓ Speech pause ratio, ↓ Speaking rate</td>
<td>Temporal and prosodic features</td>
</tr>
<tr>
<td>Quatieri et al [26]</td>
<td>35 with MDD</td>
<td>Free speech for prosodic measurements and distinct vowels for shimmer, jitter, and aspiration measurements</td>
<td>Depression severity and psychomotor retardation: ↑ Shimmer, ↑ Aspiration, ↓ Harmonic-to-noise ratio, Depression severity, ↑ Jitter, ↓ Pitch variance, ↓ Average velocity</td>
<td>Prosodic, source, and filter features</td>
</tr>
<tr>
<td>Shino-shara et al [27]</td>
<td>30 with MDD and 14 in HC</td>
<td>Free speech and reading phrases aloud</td>
<td>MDD correlated with: ↓ Vitality scores (effect size 1.03 and AUC(^d) 0.76, sensitivity 0.93, and specificity 0.55)</td>
<td>Temporal and “emotional” prosodic features</td>
</tr>
<tr>
<td>Study</td>
<td>Participants</td>
<td>Recording setting</td>
<td>Principal findings</td>
<td>Principal features</td>
</tr>
<tr>
<td>-----------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Taguchi et al [28]</td>
<td>36 with MDD and 36 in HC</td>
<td>3 tasks: reading task, verbal fluency task, and reading task again</td>
<td>Significant discrimination between MDD and HC with MFCC 2 (sensitivity 77.8% and specificity 86.1%)</td>
<td>Spectral features</td>
</tr>
<tr>
<td>Wang et al [29]</td>
<td>47 with MDD and 57 in HC</td>
<td>4 tasks: video watching, question answering (natural speech and interview), text reading, and picture describing</td>
<td>Patients with MDD (no matter which emotion or task was involved, with a large effect size): Down Loudness Down MFCC 5 Down MFCC 7 Down Fundamental frequency (F0) and MFCC 3 (in some scenarios with moderate effect size)</td>
<td>Prosodic and spectral features</td>
</tr>
<tr>
<td>Xu et al [30]</td>
<td>45 with MDD, 43 with schizophrenia, and 41 in HC</td>
<td>Semistructured face-to-face interviews</td>
<td>Patients with MDD: ↑ % of words related to the past and sadness ↑ Conversational interruption ↑ Response time</td>
<td>Temporal and prosodic features, as well as the type of words used</td>
</tr>
<tr>
<td>Yamamoto et al [31]</td>
<td>97 with MDD, 68 with BD, and 76 in HC</td>
<td>10 minutes of free speech</td>
<td>Depression severity: ↓ Speech rate ↑ Pause time ↑ Response time</td>
<td>Temporal features</td>
</tr>
</tbody>
</table>

### Nonverbal behavioral analysis studies
<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Recording setting</th>
<th>Principal findings</th>
<th>Principal features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alghowinem et al [32]</td>
<td>Database with depression status (Quick Inventory of Depressive Symptomatology, 16 Items)</td>
<td>Free interview</td>
<td>● Eye activity</td>
<td>● Average recalls (mean of sensitivity and specificity) was 70% for detecting depression</td>
</tr>
<tr>
<td>Bhatia et al [33]</td>
<td>47 with MDD</td>
<td>No task</td>
<td>● Head movement</td>
<td>● Head movement synchrony did not change over the course of treatment with a change in depression severity</td>
</tr>
<tr>
<td>Dibeklioglu et al [34]</td>
<td>49 with MDD</td>
<td>No task</td>
<td>● Facial movement</td>
<td>For depression recognition: AUC was 67.25% for the fusion of head movement dynamics and vocal prosody</td>
</tr>
<tr>
<td>Fiquer et al [35]</td>
<td>40 with MDD</td>
<td>Evaluation at baseline (T0) and after a 2 weeks' tDCS treatment (T1)</td>
<td>● Ethogram (21 questions), 20 nonverbal categories: 10 indicative of high-energy and favorable disposition to social interaction (eye contact, illustrative gestures, symmetric smile, raised eyebrows, yes/no nodding, head up, head to side, verbal backchannel, body posture toward the interlocutor); 10 indicative of low energy, negative feelings, or social disinterest (folded arms, head down, shrug, asymmetric smile, adaptive gestures, crying, frown, tight lips, lips down, silence); 1 verbal category: speaking</td>
<td>● Clinical improvement: ↓ Head down, lips down, frown, and crying ↑ Yes nodding and eye contact Facial, head, and hand expressive movements were associated with the severity of depression</td>
</tr>
<tr>
<td>Fiquer et al [36]</td>
<td>78 patients with MDD: 50 from the Netherlands and 28 from Brazil</td>
<td>During the HDRS interview, face and trunk recording of both the patient and interviewer; scoring by a blinded observer</td>
<td>● Speaking effort: patients' behaviors Encouragement: interviewers' behaviors</td>
<td>No association between behavioral variables and baseline severity of depression Patients who did not respond to treatment or did not remit: speaking effort from before to after treatment</td>
</tr>
<tr>
<td>Fiquer et al [37]</td>
<td>100 with MDD and 83 in HC</td>
<td>Semistructured 15-minute interview with general questions, face and trunk recording 2 assessments: before treatment (T0) and after 8 weeks of treatment (T1) Scoring by a blinded observer</td>
<td>● Ethogram (21 questions) from Fiquer et al [35]</td>
<td></td>
</tr>
</tbody>
</table>
### Principal features

- Patients with MDD:
  - ↑ Shrug, head, and lips down; adaptive hand gestures; frown, head, and lips down and cry
  - ↓ Asymmetric smile, eye contact, and smile
- NVB\(^g\) was not associated with depression severity and did not significantly change after depression treatment
- Treatment responders at baseline:
  - ↑ Interpersonal proximity; head down; adaptive hand gestures; frown, cry, and folded arms; head to side; no nodding
  - ↓ Eye contact

### Principal findings

- Facial expressivity defined by the Facial Action Coding System in terms of individual muscle movements called AUs\(^h\)

### Recording setting

- Recording during the first 3 interview questions (depressed mood, feelings of guilt, and suicidal ideation)

### Participants

<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Recording setting</th>
<th>Principal findings</th>
<th>Principal features</th>
</tr>
</thead>
</table>
| Girard et al [38]      | 18 with MDD  | Recording during the first 3 interview questions (depressed mood, feelings of guilt, and suicidal ideation) | Facial expressivity defined by the Facial Action Coding System in terms of individual muscle movements called AUs\(^h\) | With symptom severity:
  - ↓ AU 12 activity (smile and signal affiliative intent)
  - ↑ AU 14 activity (contempt, negative affect, and signal nonaffiliative intent)
  - ↑ Facial expressions associated with contempt |
| Girard et al [39]      | 33 with MDD  | Recording during the first 3 interview questions (depressed mood, feelings of guilt, and suicidal ideation) | Facial expressivity defined by the Facial Action Coding System in terms of individual muscle movements called AUs | With symptom severity:
  - ↓ Affiliative facial expressions (AUs 12 and 15)
  - ↑ Nonaffiliative facial expressions (AU 14)
  - ↓ Head motion (ie, amplitude and velocity) |
| Guo et al [40]         | 52 males and 52 females in the depressed group (Patient Health Questionnaire–9 >5) | Stimuli tasks of 3 emotional valences (watching film clips, replying to 9 free-response questions, reading 3 phonetically balanced passages containing affective content, and describing pictures) | Facial expressivity Audio | For depression recognition:
  - Watching film clips showed the highest recognition rates (AUC up to 0.798 and 0.807)
  - Positive emotional stimuli greater than negative emotional stimuli |
| Jiang et al [41]       | 12 with MDD Evaluated before and after deep brain stimulation | Free interview | Facial expressivity (7 basic emotions) | AUC 0.75 detecting response to treatment |
| Kacem et al [42]       | 49 with MDD  | No task Symptom severity was evaluated at 1, 7, 13, and 21 weeks | Facial movement Head movement | For depression recognition:
  - Facial movement was greater than head movement (AUC 66.19% vs 61.43%)
  - With 2 modalities combined, AUC 70.83% |

**HRV studies**
<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Recording setting</th>
<th>Principal findings</th>
<th>Principal features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adolph et al [43]</td>
<td>85 outpatients with suicidal ideation</td>
<td>ECG&lt;sub&gt;1&lt;/sub&gt;; at rest quietly for 3 minutes: “Resting HRV” and after watching a sad film: “HRV reactivity”</td>
<td>HF&lt;sub&gt;1&lt;/sub&gt;-HRV reactivity but not HF-HRV at rest was predictive of higher scores on suicidal ideation</td>
<td>Frequency domain: HF</td>
</tr>
<tr>
<td>Fernandes et al [44]</td>
<td>50 with MDD</td>
<td>ECG at rest Video for positive and negative NVB</td>
<td>HF and RMSSD&lt;sub&gt;3&lt;/sub&gt; were positively correlated with positive NVB and Negative NVB was not associated with HRV</td>
<td>Frequency domain: HF and LF&lt;sub&gt;3&lt;/sub&gt; Time domain: RMSSD Ethogram (Fiquer et al [35])</td>
</tr>
<tr>
<td>Giurgiu-Oncu et al [45]</td>
<td>78 with MDD</td>
<td>24-hour Holter ECG Evaluation at 1 and 6 months after therapy (sertraline)</td>
<td>↑HRV at 1 and 6 months after selective serotonin reuptake inhibitors</td>
<td>Frequency domain: HF Time domain: SDNN&lt;sup&gt;40&lt;/sup&gt; and RMSSD</td>
</tr>
<tr>
<td>Hartmann et al [46]</td>
<td>62 with MDD and 65 in HC</td>
<td>2 time measures: before and after 2 weeks of antidepressant treatment and 15 minutes of resting ECG 1-2 days before treatment</td>
<td>At baseline compared with HC: ↓HRV (HF, LF, SD1&lt;sup&gt;8&lt;/sup&gt;, and RMSSD) After treatment: HRV normalized in MDD for HF, LF, SD2&lt;sup&gt;8&lt;/sup&gt;, and SD1/SD2 ratio</td>
<td>Frequency domain: LF, HF, and LF-to-HF ratio Time domain: SDNN, RMSSD, pNN50&lt;sup&gt;β&lt;/sup&gt; Nonlinear: SD1, SD2, SD1-to-SD2 ratio</td>
</tr>
<tr>
<td>Kircanski et al [47]</td>
<td>722 with MDD, 309 with anxious depression according to the HDRS interview, and 413 without</td>
<td>2-minute seated ECG recording, first with eyes open and second with eyes closed</td>
<td>In anxious depression, better treatment response if: ↑HRV in pretreatment In nonanxious depression, better treatment response if: ↓HRV in pretreatment</td>
<td>Time domain: RMSSD Heart rate</td>
</tr>
<tr>
<td>Lee et al [48]</td>
<td>34 with MDD Outcome at 12 weeks of antidepressant treatment</td>
<td>5-minute ECG</td>
<td>Positive correlation at baseline: HDRS items 14 and 15 with LF-to-HF ratio Positive correlation at the endpoint: HDRS items 5 and LF HDRS items 7 and 13 (fatigue-related item) and LF HDRS items 8 and LF, SDNN, and RMSSD HDRS total, LF, and HF</td>
<td>Frequency domain: VLF&lt;sup&gt;8&lt;/sup&gt;, LF, HF, LF-to-HF ratio Time domain: SDNN, RMSSD</td>
</tr>
<tr>
<td>Neyer et al [49]</td>
<td>50 with MDD</td>
<td>ECG at rest for the HRV measure Measures before and after treatment</td>
<td>Depressive symptoms improved without any change in HRV</td>
<td>Frequency domain: HF Time domain: RMSSD</td>
</tr>
<tr>
<td>Sarlon et al [50]</td>
<td>89 with MDD</td>
<td></td>
<td>No association was found between HRV and symptom severity</td>
<td>Frequency domain: VLF, LF, HF, LF-to-HF ratio Time domain: SDNN, RMSSD, beat-to-beat interval Skin conductance Skin temperature</td>
</tr>
<tr>
<td>Study</td>
<td>Participants</td>
<td>Recording setting</td>
<td>Principal findings</td>
<td>Principal features</td>
</tr>
<tr>
<td>-------</td>
<td>--------------</td>
<td>-------------------</td>
<td>--------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **HRV**: blood volume pulse finger clip sensor
- **Skin conductance**: Velcro tape with integrated Ag/AgCl electrodes
- **Skin temperature**: Nexus temperature
- **Beat-to-beat interval**: elastic belt with a breathing sensor
- **3 conditions**: baseline sitting for 5 minutes, with emotion-induced stressors (recall an unpleasant stressful experience), and relaxed state after 300 seconds

**EDA studies**
<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Recording setting</th>
<th>Principal findings</th>
<th>Principal features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kim et al [51]</td>
<td>30 with MDD and 37 in HC</td>
<td>ProComp Infiniti (SA7500, computerized biofeedback system, thought technology)</td>
<td>Classifying participants with MDD versus controls: 74% accuracy, 74% sensitivity, 71% specificity</td>
<td>MSCL, SDSCL, SKSCL, and NSSCR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EDA during 5 experimental phases: baseline, mental arithmetic task, recovery from the stress task, relaxation task, recovery from the relaxation task</td>
<td>Stress and relaxation tasks were the most relevant</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim et al [52]</td>
<td>30 with MDD and 31 in HC</td>
<td></td>
<td>Classifying participants with MDD versus controls: 70% accuracy, 70% sensitivity, 71% specificity</td>
<td>MSCL, SDSCL, SSCL, MSCR, NSSCR, and poststroke depression</td>
</tr>
<tr>
<td></td>
<td></td>
<td>As per Kim et al [51]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Litwiński-ka-Bołtuc et al [53]</td>
<td>97 with MDD and 1 in HC</td>
<td>EDOR (Electro Dermal Orienting Reactivity) test (Emotra AB)</td>
<td>Hyporeactive patients: relapse or recurrence of depression was nearly 5 times higher</td>
<td>MSCR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pedrelli et al [54]</td>
<td>31 with MDD and 8 weeks</td>
<td>2 E4 Empatica wristbands, one on each wrist for 22 hours/day, 7 days/week</td>
<td>Correlations between the models’ estimate of HDRS scores and clinician-rated HDRS: from OR(^{0.46}) to OR 0.7 (CI 0.66-0.74)</td>
<td>Empatica: EDA: MSCR, PSCR, AASCR, Peripheral skin temperature, Heart rate, 3-axis accelerometer and sleep characteristics</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smith et al [55]</td>
<td>11 with MDD and 16 in HC</td>
<td>Shimmer3 GSR+ unit with Shimmer Optical Pulse Sensing Probe; at rest with eyes closed for 3 minutes</td>
<td>81% accuracy for detecting depression with HRV</td>
<td>HRV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No benefit to including skin conductance response to improve accuracy</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)HC: healthy control.
\(^b\)MFCC: mel-frequency cepstral coefficient.
\(^c\)BD: bipolar disorder.
\(^d\)AUC: area under the curve.
\(^e\)tDCS: transcranial direct current stimulation.
\(^f\)HDRS: Hamilton Depression Rating Scale.
\(^g\)NVB: nonverbal behavior.
\(^h\)AU: action unit.
\(^i\)ECG: electrocardiogram.
\(^j\)HF: high frequency
\(^k\)RMSSD: root-mean-square surface distance.
\(^l\)LF: low frequency
\(^m\)SDNN: SD of the NN (R-R) intervals.
\(^n\)SD1: SD of points perpendicular to the major axis of the Poincaré plot.
\(^o\)SD2: SD of points along the major axis of the Poincaré plot.
\(^p\)NN50: proportion of NN50 divided by the total number of NN (R-R) intervals.
\(^q\)VLF: very-low frequency.
\(^r\)MSCL: mean amplitude of the skin conductance level.
<p>Prosodic abnormalities in patients with depression are well known and a monotonous speech or reduced prosody can be easily and frequently heard. It is assumed that cognitive and physiological changes in depression could affect speech production, and changes in the automatic and somatic nervous system cause disturbances in muscle tension and respiratory rate. These changes will not only influence vocal folds and vocal tract dynamics, but also constrain articulatory movement [56].</p>

Speech analysis, which consists of automatically extracting vocal and linguistic features from audio signals, offers the possibility to detect and measure these changes and serves as an additional objective assessment of depression. Traditionally, acoustic features can be divided into 5 types: temporal, prosodic, spectral, source, and filter features. Temporal features, defined as speech prosodic timing measures, appear to be a promising measure of depression and its severity [57].

Yamamoto et al [31] used 3 temporal features in a prospective follow-up study: speech rate, pause time, and response time. They found a correlation with scores on the Hamilton Rating Scale for Depression (HAM-D). Mundt et al [25] found 5 prosodic timing measures to be significantly correlated with depression severity: total speech time, total pause time, percentage pause time, speech pause ratio, and speaking rate. Xu et al [30] found that people with depression have a longer response time and interrupt their communication partner more often. To summarize, people with depression used a much larger percentage of words related to the past and sadness emotions. Similarly, Shinohara et al [27] used a “vitality” score based on emotional elements of speech (i.e., joy, anger) and showed a negative correlation between the vitality score and HAM-D scores. Arevian et al [22] analyzed the types of word used and found, among others, more negative emotion and less complex word use in patients with depression.

Finally, Alghowinem et al [21] and Höning et al [23] found that the average syllable duration could be positively correlated with depression severity.

With prosodic features in people with depression, reduced fundamental frequency (F0) range and average are frequently found [23,24,26,58]. F0 corresponds to the lowest frequency of the speech signal perceived as pitch. It could explain the depressive monotonous speech and could be a consequence of disturbances in laryngeal muscle tension due to psychomotor retardation. The latter may also explain reduction in F0 variability [56,57]. However, some studies also report no significant correlation between F0 variables and depression [25,28].

Several studies on depression showed a shift in spectral energy, and mel-frequency cepstral coefficients (MFCCs) are often used as spectral features. Spectral features characterize the spectrum of speech, which at a given time correspond to the frequency distribution of the speech signal. Taguchi et al [28] showed that the second dimension of MFCC allowed a significant discrimination between patients with depression and controls. Further, Wang et al [29] found that MFCC 5, MFCC 7, and loudness were consistently lower in people with depression. According to the task designed during speech recording, MFCC 3 and F0 were significantly lower than in people with depression than in healthy people.

Finally, source features such as harmonic-to-noise ratio (HNR), jitter, and shimmer also tend to increase with depression severity, supporting the hypothesis of a more breathy phonation in depressed speech [26]. This could be explained by a more open and turbulent glottis, linked to a reduction in laryngeal muscle tension. The study by Höning et al [23] also supports this hypothesis. Alghowinem et al [21] showed that not only shimmer and jitter but also loudness and MFCC features are part of the general characteristics of depressive speech.

### Nonverbal Behavior Analysis

Traditionally, evaluation of clinical depression is based on patients’ verbal information from psychological interviews and rating scales or self-report questionnaires. However, verbal analysis has several limitations. First, patients may underreport or overreport depressive symptoms due to different reasons (e.g., social stigma). Second, it can be assumed that most human communication is taking place through nonverbal behavior. Indeed, a large part of nonverbal behavior is mostly outside of conscious control, and these cues and signals may differ from verbal reports. Facial expression, gestures, and body postures are mainly involuntary, and therefore represent a privileged way of expressing feelings and emotions [35,59]. Girard et al [38,39] showed that when the severity of depressive symptoms was high, participants made fewer affiliative facial expression such as smiling, and more nonaffiliative facial expression such as contempt. They also showed that patients exhibited diminished head motion (amplitude and velocity). These results support the social withdrawal hypothesis in depression. In fact, rather than affective valence with an increase or decrease in facial expression, it is the social-communicative value with affiliative...

---

1. SDSCL: standard deviations of the skin conductance level.
2. SKSCL: skewness of the of the skin conductance level.
3. NSSCR: nonspecific skin conductance response.
4. SSCL: slope of the skin conductance level.
5. MSCR: mean amplitude of the skin conductance response.
6. NNSCR: number of nonspecific skin conductance responses.
7. OR: odds ratio.
8. AASCR: average amplitude skin conductance response.
9. SDSCR: standard deviations of the skin conductance response.

### Major Depressive Disorder

#### Speech Analysis

Prosodic abnormalities in patients with depression are well known and a monotonous speech or reduced prosody can be easily and frequently heard. It is assumed that cognitive and physiological changes in depression could affect speech production, and changes in the automatic and somatic nervous system cause disturbances in muscle tension and respiratory rate. These changes will not only influence vocal folds and vocal tract dynamics, but also constrain articulatory movement [56].

Speech analysis, which consists of automatically extracting vocal and linguistic features from audio signals, offers the possibility to detect and measure these changes and serves as an additional objective assessment of depression. Traditionally, acoustic features can be divided into 5 types: temporal, prosodic, spectral, source, and filter features. Temporal features, defined as speech prosodic timing measures, appear to be a promising measure of depression and its severity [57].

Yamamoto et al [31] used 3 temporal features in a prospective follow-up study: speech rate, pause time, and response time. They found a correlation with scores on the Hamilton Rating Scale for Depression (HAM-D). Mundt et al [25] found 5 prosodic timing measures to be significantly correlated with depression severity: total speech time, total pause time, percentage pause time, speech pause ratio, and speaking rate. Xu et al [30] found that people with depression have a longer response time and interrupt their communication partner more often. To summarize, people with depression used a much larger percentage of words related to the past and sadness emotions. Similarly, Shinohara et al [27] used a “vitality” score based on emotional elements of speech (i.e., joy, anger) and showed a negative correlation between the vitality score and HAM-D scores. Arevian et al [22] analyzed the types of word used and found, among others, more negative emotion and less complex word use in patients with depression.

Finally, Alghowinem et al [21] and Höning et al [23] found that the average syllable duration could be positively correlated with depression severity.

With prosodic features in people with depression, reduced fundamental frequency (F0) range and average are frequently found [23,24,26,58]. F0 corresponds to the lowest frequency of the speech signal perceived as pitch. It could explain the depressive monotonous speech and could be a consequence of disturbances in laryngeal muscle tension due to psychomotor retardation. The latter may also explain reduction in F0 variability [56,57]. However, some studies also report no significant correlation between F0 variables and depression [25,28].

Several studies on depression showed a shift in spectral energy, and mel-frequency cepstral coefficients (MFCCs) are often used as spectral features. Spectral features characterize the spectrum of speech, which at a given time correspond to the frequency distribution of the speech signal. Taguchi et al [28] showed that the second dimension of MFCC allowed a significant discrimination between patients with depression and controls. Further, Wang et al [29] found that MFCC 5, MFCC 7, and loudness were consistently lower in people with depression. According to the task designed during speech recording, MFCC 3 and F0 were significantly lower than in people with depression than in healthy people.

Finally, source features such as harmonic-to-noise ratio (HNR), jitter, and shimmer also tend to increase with depression severity, supporting the hypothesis of a more breathy phonation in depressed speech [26]. This could be explained by a more open and turbulent glottis, linked to a reduction in laryngeal muscle tension. The study by Höning et al [23] also supports this hypothesis. Alghowinem et al [21] showed that not only shimmer and jitter but also loudness and MFCC features are part of the general characteristics of depressive speech.

### Nonverbal Behavior Analysis

Traditionally, evaluation of clinical depression is based on patients’ verbal information from psychological interviews and rating scales or self-report questionnaires. However, verbal analysis has several limitations. First, patients may underreport or overreport depressive symptoms due to different reasons (e.g., social stigma). Second, it can be assumed that most human communication is taking place through nonverbal behavior. Indeed, a large part of nonverbal behavior is mostly outside of conscious control, and these cues and signals may differ from verbal reports. Facial expression, gestures, and body postures are mainly involuntary, and therefore represent a privileged way of expressing feelings and emotions [35,59]. Girard et al [38,39] showed that when the severity of depressive symptoms was high, participants made fewer affiliative facial expression such as smiling, and more nonaffiliative facial expression such as contempt. They also showed that patients exhibited diminished head motion (amplitude and velocity). These results support the social withdrawal hypothesis in depression. In fact, rather than affective valence with an increase or decrease in facial expression, it is the social-communicative value with affiliative...
expression that seems to be affected in depression. Thus, nonverbal behavior may serve to maintain interpersonal distance while facilitating social withdrawal.

Fiquer et al [35] supported the assumption that depression involves behaviors related to social withdrawal and negative feelings. Crying, asymmetric smiling, and motionless head/eyebrows were associated with higher levels of depression severity, while patients’ illustrative gestures, defined as “the hand and arm movements used to support the speech,” were associated with a lower level of depression severity.

Moreover, decrease of negative facial and head indicators and increase of eye contact and yes nodding accompanied clinical improvement, whereas illustrative gestures did not [35]. In another study, Fiquer et al [37] compared nonverbal behavior in patients with depression versus controls. They showed that patients with depression displayed higher levels of nonverbal behaviors (shrug, head and lips down, adaptive hand gesture, frown, and cry) and lower levels of positive nonverbal behaviors (eye contact and smile). The authors raise the important role of these behaviors in social withdrawal [37]. Nevertheless, the aforementioned nonverbal behaviors was not associated with depression severity before treatment, which suggests its independence.

The authors concluded that certain typically found nonverbal behaviors could represent a predisposition to depression possibly influenced by personality features. These social symptoms expressed through nonverbal behavior may be the last ones to vanish [37].

On the contrary, Fiquer et al [36] studied nonverbal variables such as speaking effort, encouragement, attunement, and change in attunement, and found no association between these behaviors and the severity of depression. Finally, several recent studies achieved classifying depression with high accuracy using video analysis with head and facial movements [34,42], only head movement [33], facial expressivity [41], or with head pose and eye activity [32]. Guo et al [40] found that the highest accuracy of depression recognition was when patients were watching film clips of positive and negative emotional stimuli compared with other tasks.

In a recent paper, Alghowinem et al [60] used feature selection methods and found that some features have a high capability for distinguishing between depression severities. For speech analysis, the strongest features were the temporal features, F0, HNR, formants, and MFCC; and for behavioral analysis, it was the left-right eye movement and gaze direction and the yaw head movement. The authors showed that these features outperformed all other features in depression detection.

The studies mentioned so far demonstrate the usefulness of behavioral analysis in understanding the mechanisms that underlie the onset and course of depression. These analyses are less influenced by conscious control compared with verbal communication [59], which could make them a reliable objective measure.

### Physiological Measures

#### Heart Rate Variability

HRV corresponds to the beat-to-beat variations in the heart rate over a given period. HRV appears to be a good reflection of the heart’s ability to modulate its rhythm in response to external and internal stimuli. HRV is regulated by the autonomic nervous system and, as a result, can inform of its functioning. HRV is related to the influence of the parasympathetic nervous system (PNS) and the sympathetic nervous system (SNS) [61]. Three parameters are commonly used: high-frequency HRV (HF-HRV; 0.15-0.40 Hz), low frequency HRV (LF-HRV; 0.04-0.15 Hz), and the LF-to-HF ratio. HF-HRV is mainly under the control of the PNS, whereas LF-HRV is under the influence of both PNS and SNS, but mostly the SNS. The LF-to-HF ratio is considered an index of sympathovagal balance [61].

In addition, time-domain parameters such as the root-mean-square of successive differences (RMSSD) and the SD of normal-to-normal intervals (SDNN) are frequently used [62]. Normal-to-normal is the interval between 2 heartbeats. HRV can be an indicator of the ability to regulate stress and emotions, which is particularly relevant in psychiatric disorders [63]. Furthermore, a good cardiovascular adaptability can be reflected by a high HRV [64], while LF can be a risk factor of cardiovascular diseases [65]. A meta-analysis in depression [66] showed significant reductions in frequency domain parameters such as HF, LF, and very-low frequency (VLF) HRV as well as a significantly higher LF-to-HF ratio compared with healthy controls. Significant reductions in time domain parameters were further found with reduced RMSSD, SDNN, and interbeat intervals.

Some recent studies have focused on different clinical subdimensions of MDD. Lee et al [48] showed a positive correlation between fatigue-related items of the Hamilton Depression Rating Scale (HDRS) and LF-HRV. The latter was positively correlated with the items “midnight insomnia” and “slower thinking.” In the same line, Adolph et al [43] found that HF-HRV in reaction to watching a sad film was predictive of higher scores on suicidal ideation, whereas HF-HRV at rest was not predictive of suicidal ideation. Further studies investigated the relationship between HRV and treatment response. First, Hartmann et al [46] found that patients with MDD normalized their HRV after treatment, especially for HF-HRV and LF-HRV. Further, Giurgi-Oncu et al [45] showed a normalization of HRV parameters (including HF, RMSSD, and SDNN) with the depression treatment by therapy and medication. Kiricanski et al [47] predicted treatment success among patients with depression with or without anxiety. The authors found that a higher HF-HRV in pretreatment had better outcomes than lower HF-HRV in anxious depression, whereas lower HF-HRV had better outcomes than higher HF-HRV in nonanxious depression.

By contrast, Sarlon et al [50] found no association between HRV and depressive symptoms severity. Neyer et al [49] showed in a prospective study with HRV measures before and after treatment that depressive symptoms improved without change in HRV, suggesting a more complex relationship.
Finally, Fernandes et al [44] explored the association between HRV and nonverbal behavior using a validated ethogram. Results showed a positive correlation among HRV (HF and RMSSD) and positive nonverbal behaviors, but no association between HRV and negative affect. The authors suggested that HRV and nonverbal behaviors could be regulated by vagal activity, which may be related to the social engagement system.

Electrodermal Activity

The most basic indicators of the state of the autonomic nervous system are heart rate and EDA. EDA can measure electrical conductance of the skin, which depends on the quantity of sweat secreted by glands in the hypodermis and reflects sympathetic nervous activity.

EDA has a tonic and a phasic component. The former is measured in the skin conductance level (SCL) and the latter with the skin conductance response (SCR) [67]. EDA can be used as an indicator for emotional reactivity [68]. In fact, rather than the valence of emotion, it is the intensity that seems related to EDA [69] and negative stimulation induces more extensive reactions than positive [70]. Concerning emotional reactivity, we distinguish labile and stable patients for EDA. EDA labile patients could be described as calm and deliberative, whereas EDA stable patients tend to be more irritable, emotionally expressive, and active. EDA labile patients would be dependent on anxiety traits and better control for potentially threatening stimuli [71].

Several studies show that EDA could be an indication of nonconscious emotional processes [72-74]. A recent systematic review [67] showed lower EDA, especially lower SCL and SCR, in patients with depression compared with healthy controls. Others studies report that, compared with patients with depression also experiencing agitation, those with psychomotor retardation or symptoms of inhibition have lower EDA levels [75-77]. Moreover, patients with “psychotic ” and “endogenous” depression could have lower EDA than “nonendogenous” depression [77-79].

Other recent studies showed moderate to high accuracy in classifying patients with MDD and healthy controls [51,52], such as that by Smith et al [55], but the latter used HRV and SCR for depression detection and found no benefit in including SCR to improve accuracy. In addition, Pedrelli et al [54] showed that EDA and HRV features from wearables as well as activity and sleep parameters could provide an estimate of changes in severity of depressive symptoms.

In a cohort of patients with MDD at 1-year follow-up, Litwińska-Boluć et al [53] concluded that SCR hyporeactivity was associated with recurrent episodes and relapse, and recurrence of depression was almost 5 times higher than that in the reactive patients.

Concluding Remarks

Based on these aforementioned studies, the digital phenotype of MDD could be identified as follows: a reduction in certain speech temporal features (ie, speech rate or speech time), an increase in others (ie, pause time or response time) [25,31], and a change in the type of words used (ie, less complex and more emotionally negative) [22,27]. In addition, prosodic features (ie, F0 range and average) [23,24,26,58], variability [56,57], spectral features [28,29], and source features (ie, HNR, jitter, shimmer [21,26]) are changed.

The behavior of patients with depression could be characterized by a more negative nonverbal behavior (ie, head motion, facial expressivity, and hand or body gestures) [35,38,39]. But more than the valence, it seems that it is the affiliative behaviors that are impacted, supporting a social withdrawal [38,39]. In fact, certain patterns of behavior when interacting with others may predict the severity of symptoms or treatment response [36,59,80-83]. Finally, physiological measures are mainly lowered for both HRV (ie, HF, LF, VLF, and time domains) [66] and EDA (ie, SCR and SCL) [67].

Bipolar Disorder

Speech Analysis

Several studies managed to classify the course of mood episodes or relapses with high confidence. For instance, speech pause duration [84] and number of longer pauses [85] are significantly higher in depressive states than in a hypomanic or euthymic state. Concerning prosodic and source features, Guidi et al [85-87] repeatedly found an increase of F0 in hypomanic states compared with euthymic or depressive states. Similar results were also obtained by Vanello et al [88]. Likewise, filter features seem to increase with manic mood [89], especially F1 and F2 formants, which correspond to the first and the second peak in the spectrum that results from a resonance of the vocal tract.

Finally, many studies extracted several speech features (ie, the openSMILE toolkit), achieving good classification accuracies [90,91]. Classification of depressive states could be obtained with an area under the curve (AUC) value of 0.78 and manic and mixed states with an AUC value of 0.89 [92].

Physiological Measures

Heart Rate Variability

A meta-analysis [93] found reduced HRV compared with healthy controls. In particular, LF-HRV was reduced but no differences in either HF or LF-to-HF ratio were found. However, these analyses did not consider different mood phases. Recent studies were interested in the exploration of HRV during a specific phase of BD. First, Wazen et al [94] showed that several HRV parameters (HF-HRV, time-domain, and non-linear domain measures) could increase when patients go from the manic phase to the euthymic phase. Conversely, Faunholt-Jepsen et al [93] reported an increased HRV in manic states compared with depressive and euthymic states, but no difference between the depressive and euthymic states. Hage et al [95] found that LF-HRV and heart period were significantly lower in patients with BD compared with healthy controls. However, after 8 weeks of treatment, there were no significant changes in HRV parameters.

The link between disease severity and HRV has also been explored. Benjamin et al [96] found a significant association between HF-HRV and disease severity. In the same way, Ortiz et al [97] found that longer illness duration, higher number of depressive episodes, longer duration of most severe
manic/hypomanic episode, comorbid anxiety disorders, and a family history of suicide were associated with a reduced HRV. Moreover, the severity during a depressive episode was associated with lower HRV. Finally, Freyberg et al [98] compared 20 newly diagnosed BD cases, 20 unaffected first-degree relatives, and 20 healthy controls, and demonstrated that HRV did not differ in any measures between the 3 groups.

Lastly, 2 studies have tried to distinguish bipolar depression and MDD, in terms of HRV. First, Chang et al [99] studied a population of patients with depression and BD type II and found that, compared with patients with MDD, they had lower total HRV, with lower HF and LF-HRV but higher LF-to-HF ratio. The authors concluded that HRV may aid in the differential diagnosis of bipolar depression type II and unipolar depression. Second, Hage et al [100] supported these findings by comparing patients with MDD with those with BD depression including BD type I, type II, and “not otherwise specified.” Indeed, patients with MDD had significantly higher baseline sinus arrhythmia (ie, HF-HRV) and LF-HRV in comparison to patients with BD.

**Electrodermal Activity**

Greco et al [101] showed that EDA levels could differentiate the phases of BD (depressive, euthymic, and mixed states). Indeed, electrodermal hypoactivity could be a rather stable trait of patients with depression and may reflect euthymia or remission when EDA increases [101]. Lemaire et al [102] measured the intensity and duration of physiological responses to affective stimuli. For this purpose, they used EDA and the heart interbeat intervals. The authors concluded that affective dysregulation, a key dimension of BD, could be measured as an increased affective reactivity to neutral pictures and reduced maintenance of subjective affective responses to all types of pictures, irrespective of the clinical state.

**Concluding Remarks**

For the digital phenotype of BD, we found that, in the depressed phase, phase change in temporal (ie, decreased speech pause) and prosodic features (ie, decreased F0), but both increased when patients go into the hypomanic phase [84-88].

Independent of the phase, HRV appears reduced (ie, LF) [93], but the change in HRV between phases remains unclear [94,95,103]. For EDA, an electrodermal hypoactivity in a depressive state is reported, which increases when patients move toward euthymia [101].

**PTSD and Psychological Trauma**

**Speech Analysis**

The link between trauma and voice has been likewise explored. Monti et al [104] reported a significant relationship between voice fundamental frequency and the “total trauma” reported with the Childhood Trauma Questionnaire. Interestingly, after trauma recall, vocal jitter and voice irregularity (roughness) were strongly related to the existence of childhood trauma [104]. This suggests that variations in vibratory patterns of the vocal folds could have a relationship with childhood trauma recall. In another study, Monti et al [105] also found an association of anxious attachment and childhood neglect with intensity/loudness measures in singer’s voice. Anxious attachment was also positively correlated with jitter and irregularity. Moreover, in speech content, trauma narrative shows an increased use of first-person singular pronouns [106,107] and changes in narrative coherence [108,109].

As in depression, voice markers including F0, jitter, shimmer, and HNR are also found in PTSD [110,111]. Speech rate in both depression and PTSD was shown to be negatively correlated with severity of symptoms. Reduced tonality in vowel space is found in self-reported symptoms of both PTSD and depression [112]. However, in PTSD without MDD, voice markers showed slower and more monotonous speech and less change in tonality [113]. Finally, a recent study showed that audio intensity and reduced pitches per frame could predict PTSD, whereas reduced frequency of positive words seemed to rather predict depression [106].

**Nonverbal Behavior Analysis**

A core symptom of PTSD is an exaggerated startle response [2]. In their study on patients with PTSD, McTeague et al [114] focused on the eye-blink startle response to narrative texts corresponding to traumatic stories. The authors found a heightened startle reflex response during trauma imagery, which was also evident in reactivity to anger, panic, or physical danger compared with controls. Surprisingly, participants with multiple traumas showed a blunted reactivity compared with participants with a single trauma. Furthermore, participants with multiple traumas had more chronic and severe PTSD with more anxiety and mood comorbidity [114].

In the same paradigm, Blechert et al [115] studied the bodily startle response to electric stimuli in individuals with trauma, with and without PTSD. The results implied a primary response characterized by reflexlike facial and torso movement and a secondary response characterized by an emotional facial response. Besides, participants with PTSD had a stronger initial startle response and a more negatively valenced secondary facial expression compared with controls with trauma. Beyond the startle response to threat, several studies with eye tracking showed that higher levels of PTSD symptoms were associated with an increased attentional bias toward threat [116]. Some authors assumed that negative affect in PTSD could have an important role in maintaining this attention bias [117].

More generally, Katz et al [118] emphasized the importance of trauma disclosure. The authors analyzed 40 video interviews of children who have suffered an abuse, but only half of them disclosed it. Children who did not disclose the abuse showed specific nonverbal cues, such as more physical disengagement, than children who disclosed. Schultebrack et al [106] performed deep learning audio- and video-based classification of depression versus PTSD for 81 participants, 1 month after their admission to a trauma center following a traumatic exposure. The authors successfully classified between PTSD and MDD status with a high discriminatory accuracy. Likewise, several voice and video markers have been identified as predictive of either PTSD or MDD. In a video analysis, higher fear and anger expressivity were predictive of PTSD, while higher contempt expressivity was important for the classification of MDD. In an audio analysis, an increased use of first-person
singular pronouns, lower audio intensity, and reduced pitch were important features for the PTSD classification, whereas a reduced frequency of positive words was predictive of depression.

**Physiological Measures**

**Heart Rate Variability**
Several studies have investigated HRV in PTSD and suggested reduced parasympathetic activity in PTSD. Indeed, 2 meta-analyses found that HRV is lower both at rest and during stress in PTSD compared with controls. Particularly, RMSSD and HF-HRV were reduced, while SDNN and LF-HRV were also reduced, but with a smaller effect. Furthermore, a higher LF-to-HF ratio was found in PTSD [119,120]. Another meta-analysis [121] investigated the relationship between early life maltreatment (ELM) and resting-state HRV. Although no evidence for a relationship was found in comparative and correlational meta-analyses, the meta-regression analysis disclosed interesting results regarding both age and presence of psychopathology. In fact, studies including older-aged samples reported greater reductions in resting-state HRV in association with more severe ELM. Moreover, in clinical samples, compared with nonclinical samples, the authors found stronger reductions in resting-state HRV in ELM-exposed individuals compared with those nonexposed. The authors assumed that ELM could lead to alterations in the development of the autonomic nervous system, especially to an insufficient increase in vagal activity during childhood and adolescence, leading particularly to deficiencies in affective regulation that could increase the risk for psychopathology [121].

Finally, Stone et al [122] compared HF-HRV in women with depression with and without a history of childhood emotional abuse (CEA) and in controls without CEA, and reported that women with depression with CEA exhibited lower HF-HRV than both groups without CEA.

**Electrodermal Activity**
In patients with PTSD, higher subjective levels of intrusive reexperiencing have been linked to physiological reactivity during trauma recall, while acute dissociative symptoms could show reduced physiological reactivity to trauma memories. Actually, increased physiological reactivity was not associated with the self-report of memory avoidance or dissociation but rather with the degree of memory intrusiveness felt [123,124]. Thus, it can be hypothesized that persistently high physiological reactivity may facilitate chronic arousal dysregulation that disrupts neural systems and could lead to maintain the intrusiveness of remembering [125,126].

Patients with PTSD showed an increased physiological reactivity during trauma recall, while patients with depression had a low physiological response to the memory of an event that they associated with the onset of their depression [126]. Although some researchers suggest a possible attenuation of physiological reactivity in patients with PTSD by depressive symptoms [114], when comparing trauma recall between PTSD with and without depression, no blunting effect was found by depressive mood on physiological reactivity [126]. D’Andrea et al [127] studied individuals exposed to trauma and showed different autonomic reactivities in response to startling sounds according to the type and symptomatology of trauma. Indeed, blunted autonomic reactivity was found in participants with significant symptoms and early exposure to multiple traumas. Conversely, more attenuated trauma exposure had large heart rate acceleration and SCRs.

**Concluding Remarks**
In PTSD, modifications in speech prosodic and source features are found as in depression [104,110-113], but specific changes are reported in the speech content, especially during trauma narrative or trauma recall, that is, use of first-person singular pronouns [105,106], and changes in narrative coherence [108,109].

In the same way, behavior analysis shows a specific startle response during trauma recall (ie, eye blink or bodily startle) [114,115]. Besides, facial expressivity with higher fear or anger could be predictive of the presence of PTSD [106].

In physiological measures, for HRV, PTSD studies indicated a reduced parasympathetic activity (ie, HF, LF, and time domains) [119,120] as in depression. However, the presence of trauma in people with depression could further decrease HRV (ie, HF) [122]. For EDA, the presence of PTSD, especially with memory intrusiveness felt, leads to an increased EDA reactivity during trauma recall while acute dissociative symptoms could have the opposite effect [123,124,126].

**Discussion**

**Principal Expectations**
In this review, we were interested in the state-of-the-art application of new digital measurements to assess symptoms in patients with several psychiatric conditions. In particular, we explored digital markers through speech and behavioral analysis, as well as physiological measures such as HRV and EDA. We focused our research on depression and its different clinical characteristics.

**Limitations**
Although several databases have been included, relevant papers may have been missed due to the choice of keywords. This paper is not intended to be a systematic review and a broader review could explore other interesting areas. We included a wide range of study designs due to the exploratory nature of our review but the design of the included studies also limited the review. Other reviewers have attempted to reduce the study selection bias but they have acknowledged the possibility of subjectivity in their analyses of the findings.

In addition, we noticed that overall, most studies only investigated the use of 1 digital measure, except for a few that tried to combine, for instance, the measure of EDA with HRV or speech with behavioral analysis. Apart from a few ethological analyses, most studies analyzed the patient alone, without being in interaction. However, social interaction, especially during clinical interviews, seems to be the most important source of information for clinical assessment.
Moreover, we frequently found that each study used different measures that raise a problem of harmonization. For example, in speech analysis, some studies assessed the type of word used, prosodic or spectral features, or even analyzed a “toolkit” with hundreds of features. Further, certain studies investigated features extracted from free speech, whereas others focused on more constrained speech tasks.

Video analysis can be heterogeneous as well, in that some studies are interested in eyes, head, or torso movements at rest or during an evaluation. In HRV assessment, several studies used electrocardiogram but others used a finger clip sensor. In the same way, EDA can be measured with or without a concurrent task and with different types of technological tools, with variable degrees of precision.

Finally, we did not take into consideration articles dealing with depression with comorbid anxiety. Future research on this topic would be relevant to complete our findings.

**Implications for Practice**

Assuming that digital markers would help in the differential diagnosis for an MDE, clinicians will be able to make an early diagnosis. Thus, psychotherapy and drug treatment could be introduced early, and diagnostic and therapeutic mistakes could be limited.

Despite the lack of comparative studies, promising digital markers appear to emerge from this review, particularly within physiological measures such as HRV. In fact, patients with bipolar depression had more severe decrease than those with unipolar depression (ie, HF and LF-HRV) [99,100], whereas the presence of comorbid PTSD in MDD seems to induce a greater reactivity of physiological measures, especially when the clinician touched upon psychological trauma [126]. This reactivity with PTSD also seems to be reflected in speech and nonverbal behavioral analysis, which suggests other candidates for digital markers [108,109,114,115].

**Conclusion and Future Directions**

Despite many limitations, the studies detailed in our review showed promising results on the usefulness of digital phenotyping for the differential diagnosis of MDE. The authors believe that additional research is needed to better understand the potential value of digital phenotyping in clinical practice. Indeed, what should be relevant is a prospective and observational study in which different digital tools will be combined during recordings of social interaction. At least three distinct groups would be required: MDD, bipolar depression, and depression comorbid with PTSD. For each group, it would be interesting to merge speech, behavior, and physiological measures extracted from recordings of clinical interaction between patients and clinicians. By designing larger and comparative studies, a distinct digital phenotype could be defined for each of the aforesaid 3 groups. Thus, digital markers to help differential diagnosis could emerge.

Moreover, if large prospective studies are conducted, validated digital markers could be used for follow-up and for predicting treatment response or risk of relapse. Digital phenotyping could therefore contribute to personalized and precision medicine.
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Abstract

Background: Postpartum depression (PPD) is treatable and preventable, but most women do not seek professional help for their perinatal depressive symptoms. One increasingly popular approach of improving access to care is the use of web-based intervention programs.

Objective: The objective of this study was 2-fold: first, to assess the efficacy of Be a Mom, a brief web-based selective or indicated preventive intervention, in reducing depressive and anxiety symptoms of women at high risk for PPD; and second, to examine mechanisms of change linking modifiable self-regulatory skills (ie, emotion regulation, self-compassion, and psychological flexibility) to improved perinatal mental health outcomes.

Methods: This 2-arm, open-label randomized controlled trial involved a sample of 1053 perinatal women presenting high risk for PPD who were allocated to the Be a Mom intervention group or a waitlist control group and completed self-report measures at baseline and postintervention assessments. Univariate latent change score models were computed to determine changes over time in adjustment processes and outcomes, with a multigroup-model approach to detect differences between the intervention and control groups and a 2-wave latent change score model to examine whether changes in processes were related to changes in outcomes.

Results: Be a Mom was found to be effective in reducing depressive (intervention group: μΔ=−3.35; P<.001 vs control group: μΔ=−1.48; P<.001) and anxiety symptoms (intervention group: μΔ=−2.24; P<.001 vs control group: μΔ=−0.43; P=.04) in comparison with the control group, where such changes were inexistent or much smaller. All 3 psychological processes under study improved statistically significantly in posttreatment assessments: emotion regulation ability (Δχ²(sample)=12.3; P=.007) and psychological flexibility (Δχ²(sample)=34.9; P<.001) improved only in the intervention group, and although self-compassion increased in both groups (Δχ²(sample)=65.6; P<.001), these improvements were considerably greater in the intervention group.

Conclusions: These results suggest that Be a Mom, a low-intensity cognitive behavioral therapy program, is a promising first-line intervention for helping perinatal women, particularly those with early-onset PPD symptoms.

Trial Registration: ClinicalTrials.gov NCT03024645; https://clinicaltrials.gov/ct2/show/NCT03024645
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**Introduction**

**Background**

The perinatal period is a time of physical, psychological, and interpersonal changes, representing a particularly vulnerable moment in a woman’s life for the development of mental health problems [1]. During this challenging period, marked by positive and negative emotions that vary in frequency and intensity over time, women are at increased risk of developing mental health conditions of differing levels of severity, ranging from mild and transient emotional disturbance to more severe forms of psychopathology [2]. Postpartum depression (PPD), often concurrent with heightened anxiety, is a common and serious perinatal disorder with devastating and enduring effects on mothers’ well-being, infants’ health development, marital relationship, and overall family functioning [3].

Although PPD is treatable and amenable to preventive efforts, most women do not seek professional help for their perinatal depression symptoms [4], with recent research showing that attitudinal (eg, thinking that no one will be able to help), knowledge (eg, not knowing whether one’s problems are a reason to ask for help) and structural barriers (eg, not having time or not being able to afford treatment) are the most common help-seeking barriers of perinatal women [5]. One increasingly popular approach of improving access to treatment is the use of web-based intervention programs, particularly low-intensity interventions. These interventions offer several advantages over traditional formats of assistance, including greater temporal and local independency, anonymity, accessibility, and flexible delivery [6], making them particularly recommended for perinatal women.

Other web-based interventions have been developed for PPD [7], but most of them were not designed or tested for preventive purposes (with the notable exceptions of Mothers and Babies Course [8] and Sunnyside [9], which nevertheless failed to provide compelling evidence on their efficacy), and they relied exclusively on classic cognitive behavioral therapy (CBT) principles [10,11], thus neglecting various concepts emphasized by third wave CBT (eg, acceptance and cognitive defusion), which were recently added to traditional CBT packages to foster intervention processes and outcomes [12]. Third wave CBT represents an evolution and extension of traditional CBT approaches by highlighting the role of changeable transdiagnostic psychological processes (ie, functionally important pathways of change) over the reduction or elimination of psychological and emotional symptoms. Third wave methods emphasized issues such as emotion regulation, acceptance, values, goals, and metacognition, and rather than focusing on the content of a person’s thoughts and internal experiences, they focused on the context, processes, and functions of how a person relates to their internal experiences [13].

**Be a Mom**, a Web-Based Intervention to Prevent PPD

*Be a Mom* is a brief, self-guided, web-based selective or indicated preventive intervention that is primarily targeted at women who exhibit risk for PPD or present early-onset PPD symptoms. Grounded in CBT principles, it combines the classic CBT approach (eg, cognitive restructuring and activity scheduling) with more recent third wave CBT features (eg, values clarification and self-compassion). *Be a Mom* is a structured program with a modular approach that encompasses five sequential modules on the following topics: (1) changes and emotional reactions (changes and reorganizations during transition to parenthood; unrealistic expectations, role idealization, and the myths of perfect motherhood; and the cognitive-emotional-behavioral link); (2) cognitions (negative thoughts; reducing the power of thoughts: questioning and defusion; and self-criticism and self-compassion); (3) values and social support (values and commitment; social network: how to identify support needs and ask for help; and assertive communication: dealing with family and friends); (4) couple relationship (changes in the couple relationship during the postpartum period; assertive communication within the couple: negotiation and conflict resolution skills; and sharing parenthood values and commitments); and (5) PPD alert signs and professional help seeking (identify PPD signs and symptoms; professional help seeking; treatment options and how to seek help; and a continuing journey: planning for the future). The content of each module includes psychoeducational information combined with practical exercises and endorses the structured and goal-oriented nature of CBT sessions [14].

Preliminary evidence from a pilot randomized controlled trial (RCT) attested the feasibility of the program and its effectiveness in reducing depressive and anxiety symptoms of women at high risk for PPD [14]. Furthermore, a greater decrease in depressive symptoms was found to be associated with a greater decrease in emotion regulation difficulties and a greater increase in self-compassion, whereas psychological flexibility was found to be unrelated to changes in depression levels [15].

**This Study**

Although the mechanisms of change are the core of evidence-based interventions [12], an examination of these mechanisms within the context of web-based interventions for PPD had not been performed until recently [15]. Given the fact that interventions to prevent PPD are the most effective when they target women considered to be at risk [16], this RCT focused on a large sample of women at high risk for PPD to ascertain the mechanisms of change associated with the efficacy of *Be a Mom* in reducing PPD and postpartum anxiety symptoms because they often occur in comorbidity. Specifically, bearing in mind that depression and anxiety are distinct but highly concurrent clinical phenomena [3], the study sought to examine whether changes in psychological processes (ie, emotion regulation, self-compassion, and psychological flexibility) were associated with changes in depressive and anxiety symptoms among women who participated in the *Be a Mom* program (Figure 1).
Methods

Procedure

This study was a 2-arm, open-label RCT to assess the efficacy of the Be a Mom intervention, in comparison with a waitlist control group receiving usual care, among women presenting high risk for PPD. The trial has been registered at ClinicalTrials.gov (NCT03024645). The eligibility criteria to participate in the study were as follows: (1) being an adult woman (aged ≥18 years) in the early postpartum period (up to 3 months post partum), (2) presenting high risk for PPD (a score of ≥5.5 on the Postpartum Depression Predictors Inventory-Revised [PDPI-R; refer to the Measures subsection]), (3) having a computer or tablet device or smartphone and internet access at home, (4) having the ability to read and speak Portuguese, and (5) being a resident of Portugal. The exclusion criterion was the presence of a severe medically diagnosed health condition in the infant or in the mother (eg, cerebral palsy in the infant or schizophrenia spectrum or other psychotic disorders in the mother), as self-reported by mothers. The women who did not meet the eligibility criteria were informed through email and were advised to seek professional help, if needed.

Recruitment occurred on the web between January 25, 2019, and January 30, 2021, both through unpaid cross-posting and paid advertisements on social media networks (Facebook and Instagram). Paid advertisements and campaigns targeted women aged 18 to 45 years with interests in maternity topics with the following tagline: “Did you have a baby in the last three months? We want to know if ‘Be a Mom’ is effective in promoting postpartum women’s mental health, and you can help us! To know if you are eligible to participate in the study fill out the following form and we will contact you.” Before receiving access to the eligibility form (including a set of questions to assess eligibility criteria and contact information), women were given information about the study goals and procedures (including voluntary participation and data protection issues), the participants’ and researchers’ roles were clarified, and women were asked to provide their informed consent to participate in the study (by clicking the option “I understand and accept the conditions of the study”).

Eligible women who consented to participate in the study were administered baseline assessment (T0) using the web-based survey platform LimeSurvey (LimeSurvey GmbH). After completing the baseline assessment, eligible participants were randomly assigned using a computerized random number generator (allocation rate: 1:1) to the intervention group (Be a Mom intervention) or to the control group (waitlist group receiving usual care). According to the guidelines established by the pregnancy surveillance program in Portugal [17], usual postpartum care encompasses at least 1 medical appointment with a designated obstetrician or the woman’s family physician, as well as weekly visits to nursing services in primary care to monitor the general health status of the mothers and their infants during the first 2 months post partum. One of the researchers was responsible for randomization, whereas the other 2 researchers were responsible for the participants’ enrollment and group assignment. Participants were informed about their assigned group through email (no blinding to the assigned group) and instructed to seek no other intervention besides Be a Mom or usual care while participating in the RCT. Postintervention (T1) assessment was also performed on the web (through the LimeSurvey platform) in both intervention and control groups (after the intervention or 8 weeks after randomization). To reduce attrition, weekly reminders (email and SMS text messages on an alternate basis) were sent during 1 month to women who failed to complete the baseline and postintervention assessments.
The CONSORT-eHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online Telehealth) checklist [18,19] (See Multimedia Appendix 1) was used for study reporting.

**Intervention and Control Arms**

Women assigned to the intervention arm were invited by email to register on a password-protected website that contained the Be a Mom intervention [20] (access to the program was restricted to the invited women). Approximately 2 weeks after registration, participants were contacted via telephone by the research team to assess whether there were any difficulties in accessing the website and to clarify any questions concerning the program’s flow and functioning. After registration, the women had access to the 5 modules (the Couple Relationship module was only presented to women in a relationship), and they were instructed to complete 1 module per week in sequence, although a slower pace was allowed. Each module is approximately 45 minutes long. The women were given the option of pausing the module and resuming a session from the last page visited during subsequent access. Although it was generally recommended that they complete 1 module per week, given the usual competing demands of the postpartum period, they were allowed to complete the program to a maximum period of 8 weeks. Email reminders were sent automatically to the participants if they went 3, 7, and 13 days without accessing the program. The periodicity of the reminders was defined according to the guidelines provided by the software company that developed the web-based program and based on previous feedback obtained from postpartum women during the pilot RCT [14]. Of note, the sequence of periodical reminders restarted every time a woman returned to proceed with the program, that is, the reminders were unrelated to the amount of content that had already been completed. Asynchronous communication channels were provided for program-related support only. Access to the program was free of cost, and no compensation was offered to participants. Participants assigned to the control group were offered no intervention but were free to access usual care (as were all participants). At the end of the RCT (including 3-month and 12-month follow-up assessments), they were offered access to the Be a Mom intervention. Given that the first 3 to 4 months post partum seem to be a high-risk period for depression [21], the women in the waitlist control group were informed at the outset about their risk for PPD and instructed to interrupt their participation in the RCT and seek professional help within usual care if they felt that their health condition was worsening.

**Measures**

**Sociodemographic and Clinical Information**

A self-report form was used to gather information concerning the women’s sociodemographic (eg, age, marital status, number of children, employment status, educational level, household monthly income, and residence), clinical (eg, risk score), and infant (eg, age and sex) data.

**PPD Risk**

The Portuguese version of the PDPI-R [22] was used to identify women presenting high risk for PPD. This self-report questionnaire includes 39 items assessing well-identified risk factors for PPD (eg, prenatal depression and low social support) answered on a yes versus no dichotomous scale (except for items assessing marital and socioeconomic status). The PDPI-R total score ranges from 0 to 39, with higher scores indicating an increased risk for PPD. In Portuguese validation studies, a score of ≥5.5 was indicative of higher risk for PPD [22].

**Adjustment Outcomes**

**Depressive Symptoms**

The Portuguese version of the Edinburgh Postpartum Depression Scale (EPDS) [23] was used to assess PPD symptoms. The EPDS comprises 10 items that assess symptoms of depression in terms of their presence and severity in the previous 7 days. The items were rated on a 4-point frequency scale (ranging from 0 to 3), with higher scores being indicative of more severe depressive symptoms. In this study, the Cronbach α values for the EPDS were ≥.86.

**Anxiety Symptoms**

The anxiety subscale of the Hospital Anxiety and Depression Scale (Portuguese version) was used to assess anxiety symptoms [24]. The anxiety subscale comprises 7 items, answered on a 4-point response scale (ranging from 0 to 3) to evaluate the presence of anxiety symptoms in the week before completion of the program. Higher scores were indicative of more severe anxiety symptoms. The Cronbach α values for the anxiety subscale were ≥.82.

**Psychological Processes**

**Emotion Regulation**

The Portuguese version of the Difficulties in Emotion Regulation Scale-Short Form [25] was used to assess women’s emotion regulation abilities. This self-report questionnaire comprises 18 items developed to assess difficulties in using adaptive emotional regulation strategies, which were answered on a 5-point scale (ranging from 1=almost never to 5=almost always). The total score is used as a measure of emotion dysregulation [17]. Higher scores were suggestive of lower emotion regulation ability. The Cronbach α values for this scale were ≥.91.

**Self-compassion**

The Portuguese version of the Self-Compassion Scale-Short Form (SCS-SF) [26] was used to assess the women’s levels of self-compassion. The SCS-SF is a self-report questionnaire with 12 items, answered on a 5-point scale (ranging from 1=almost never to 5=almost always). A total score may be computed, with higher scores being indicative of higher levels of self-compassion. In this study, the Cronbach α values for the SCS-SF were ≥.88.

**Psychological Flexibility**

The Portuguese version of the Comprehensive Assessment of Acceptance and Commitment Therapy Processes (CompACT) [27] was used in this study to measure psychological flexibility. The CompACT is a self-report questionnaire with 18 items organized into 3 subscales: openness to experience, behavioral awareness, and valued action. The items were answered on a
7-point response scale (ranging from 0=strongly disagree to 6=strongly disagree). It is possible to compute a total score, with higher scores indicating higher psychological flexibility.

In this study, the Cronbach α values for the CompACT were ≥.86.

**Data Analyses**

SPSS software (version 22.0; IBM Corp) was used for descriptive and comparative analyses, and the Mplus program (version 7.0; Muthén & Muthén) was used for the examination of univariate latent change score (LCS) models. Descriptive statistics and comparison tests were computed for sample characterization and for comparing study completers and dropouts. Missed end points ranged from 32.4% (EPDS) to 40.2% (SCS-SF), and the pattern-of-missingness analysis suggested that data are missing completely at random (Little missing completely at random test: χ²_{LR}=9.7; P=.78). Missing data were handled using the full information maximum likelihood estimation [28].

To examine changes over time both in the adjustment outcomes (depressive and anxiety symptoms) and in the psychological processes (emotion regulation, self-compassion, and psychological flexibility), univariate LCS models were computed [29]. LCS is a structural equation modeling approach in which a within-participants approach is considered, with change between 2 time points in 1 variable being modeled as a latent factor (defined as the part of the score of the variable at T1 that is not identical to the score of the variable at T0). LCS models allow the estimation of (1) the mean intercept of the change between T0 and T1 (µΔ, latent factor), (2) the variance or residual variance of the change between T0 and T1 (σ²Δ), (3) the covariance between the individual’s score at T0 and the latent change factor (covΔ), and (4) the mean scores at T0 (Figure 2). A statistically significant positive mean intercept of the change (µΔ) suggests that, on average, an individual’s scores increased over time, whereas a statistically significant negative mean intercept suggests a decrease in the individual’s scores from T0 to T1. Moreover, a statistically significant variance or residual variance in the LCS factor suggests heterogeneity across individuals regarding the averaged trajectory [29,30].

A multigroup-model approach was used to check for differences between the intervention and control groups in LCS models: the full constrained model (in which the LCS estimates were constrained to be equal across the groups) and the unconstrained model (in which the LCS estimates were free to vary across the groups) were compared concerning model fit indices and chi-square differences (Δχ²). Statistically significant chi-square changes (Δχ²) indicate that the LCS model is different across the groups. The overall model fit was ascertained using the chi-square goodness-of-fit statistic (significance at P>.05), the comparative fit index (CFI; ≥.95), the root mean square of approximation (RMSEA; ≤.08), and the standardized root mean square residual (SRMR; ≤.08) [31,32]. In addition to the main analyses, multigroup-model comparison analyses (in which the full constrained model and the unconstrained models were compared) were repeated in 2 subgroups of women: evaluative respondents (ie, intention-to-treat analysis, by including women who completed both baseline and postintervention assessments in the statistical analyses) and women presenting clinically relevant depressive symptoms (ie, baseline EPDS scores of >9).

Although Be a Mom was originally developed as a web-based CBT intervention to prevent PPD, the multigroup comparison analysis was conducted in this subgroup of women to ascertain the efficacy of Be a Mom in improving the mental health of those women who were already presenting clinical levels of depressive symptoms.

Finally, to examine whether changes in psychological processes (emotion regulation, self-compassion, and psychological flexibility) were associated with changes in women’s adjustment outcomes (depressive and anxiety symptoms), a 2-wave LCS (2W-LCS) model was tested [30,33,34]. The 2W-LCS allows the estimation of the univariate LCS for each variable (ie, psychological processes: emotion regulation, self-compassion, and psychological flexibility; and adjustment outcomes: depressive and anxiety symptoms) and of the change-to-change effects (ie, the estimate of the effect of the change in one variable on the change of the other variable) of psychological processes (emotion regulation, self-compassion, and psychological flexibility) on adjustment outcomes. A positive and significative regression coefficient indicates that higher change scores in the antecedent variable are associated with higher change scores in the outcome variable, whereas a negative and significative regression coefficient indicates that higher change scores in the antecedent variable are associated with lower change scores in the outcome variable. As this study adopted a 2–time point longitudinal design, 2W-LCS was preferred over mediational analyses that typically require a 3–time point longitudinal design to be accurately performed. Moreover, this study sought to examine whether the proposed mechanisms of change differed in the intervention and control groups across time before analyzing their associations with changes in the levels of depressive and anxiety symptoms.

The 2W-LCS model allows the estimation of the correlations among individuals’ scores at baseline (ie, correlations among emotion regulation, self-compassion, psychological flexibility, depressive symptoms, and anxiety symptoms) and the correlations among LCSs (ie, correlations among changes in emotion regulation, self-compassion, and psychological flexibility, as well as correlations between depressive and anxiety symptoms). In addition, the 2W-LCS model allows the estimation of the cross-lagged paths between the scores of psychological processes (emotion regulation, self-compassion, and psychological flexibility) at baseline and the change score of anxiety and depression symptoms, as well as that of the cross-lagged paths between the scores of depressive and anxiety symptoms at baseline and the change score of anxiety and depression symptoms. A multigroup-model approach was used to check for differences between the intervention and control groups in 2W-LCS models: the full constrained model (in which the 2W-LCS estimates were constrained to be equal across the groups) was compared with the unconstrained model concerning model fit indices and chi-square differences (Δχ²).
**Ethics Approval**
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**Results**

**Participants**

Of the 2367 women enrolled in the study between January 25, 2019, and January 30, 2021, a total of 1980 (83.65%) women were assessed concerning risk for PPD. Of these 1980 women, 1376 (69.49%) who presented high risk for PPD were administered the baseline assessment. Of the 1376 eligible women, 1053 (76.52%) completed baseline assessment and were randomized to the intervention (n=542, 51.47%) or control (n=511, 48.52%) conditions. The participant flowchart is presented in Figure 3. The baseline sociodemographic and clinical characteristics of the participants are presented in Table 1. No baseline differences were found between the groups, with the exception of parity: a higher number of women in the intervention group reported that this is their first child (347/542, 63.7%, vs 296/511, 57.7%, in the control group; P=.046). Moreover, of the 1053 participants, 341 (32.38%) did not complete the postintervention assessments. Of the 267 intervention group participants who completed the postintervention assessments, 129 (48.3%) completed the Be a Mom program, whereas 62 (23.2%) only partially completed the program (ie, completed 2 or 3 modules), and 76 (28.5%) did not complete the program (ie, completed only 1 module). Differences between study completers and dropouts in terms of baseline characteristics were found concerning marital status (χ²=14.2; P=.003; a higher proportion of the dropouts were not married or cohabiting: completers, 61/712, 8.6%, vs dropouts, 73/341, 15.6%), educational level (χ²=19.7; P=.001; a higher proportion of the completers had a higher education degree: completers, 315/483, 65.2%, vs dropouts, 124/250, 49.5%), infant age (t=2.29; P=.02; women who dropped out from the study had older infants [mean age: 2.13, SD 0.98 years] than those who completed the study [mean age: 1.98, SD 0.94 years]), and level of risk (t=3.88; P<.001; women who dropped out from the study presented higher risk for PPD [mean 12.14, SD 5.00] than those who completed the study [mean 10.99, SD 4.26]). Of note, despite the higher proportion of dropouts in the intervention group than in the control group, the sociodemographic and clinical characteristics of women who completed both assessments (evaluative respondents) are similar in both groups, with the exception of parity (P>.001).

Variables that differ between the intervention and control groups and between the completers and dropouts were introduced as covariates in the analyses.
Figure 3. Participant flow diagram. PPD: postpartum depression.

Table 1. Baseline sociodemographic and clinical characteristics: comparison between the control and intervention groups (N=1053).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control group (n=511)</th>
<th>Intervention group (n=542)</th>
<th>Chi-square (df)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women's sociodemographic characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>32.81 (4.66)</td>
<td>32.91 (4.40)</td>
<td>N/A(^b)</td>
<td>-0.35 (1051)</td>
<td>.73</td>
</tr>
<tr>
<td>Marital status (married or living together), n (%)</td>
<td>457 (89.4)</td>
<td>482 (88.9)</td>
<td>1.5 (3)</td>
<td>N/A</td>
<td>.69</td>
</tr>
<tr>
<td>Number of children (primiparous), n (%)</td>
<td>296 (57.9)</td>
<td>347 (64.0)</td>
<td>4.0 (1)</td>
<td>N/A</td>
<td>.046</td>
</tr>
<tr>
<td>Educational level (higher education), n (%)</td>
<td>214 (60.2)</td>
<td>225 (59.5)</td>
<td>3.5 (5)</td>
<td>N/A</td>
<td>.63</td>
</tr>
<tr>
<td>Professional status (employed), n (%)</td>
<td>427 (85.3)</td>
<td>465 (88.1)</td>
<td>6.3 (4)</td>
<td>N/A</td>
<td>.18</td>
</tr>
<tr>
<td>Monthly income (&lt;€1000 [&lt;US $1074]), n (%)</td>
<td>325 (63.6)</td>
<td>344 (63.4)</td>
<td>3.6 (4)</td>
<td>N/A</td>
<td>.46</td>
</tr>
<tr>
<td>Residence (urban), n (%)</td>
<td>404 (79.1)</td>
<td>434 (80.1)</td>
<td>0.2 (1)</td>
<td>N/A</td>
<td>.68</td>
</tr>
<tr>
<td>Women's baseline risk score (PDPI-R(^b)), mean (SD)</td>
<td>11.44 (4.57)</td>
<td>11.28 (4.53)</td>
<td>N/A</td>
<td>0.57 (1051)</td>
<td>.57</td>
</tr>
</tbody>
</table>

| Infant’s characteristics                      |                       |                            |                 |             |         |
| Age (months), mean (SD)                       | 1.99 (0.93)           | 2.06 (0.98)                | N/A             | -1.08 (1051)| .28     |
| Sex (male), n (%)                             | 263 (51.5)            | 260 (48)                   | 2.8 (1)         | N/A         | .25     |

\(^{a}\)N/A: not applicable.

\(^{b}\)PDPI-R: Postpartum Depression Predictors Inventory-Revised.
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Table 2 presents the descriptive statistics at the baseline and postintervention assessments for the study variables, as well as the LCS estimates for the intervention and control groups.

Concerning adjustment outcomes (depressive and anxiety symptoms), the full constrained model presented globally a poor fit to data (depressive symptoms: $\chi^2=41.4; P<.001; \text{CFI}=0.894$; RMSEA=0.133, 90% CI 0.098-0.171; $P<.001$; SRMR=0.111; anxiety symptoms: $\chi^2=36.0; P<.001; \text{CFI}=0.906$; RMSEA=0.123, 90% CI 0.088-0.162; $P<.001$; SRMR=0.097), whereas the unconstrained model presented a good fit (depressive symptoms: $\chi^2=5.8; P=.02; \text{CFI}=0.986$; RMSEA=0.095, 90% CI 0.033-0.176; $P=.11$; SRMR=0.039; $\Delta\chi^2=35.7; P<.001$; anxiety symptoms: $\chi^2=6.0; P=.01; \text{CFI}=0.985$; RMSEA=0.097, 90% CI 0.035-0.178; $P=.10$; SRMR=0.040; $\Delta\chi^2=30.0; P<.001$), supporting differences in LCSs among the groups. The LCS estimates (Table 2) suggest a statistically significant decrease in depressive symptoms from baseline to after the intervention in both groups. However, the decrease is 2.9-fold higher in the intervention group. Moreover, a statistically significant decrease in anxiety symptoms from T0 to T1 was found only in the intervention group. Changes were found to be heterogeneous across individuals in both the groups (Table 2). Furthermore, the covariance between the levels of anxiety and depressive symptoms at T0 and the amount of change over time were statistically significant ($P<.001$; Table 2), suggesting that the higher the depressive and anxiety symptoms at baseline, the greater the increase in change scores.

Subgroup analyses were performed considering 2 subgroups: evaluative respondents (women who completed both assessments) and women presenting an EPDS score of $>9$ at baseline. Concerning the evaluative respondents, the unconstrained model presented a better fit to the data than the constrained model for both depressive ($\Delta\chi^2=179.0; P<.001$) and anxiety symptoms ($\Delta\chi^2=35.3; P<.001$). The women in the intervention group reported a statistically significant higher decrease in depressive (intervention group: $\mu=2.41; P<.001$ vs control group: $\mu=0.71; P=.001$) and anxiety symptoms (intervention group: $\mu=2.41; P<.001$ vs control group: $\mu=0.71; P=.74$). Concerning the women presenting an EPDS score of $>9$ at baseline, the unconstrained model also presented a better fit to the data than the constrained model for depressive ($\Delta\chi^2=88.9; P<.001$) and anxiety symptoms ($\Delta\chi^2=27.8; P<.001$). Once again, the women in the intervention group reported a significantly higher decrease in depressive (intervention group: $\mu=3.35; P<.001$ vs control group: $\mu=1.48; P<.001$) and anxiety symptoms (intervention group: $\mu=2.24; P<.001$ vs control group: $\mu=-0.43; P=.04$).

Concerning psychological processes (emotion regulation, self-compassion, and psychological flexibility) too, the unconstrained models presented a better model fit than the full constrained models, suggesting differences in LCS estimates among the groups. Specifically, for emotion regulation (full constrained model: $\chi^2=18.0; P<.001; \text{CFI}=0.965$; RMSEA=0.082, 90% CI 0.046-0.122; $P<.001$; SRMR=0.072; unconstrained model: $\chi^2=5.7; P=.02$; CFI=0.988; RMSEA=0.095, 90% CI 0.03-0.176; $P=.11$; SRMR=0.041; $\Delta\chi^2=12.3; P=.007$), the LCSs suggest a statistically significant decrease in emotion regulation difficulties from T0 to T1 in the intervention group but not in the control group. Concerning self-compassion (full constrained model: $\chi^2=68.1; P<.001$; CFI=0.889; RMSEA=0.174, 90% CI 0.140-0.212; $P<.001$; unconstrained model: $\chi^2=2.6; P=.11$; CFI=0.997; RMSEA=0.054, 90% CI 0.000-0.141; $P=.33$; SRMR=0.027; $\Delta\chi^2=65.6; P<.001$), the LCS estimates suggest a statistically significant increase in the levels of self-compassion over time in both groups. However, the increase is 4.5-fold higher in the intervention group. Finally, concerning psychological flexibility (full constrained model: $\chi^2=41.1; P<.001$; CFI=0.923; RMSEA=0.133, 90% CI 0.098-0.171; $P<.001$; unconstrained model: $\chi^2=6.2; P=.01$; CFI=0.989; RMSEA=0.099, 90% CI 0.360-0.180; $P=.09$; SRMR=0.041; $\Delta\chi^2=34.9; P<.001$), a statistically significant increase in the levels of psychological flexibility over time was found in the intervention group but not in the control group (Table 2). Changes were found to be heterogeneous across individuals in both groups. Furthermore, the covariance between the levels of emotion regulation, self-compassion, and psychological flexibility at T0 and amount of change over time were statistically significant (Table 2), suggesting that the higher the emotion regulation difficulties at baseline, the greater the decrease in emotion regulation difficulties over time, and the lower the self-compassion and psychological flexibility at baseline, the greater the increase in these variables over time.

Subgroup analyses were also performed. Concerning the evaluative respondents, the unconstrained models presented a better fit to the data than the constrained models for all the variables (emotion regulation: $\Delta\chi^2=8.5; P<.001$; self-compassion: $\Delta\chi^2=59.4; P<.001$; and psychological flexibility: $\Delta\chi^2=32.3; P<.001$). The LCS estimates were different across the groups: in the intervention group, women reported a statistically significant decrease in emotion regulation difficulties ($\mu=1.506; P=.047$) and a statistically significant increase in self-compassion ($\mu=2.585; P<.001$) and psychological flexibility ($\mu=2.490; P=.003$), whereas no statistically significant changes were found in the control group (emotion regulation: $\mu=0.689; P=.25$; self-compassion: $\mu=0.537; P=.06$; and psychological flexibility: $\mu=0.474; P=.32$). Concerning the women presenting an EPDS score of $>9$ at baseline, a similar pattern was found with the unconstrained models presenting a better fit to the data for all the variables than the constrained models (emotion regulation: $\Delta\chi^2=10.9; P<.001$; self-compassion: $\Delta\chi^2=44.4; P<.001$; and psychological flexibility: $\Delta\chi^2=25.4; P<.001$). In addition, the women in the intervention group reported a statistically significant decrease in emotion regulation difficulties ($\mu=3.748; P<.001$) and a statistically significant increase in...
self-compassion ($\mu_\Delta = 3.229; P < .001$) and psychological flexibility ($\mu_\Delta = 4.880; P < .001$), whereas the women in the control group reported no statistically significant change in emotion regulation ($\mu_\Delta = -0.264; P = .70$) or self-compassion ($\mu_\Delta = 0.499; P = .16$) and a statistically significant but smaller change only in psychological flexibility ($\mu_\Delta = 1.158; P = .049$).

In fact, when we analyze the LCS estimates of the total sample and of the women presenting an EPDS score of $>9$ at baseline, we observe a higher change in psychological processes among the women presenting clinically relevant depressive symptoms who participate in the Be a Mom intervention. See Multimedia Appendix 2, Table S1, for exact $P$ values.

### Table 2. Changes in adjustment outcomes and psychological processes over time in the intervention and control groups: descriptive statistics and univariate latent change score (LCS) estimates.

<table>
<thead>
<tr>
<th>Descriptive statistics</th>
<th>Univariate LCS estimates$^a$</th>
<th>Control group, B (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention group, mean (SD)</td>
<td>Control group, mean (SD)</td>
</tr>
<tr>
<td></td>
<td>$T_0$ (n=542)</td>
<td>$T_1$ (n=267)</td>
</tr>
<tr>
<td>EPDS$^f$</td>
<td>10.99 (5.14)</td>
<td>8.75 (4.53)</td>
</tr>
<tr>
<td>HADS-A$^f$</td>
<td>7.77 (4.13)</td>
<td>6.57 (3.93)</td>
</tr>
<tr>
<td>DERS$^b$</td>
<td>42.28 (13.29)</td>
<td>39.47 (13.07)</td>
</tr>
<tr>
<td>SCS-SF$^d$</td>
<td>35.80 (8.95)</td>
<td>34.93 (8.64)</td>
</tr>
<tr>
<td>CompACT$^d$</td>
<td>58.56 (14.33)</td>
<td>61.30 (15.53)</td>
</tr>
</tbody>
</table>

$^a$The latent change score estimates presented correspond to the unconstrained model (where the latent change score parameters were free to vary across the groups, except for means at baseline, which were constrained to be equal across the groups). Unstandardized estimates are presented.

$^b$Baseline assessment.

$^c$T1: postintervention assessment.

$^d$ $\mu_\Delta$: mean intercept of the latent change factor.

$^e$ $\sigma^2_\Delta$: variance of the latent change factor.

$^f$EPDS: Edinburgh Postpartum Depression Scale (depressive symptoms).

$^g$HADS-A: Hospital Anxiety and Depression Scale, anxiety subscale (anxiety symptoms).

$^h$DERS: Difficulties in Emotion Regulation Scale (emotion regulation difficulties).

$^i$SCS-SF: Self-Compassion Scale-Short Form (self-compassion).

$^j$CompACT: Comprehensive Assessment of Acceptance and Commitment Therapy Processes (psychological flexibility).

* $P < .05$.

** $P < .01$.

*** $P < .001$.

### Change-to-Change Effects of Psychological Processes on Adjustment Outcomes

A 2W-LCS model was tested, in which we computed not only the univariate LCS for each variable but also the change-to-change effects of the psychological processes (emotion regulation, self-compassion, and psychological flexibility) on the adjustment outcomes (depressive and anxiety symptoms). A multigroup-model approach was used to test whether the path models were similar or different across the intervention and control groups. The first model to be tested was the fully constrained model (model A, in which the univariate LCSs, the cross-lagged effects, and the change-to-change effects were constrained to be equal across the groups). This model presented an acceptable fit to the data ($$\chi^2_{103} = 326.3; P < .001$; CFI = 0.946; RMSEA = 0.064, 90% CI 0.056-0.072; $P = .002$; SRMR = 0.078). The second model to be tested (model B) was the model in which the LCSs and the cross-lagged effects were constrained to be equal across the groups, but the change-to-change effects were free to vary across the groups. This model presented a slightly better fit to the data than the fully constrained model ($$\chi^2_{87} = 322.7; P < .001$; $\chi^2_{87} = 322.7; P < .001$; CFI = 0.946; RMSEA = 0.066, 90% CI 0.058-0.074; $P = .001$; SRMR = 0.078), suggesting that change-to-change effects differ across the groups. The third model to be tested (model C) was the model in which the LCSs were constrained to be equal across the groups, but the cross-lagged effects and the change-to-change effects were free to vary across the groups. Compared with model B, model C presented a better fit to the data ($$\chi^2_{121} = 21.2; P < .001$; $\chi^2_{87} = 301.5; P < .001$; CFI = 0.948; RMSEA = 0.068, 90% CI 0.060-0.077; $P = .001$; SRMR = 0.076). Finally, the unconstrained model (model D, in which the LCSs, cross-lagged effects, and change-to-change effects were free to vary across the groups) was tested and compared with model...
C, presenting a statistically significantly better fit to the data ($\Delta \chi^2 = 48.6; \ P < .001; \ \chi^2 = 252.8; \ P < .001; \ \text{CFI} = 0.96; \ \text{RMSEA} = 0.063, 90\% \text{CI} 0.054-0.072; \ P = .001; \ \text{SRMR} = 0.072$), which suggests that the univariate LCSs, the cross-lagged effects, and the change-to-change effects were different across the groups. Table 3 presents the standardized estimates of the different parameters for both the intervention and control groups.

Concerning correlations among the variables at baseline, statistically significant and large associations were found in both groups (Table 3). Of note, higher levels of emotion regulation difficulties and lower levels of self-compassion and psychological flexibility were statistically significantly associated with higher levels of depressive and anxiety symptoms at baseline in both groups.

Concerning cross-lagged effects, different patterns were found in the intervention and control groups. In the intervention group, higher levels of emotion regulation difficulties at baseline were associated with a higher change in depressive and anxiety symptoms, and higher levels of self-compassion and psychological flexibility at baseline were associated with a lower change in anxiety symptoms. Moreover, higher levels of depressive symptoms at baseline were associated with a significantly higher change in the levels of self-compassion and psychological flexibility. Conversely, in the control group, higher levels of emotion regulation difficulties at baseline were associated with a higher change in anxiety symptoms, and higher levels of psychological flexibility at baseline were associated with a higher change in depressive and anxiety symptoms. In addition, in the control group, higher levels of anxiety and depressive symptoms were associated with a lower change in the levels of emotion regulation over time (Table 3).

Concerning correlations among the change effects (univariate LCSs), statistically significant and moderate associations were found between changes in depressive symptoms and changes in anxiety symptoms in both groups (intervention group: $B=0.377, \ SE \ 0.053; \ P < .001$; control group: $B=0.356, \ SE \ 0.042; \ P < .001$), suggesting that the higher the decrease in depressive symptoms, the higher the decrease in anxiety symptoms. Moreover, statistically significant associations were found among changes in psychological processes in both groups, with a higher decrease in emotion regulation difficulties being associated with a higher increase in self-compassion and psychological flexibility and a higher increase in self-compassion being associated with a higher increase in psychological flexibility. However, the strength of the associations seems to be higher in the intervention group than in the control group (Table 3).

Finally, concerning change-to-change effects, a higher increase in self-compassion and psychological flexibility was statistically significantly associated with a higher reduction in depressive and anxiety symptoms in both the intervention and control groups. Moreover, a higher decrease in emotion regulation difficulties was associated with a higher reduction in anxiety symptoms in the intervention group and with a higher reduction in both depressive and anxiety symptoms in the control group (Table 3).
Table 3. Two-wave latent change score–model estimates: correlations at baseline, cross-lagged effects, and change-to-change effects in the intervention group and control group.

<table>
<thead>
<tr>
<th>Correlations between variables at baseline</th>
<th>Intervention group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (SE)</td>
<td>P value</td>
</tr>
<tr>
<td>EPDS&lt;sub&gt;T0&lt;/sub&gt; ↔ HADS-A&lt;sup&gt;a&lt;/sup&gt;&lt;sub&gt;T0&lt;/sub&gt;</td>
<td>0.721 (0.021)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EPDS&lt;sub&gt;T0&lt;/sub&gt; ↔ DERS&lt;sup&gt;d&lt;/sup&gt;&lt;sub&gt;T0&lt;/sub&gt;</td>
<td>0.609 (0.026)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EPDS&lt;sub&gt;T0&lt;/sub&gt; ↔ SCS-SF&lt;sup&gt;f&lt;/sup&gt;&lt;sub&gt;T0&lt;/sub&gt;</td>
<td>-0.566 (0.028)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EPDS&lt;sub&gt;T0&lt;/sub&gt; ↔ CompACT&lt;sup&gt;i&lt;/sup&gt;&lt;sub&gt;T0&lt;/sub&gt;</td>
<td>-0.594 (0.027)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HADS-A&lt;sub&gt;T0&lt;/sub&gt; ↔ DERS&lt;sub&gt;T0&lt;/sub&gt;</td>
<td>0.604 (0.027)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HADS-A&lt;sub&gt;T0&lt;/sub&gt; ↔ SCS-SF&lt;sub&gt;T0&lt;/sub&gt;</td>
<td>-0.562 (0.030)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HADS-A&lt;sub&gt;T0&lt;/sub&gt; ↔ CompACT&lt;sub&gt;T0&lt;/sub&gt;</td>
<td>-0.574 (0.029)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DERS&lt;sub&gt;T0&lt;/sub&gt; ↔ SCS-SF&lt;sub&gt;T0&lt;/sub&gt;</td>
<td>-0.720 (0.021)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DERS&lt;sub&gt;T0&lt;/sub&gt; ↔ CompACT&lt;sub&gt;T0&lt;/sub&gt;</td>
<td>-0.651 (0.025)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SCS-SF&lt;sub&gt;T0&lt;/sub&gt; ↔ CompACT&lt;sub&gt;T0&lt;/sub&gt;</td>
<td>0.589 (0.028)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Cross-lagged effects between psychological processes at T0 and change in adjustment outcomes

<table>
<thead>
<tr>
<th>Cross-lagged effects between psychological processes at T0 and change in adjustment outcomes</th>
<th>Intervention group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>DERS&lt;sub&gt;T0&lt;/sub&gt; → EPDS change&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.087 (0.043)</td>
<td>.04</td>
</tr>
<tr>
<td>SCS-SF&lt;sub&gt;T0&lt;/sub&gt; → EPDS change</td>
<td>-0.042 (0.043)</td>
<td>.33</td>
</tr>
<tr>
<td>CompACT&lt;sub&gt;T0&lt;/sub&gt; → EPDS change</td>
<td>-0.059 (0.044)</td>
<td>.18</td>
</tr>
<tr>
<td>DERS&lt;sub&gt;T0&lt;/sub&gt; → HADS-A change&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0.213 (0.037)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SCS-SF&lt;sub&gt;T0&lt;/sub&gt; → HADS-A change</td>
<td>-0.162 (0.040)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CompACT&lt;sub&gt;T0&lt;/sub&gt; → HADS-A change</td>
<td>-0.089 (0.041)</td>
<td>.03</td>
</tr>
</tbody>
</table>

Cross-lagged effects between adjustment outcomes at T0 and change in psychological processes

<table>
<thead>
<tr>
<th>Cross-lagged effects between adjustment outcomes at T0 and change in psychological processes</th>
<th>Intervention group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPDS&lt;sub&gt;T0&lt;/sub&gt; → DERS change&lt;sup&gt;i&lt;/sup&gt;</td>
<td>-0.064 (0.051)</td>
<td>.21</td>
</tr>
<tr>
<td>HADS-A&lt;sub&gt;T0&lt;/sub&gt; → DERS change</td>
<td>-0.098 (0.054)</td>
<td>.07</td>
</tr>
<tr>
<td>EPDS&lt;sub&gt;T0&lt;/sub&gt; → SCS-SF change&lt;sup&gt;l&lt;/sup&gt;</td>
<td>0.101 (0.051)</td>
<td>.046</td>
</tr>
<tr>
<td>HADS-A&lt;sub&gt;T0&lt;/sub&gt; → SCS-SF change</td>
<td>0.057 (0.054)</td>
<td>.29</td>
</tr>
<tr>
<td>EPDS&lt;sub&gt;T0&lt;/sub&gt; → CompACT change&lt;sup&gt;k&lt;/sup&gt;</td>
<td>0.114 (0.051)</td>
<td>.02</td>
</tr>
<tr>
<td>HADS-A&lt;sub&gt;T0&lt;/sub&gt; → CompACT change</td>
<td>0.073 (0.054)</td>
<td>.17</td>
</tr>
</tbody>
</table>

Correlations between changes in psychological processes

<table>
<thead>
<tr>
<th>Correlations between changes in psychological processes</th>
<th>Intervention group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>DERS change ↔ SCS-SF change</td>
<td>-0.556 (0.044)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DERS change ↔ CompACT change</td>
<td>-0.490 (0.049)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SCS-SF change ↔ CompACT change</td>
<td>0.492 (0.049)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Change-to-change effects

<table>
<thead>
<tr>
<th>Change-to-change effects</th>
<th>Intervention group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>DERS change → EPDS change</td>
<td>0.099 (0.065)</td>
<td>.13</td>
</tr>
<tr>
<td>SCS-SF change → EPDS change</td>
<td>-0.245 (0.065)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CompACT change → EPDS change</td>
<td>-0.333 (0.060)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DERS change → HADS-A change</td>
<td>0.219 (0.062)</td>
<td>.001</td>
</tr>
<tr>
<td>SCS-SF change → HADS-A change</td>
<td>-0.172 (0.063)</td>
<td>.006</td>
</tr>
<tr>
<td>CompACT change → HADS-A change</td>
<td>-0.290 (0.059)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
In a systematic review of CBT interventions to prevent PPD, Werner et al [16] noted that 4 out of 6 studies reporting success in the alleviation of PPD targeted only women considered to be at risk (with sample sizes ranging from 27 to 241 participants). Nevertheless, none of these face-to-face studies examined the mechanisms of change underlying the observed reductions in depressive symptoms. The results from our study were based on a large sample of women at high risk for PPD and make important contributions to the field by ascertaining the links between enhanced self-regulatory skills and improved perinatal mental health outcomes in a web-based CBT individual intervention that was specifically devised to prevent PPD. It bears recalling that most web-based interventions for PPD were not specifically designed or tested for preventive purposes and that they relied exclusively on classic CBT [7,10,11]; moreover, 2 of the few internet-based CBT interventions for the prevention of PPD—Mothers and Babies Course and Sunny side—also relied exclusively on traditional CBT, with the former resulting from an adaptation of a group-based face-to-face intervention [8] and the latter resulting from an adaptation of a group-based internet intervention [9]. In both cases, the programs encompassed 8 sessions, and the examination of the effects of the preventive interventions revealed that they failed to reach statistical significance in the respective RCTs [8,9].

Currently, the available internet-based interventions for PPD are mostly based on CBT, and even if the effect of CBT alone cannot be fully ascertained regarding the prevention of PPD, the overall trend gives cause for optimism, provided that the development of such programs is tailored to the needs and expectations of end users [36]. Taken together, this study contributes to the existing literature on CBT interventions to prevent PPD in 3 ways: first, it gathered compelling evidence for the efficacy of Be a Mom in reducing depressive and anxiety symptoms in a fairly large sample of women identified as being at high risk for PPD; second, it determined the role of self-regulatory psychological processes in the putative mechanisms of change linking participation in the CBT-based Be a Mom intervention with improved mental health outcomes; and third, it lends support to a preventive web-based intervention that was originally developed with the integration of classic and third wave CBT elements and methodically based on end users’ appraisals [14,37].

**Limitations**

This RCT provided good evidence for the efficacy of Be a Mom and related mechanisms of change, from which causal and  

**Discussion**

**Principal Findings**

This trial investigated the mechanisms of change associated with the efficacy of Be a Mom, a web-based preventive intervention, in postpartum women at high risk for PPD. Be a Mom was found to be uniquely effective in reducing depressive and anxiety symptoms from baseline to after the intervention in comparison with the control group where such changes were inexistent or much smaller. This pattern of symptom reduction was similar when considering only the participants who completed both assessments and when considering women presenting clinically relevant symptoms of depression (i.e., EPDS score of >9) at baseline. This finding consolidates and extends previous evidence for the efficacy of Be a Mom in targeting both clusters of symptoms [14]. Moreover, the fact that higher levels of psychopathological symptoms at baseline were related to greater posttreatment improvements suggests that this low-intensity program may be a promising first-line intervention for helping women considered to be at risk, particularly those with early-onset PPD symptoms.

In addition to the positive effects that Be a Mom revealed at the level of symptom reduction, the examination of concomitant psychological processes was conducted as a crucial step in producing a reliable account of the mechanisms involved in the change processes [12]. All the 3 psychological processes under study improved statistically significantly (with greater enhancements over time related to greater impairments at the baseline) in posttreatment assessments: emotion regulation ability and psychological flexibility improved only in the intervention group, and although self-compassion increased in both groups, these improvements were considerably greater in the intervention group. These psychological processes were nuclear processes that were expected to be promoted through third wave CBT approaches [13] and therefore in line with the therapeutic framework that supported the development of the Be a Mom program. Moreover, a higher increase in self-compassion and psychological flexibility was associated with greater overall symptom reduction, although a higher decrease in emotion regulation difficulties was related to a reduction in anxiety symptoms only. This pattern of associations is consistent with previous reports of difficulties in emotion regulation (as assessed herein) being distinctively related to anxiety symptoms, even when depressive symptoms are controlled [35].

---

**Notes**

aEPDS: Edinburgh Postpartum Depression Scale (depressive symptoms).
bT0: baseline.
cHADS-A: Hospital Anxiety and Depression Scale, anxiety subscale (anxiety symptoms).
dDERS: Difficulties in Emotion Regulation Scale (emotion regulation difficulties).
eSCS-SF: Self-Compassion Scale-Short Form (self-compassion).
fCompACT: Comprehensive Assessment of Acceptance and Commitment Therapy Processes (psychological flexibility).
gEPDS change: change in depressive symptoms over time.
hHADS-A change: change in anxiety symptoms over time.
iSCS-SF change: change in emotion regulation difficulties over time.
jCompACT change: change in psychological flexibility over time.
functional accounts can be further developed. Nevertheless, a few limitations should be considered in this study. First, web-based recruitment was the preferred method for enrolling participants at the cost of excluding women with the lowest levels of digital literacy as well as those who, through lack of interest or opportunity, do not use social media at all. The recruitment strategy targeted women through specific advertisements, thus being prone to volunteer bias. Moreover, although the women were instructed to seek no other intervention besides Be a Mom or usual care while participating in the RCT, the access to other web-based resources was not monitored. Second, eligible women were assessed on the web regarding their risk for developing PPD, which may also increase the risk for self-selection bias (ie, women with greater interest in the study or experiencing higher distress may have been prone to participate, thus not ensuring the representativeness of all women at risk for PPD in the resultant sample). Third, the dropout rate after the treatment (341/1053, 32.23%, in the total sample) was higher in the intervention group than in the control group. This could be because no compensation was offered in the study, and most women in the intervention group who dropped out from the Be a Mom program reported lack of time as the main reason for dropping out (suggesting that they may not have had the time to complete the assessment protocol). Despite this imbalance, both groups presented similar sociodemographic characteristics even when considering only women who completed both assessments, and the characteristics that distinguish completers and dropouts (in the total sample) were introduced as covariates in the analyses. Fourth and last, data were exclusively collected through self-report measures, which may be easily affected by social desirability factors (eg, the myths of perfect motherhood).

Conclusions and Future Directions
This study demonstrated the efficacy of Be a Mom in reducing the psychological maladjustment of postpartum women considered to be at risk for PPD through the enhancement of core psychological processes such as emotion regulation, psychological flexibility, and self-compassion. To provide further evidence of the efficacy of Be a Mom in preventing PPD, more follow-up assessments are needed (up to 12 months post partum), while controlling for the time between assessments in the respective analyses. According to the criteria suggested by the American Psychological Association (Division 12 Task Force on Psychological Interventions) for empirically validated treatments, the conduction of additional RCTs would be desirable to eventually ascertain Be a Mom as a well-established intervention. Moreover, Be a Mom was recently investigated as a universal preventive intervention, with, as in our study, promising results in the promotion of positive mental health among postpartum women with low risk for PPD [38].
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Abstract

Background: One of the reasons why students go to counseling is being called on based on self-reported health survey results. However, there is no concordant standard for such calls.

Objective: This study aims to develop a machine learning (ML) model to predict students’ mental health problems in 1 year and the following year using the health survey’s content and answering time (response time, response time stamp, and answer date).

Methods: Data were obtained from the responses of 3561 (62.58%) of 5690 undergraduate students from University A in Japan (a national university) who completed the health survey in 2020 and 2021. We performed 2 analyses; in analysis 1, a mental health problem in 2020 was predicted from demographics, answers for the health survey, and answering time in the same year, and in analysis 2, a mental health problem in 2021 was predicted from the same input variables as in analysis 1. We compared the results from different ML models, such as logistic regression, elastic net, random forest, XGBoost, and LightGBM. The results with and without answering time conditions were compared using the adopted model.

Results: On the basis of the comparison of the models, we adopted the LightGBM model. In this model, both analyses and conditions achieved adequate performance (eg, Matthews correlation coefficient [MCC] of with answering time condition in analysis 1 was 0.970 and MCC of without answering time condition in analysis 1 was 0.976; MCC of with answering time condition in analysis 2 was 0.986 and that of without answering time condition in analysis 2 was 0.971). In both analyses and in both conditions, the response to the questions about campus life (eg, anxiety and future) had the highest impact (Gain 0.131-0.216; Shapley additive explanations 0.018-0.028). Shapley additive explanations of 5 to 6 input variables from questions about campus life were included in the top 10. In contrast to our expectation, the inclusion of answering time–related variables did not exhibit substantial improvement in the prediction of students’ mental health problems. However, certain variables generated based on the answering time are apparently helpful in improving the prediction and affecting the prediction probability.

Conclusions: These results demonstrate the possibility of predicting mental health across years using health survey data. Demographic and behavioral data, including answering time, were effective as well as self-rating items. This model demonstrates the possibility of synergistically using the characteristics of health surveys and advantages of ML. These findings can improve health survey items and calling criteria.

(JMIR Ment Health 2023;10:e42420) doi:10.2196/42420
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Introduction

Background
In Japan, 57% of female and 48% of male students seek counseling voluntarily [1]. Others seek counseling after being referred by teachers, families, friends, or health service centers. Health service centers use health surveys as clues for counseling calls. A health survey is mainly conducted as a self-reported screening test or an interview along with health checkups [2].

The style of mental health surveys differs among universities. Participants in the survey range from first-year students to undergraduate students to all students, including graduate students. The content is also diverse, with the University Personality Inventory (UPI) [3] and General Health Questionnaire (GHQ) [4,5] being frequently used [6]. Similarly, the criteria for calling using a mental health survey are inconsistent [7]. It is challenging to devise uniform criteria that will aid in efficient calling. To address this issue, we propose that machine learning (ML) would aid in developing a universal method for detecting and predicting mental health problems among students.

ML has several advantages in modeling highly individual phenomena with many variables, such as allowing the simultaneous testing of numerous input variables and their complex interactions [8], permitting nonlinearity in producing predictive algorithms [9], and having the ability to test all possible relationships to identify the superlative algorithm and model without a priori hypothesis by researchers [8]. These advantages of ML can help detect and predict mental health problems.

Related Work
Many trials detect mental health problems using biological, behavioral, and subjective data [10,11]. Some studies have diagnosed suicidal ideation or behavior using various predictors, such as psychological problems and self-injuries [12,13]. To predict mental health problems, the following broader variables were tested: birth information; physical illness; environmental factors; behavioral data (eg, number of naps, study duration, and use of a cell phone); biological data (eg, sleep onset time, skin conductance, and temperature) collected with wearable sensors, and text data posted on social media [14-17].

There are also some examples of ML with on-campus data, known as learning analytics and educational data mining [18]. In some studies, repeaters and dropouts have been predicted using log data from a learning management system or e-learning, information about entrance examinations, registered courses, attendance, grades, and submission status of assignments [19-24].

On-campus mental health surveys are insufficiently used as ML predictors. We consider them suitable for statistical analysis for 3 reasons. First, the mental health survey is open to all students, and the response rate is high. They must complete it to receive health checkups. Second, mental health surveys are conducted annually at many universities. Thus, it is possible to observe a change over time. Third, web-based mental health surveys, which have become a standard under COVID-19, can collect well-organized self-reported data and answering time data.

We use the word answering time as a broad concept, including response time (RT), which is the amount of time in which a student responds to the question item after it is shown on the screen; RT stamp (the time of day when a student accesses the survey form); and answer date (the number of days elapsed in which a student completes the survey after it was announced). In particular, RT has recently attracted attention mainly in psychological assessment and educational testing; however, little is known about how to use RT in mental health measurement [25,26]. A few studies have shown that RT is related to depression estimation and the prediction of suicide ideation and attempt status [25,27]. RT would be worth investigating for predicting mental health based on the response behavior.

Goal of This Study
This study aimed to predict students’ mental health problems even without a specific mental health score. In this study, we conducted 2 analyses. In analysis 1, we attempted to predict mental health problems from other items when responding to the survey. Analysis 2 attempted to predict mental health problems in 2021 from the responses in the survey conducted in 2020 (1 year later). We also tested the effect of answering time on the prediction of mental health problems.

The main objective of this study was to build an exploratory predictive model. We also attempted to evaluate the impact of each input variable on the outcome based on ML and examine the interpretable relationship between input variables and mental health problems.

This study demonstrates the possibility of using data collected from health surveys conducted at most universities to precisely detect students experiencing mental health problems and reduce call costs. This will also pave the way to using existing health survey data even without mental health scores.

Methods

Data Collection
The data set was obtained from a closed health survey conducted at the beginning of 2020 and 2021 school years at University A, a national university in Japan. According to the email announcement of the annual health checkup, all students were asked to answer the survey on the learning management system. Although incentives were not offered and penalties were not levied, the students were required to answer this survey to obtain a health certification. However, the survey did not comprise adaptive questions. There were 28 nonrandomized questions (health survey in Table 1) that were presented one per page without completeness check. Students could review their answers before submission and resubmit them before the deadline. When there were duplicate submissions from identical IDs, the last submission was recorded.
Table 1. List of items in the health survey.

<table>
<thead>
<tr>
<th>Item</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual data</strong></td>
<td></td>
</tr>
<tr>
<td>Faculty and department</td>
<td>24 categories</td>
</tr>
<tr>
<td>Sex</td>
<td>Male and female</td>
</tr>
<tr>
<td>International student</td>
<td>Yes and no</td>
</tr>
<tr>
<td>Age</td>
<td>(Free description)</td>
</tr>
<tr>
<td>Years of university</td>
<td>1, 2, 3, 4, 5, and 6</td>
</tr>
<tr>
<td><strong>Health survey</strong></td>
<td></td>
</tr>
<tr>
<td>Case history</td>
<td>Yes, no, and do not know</td>
</tr>
<tr>
<td>Circulatory problem</td>
<td></td>
</tr>
<tr>
<td>Digestive problem</td>
<td></td>
</tr>
<tr>
<td>Cranial nerve and mental disorders</td>
<td></td>
</tr>
<tr>
<td>Respiratory problem</td>
<td></td>
</tr>
<tr>
<td>Allergic disease</td>
<td></td>
</tr>
<tr>
<td>Measles</td>
<td></td>
</tr>
<tr>
<td>Rubella</td>
<td></td>
</tr>
<tr>
<td>Mumps</td>
<td></td>
</tr>
<tr>
<td>Varicella</td>
<td></td>
</tr>
<tr>
<td>Other diseases</td>
<td></td>
</tr>
<tr>
<td>Currently under medical treatment</td>
<td>Yes and no</td>
</tr>
<tr>
<td>Health concerns or worries</td>
<td>Yes and no</td>
</tr>
<tr>
<td>Physical or mental disability</td>
<td>Yes and no</td>
</tr>
<tr>
<td>Physical or mental disability certificate</td>
<td>Yes and no</td>
</tr>
<tr>
<td>Needs for consultation or support from the university</td>
<td>Yes, no, and do not know</td>
</tr>
<tr>
<td>Blood type</td>
<td>A, B, O, AB, and do not know</td>
</tr>
<tr>
<td>Tuberculin skin test result</td>
<td>Negative, positive, and do not know</td>
</tr>
<tr>
<td><strong>Vaccination</strong></td>
<td></td>
</tr>
<tr>
<td>Measles</td>
<td></td>
</tr>
<tr>
<td>Rubella</td>
<td></td>
</tr>
<tr>
<td>Mumps</td>
<td></td>
</tr>
<tr>
<td>Varicella</td>
<td></td>
</tr>
<tr>
<td>Other diseases</td>
<td></td>
</tr>
<tr>
<td><strong>Have meals</strong></td>
<td></td>
</tr>
<tr>
<td>Breakfast</td>
<td>Every day, sometimes, and never</td>
</tr>
<tr>
<td>Lunch</td>
<td></td>
</tr>
<tr>
<td>Dinner</td>
<td></td>
</tr>
<tr>
<td>Sleeping hours</td>
<td>15 categories (1-hour increments; from &lt;3 to &gt;17 hours)</td>
</tr>
<tr>
<td>Exercise</td>
<td>Every day, sometimes, and never</td>
</tr>
<tr>
<td>Drinking</td>
<td>Every day, sometimes, and never</td>
</tr>
<tr>
<td>Smoking</td>
<td>Yes and no</td>
</tr>
<tr>
<td>Thoughts on quitting smoking</td>
<td>Want, do not want, and nonsmoker</td>
</tr>
<tr>
<td>Residence</td>
<td>Home, apartment, student dormitory, and others</td>
</tr>
<tr>
<td>Commuting method</td>
<td>Walking, bus, train and bus, bicycle, motorbike, car, and others</td>
</tr>
<tr>
<td>Club activities</td>
<td>Yes, used to be, and never</td>
</tr>
</tbody>
</table>
In this study, data that met the following conditions were excluded: during the 2020 or 2021 survey, the participant was, not an undergraduate, did not answer by the deadline (27 days in 2020 and 39 days in 2021), did not respond to any items, did not respond to all items on the Kessler 6 mental health scale [29] (it was used as an outcome and detailed in Outcome and Input Variables section), was a nonregular student (eg, credited auditors), and did not give consent for data use. Incomplete submissions or atypical response duration were not excluded.

In 2020 and 2021, a total of 5690 students may have been affiliated with the university based on student enrollment conditions in 2020. In both the 2020 and 2021 surveys, 3680 students answered the survey. In total, 119 (3.23%) students’ data were excluded: 10 (8.4%) students did not consent, 105 (88.2%) students did not complete Kessler 6 scale in 2020 or 2021 survey, and 4 (3.3%) students belonged to old affiliations. The resulting data set used for the analysis contains 3561 students (Table 2).

The mean age was 20.54 (SD 1.75) years. The distribution of students by sex was 1941 (54.51%) male and 1620 (45.49%) female students. The data set included 1234 (34.65%) first-year students, 1005 (28.22%) second-year students, 1018 (28.59%) third-year students, and 304 (8.54%) fourth- or higher-year students. The distribution of students by faculty was 1361 (38.22%) in humanities and social sciences (6 departments); 943 (26.48%) in science and engineering (8 departments); 1175 (33%) in medical, pharmaceutical, and health (4 departments); and 82 (2.3%) in others (2 departments). Furthermore, 10 (0.28%) students were international students.
Table 2. Demographic characteristics of participants in the 2020 school year (N=3561).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>20.54 (1.75)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1941 (54.51)</td>
</tr>
<tr>
<td>Female</td>
<td>1620 (45.49)</td>
</tr>
<tr>
<td><strong>Years of university, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>First-year students</td>
<td>1234 (34.65)</td>
</tr>
<tr>
<td>Second-year students</td>
<td>1005 (28.22)</td>
</tr>
<tr>
<td>Third-year students</td>
<td>1018 (28.59)</td>
</tr>
<tr>
<td>Fourth-year or higher-year students</td>
<td>304 (8.54)</td>
</tr>
<tr>
<td><strong>Faculty, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Humanities and social sciences (6 departments)</td>
<td>1361 (38.22)</td>
</tr>
<tr>
<td>Science and engineering (8 departments)</td>
<td>943 (26.48)</td>
</tr>
<tr>
<td>Medical, pharmaceutical, and health (4 departments)</td>
<td>1175 (33)</td>
</tr>
<tr>
<td>Others (2 departments)</td>
<td>82 (2.3)</td>
</tr>
<tr>
<td>International students, n (%)</td>
<td>10 (0.28)</td>
</tr>
</tbody>
</table>

Ethics Approval and Informed Consent

This study received ethics approval from the Medical Ethics Committee of Kanazawa University (test number:2011-113 [017]). All students were asked to complete the survey; however, they had the option to not consent for its use for research purposes. We obtained written informed consent from all participants. Data were anonymized and saved offline. The usability and technical functionality were tested by staff members in advance. The research was performed according to relevant guidelines and regulations.

Outcome and Input Variables

Our model did not use the diagnosis but used the Japanese version of the Kessler 6 [28] as an indicator of mental health problems. Diagnoses of the students were not necessarily shared with the university, whereas Kessler 6 could be obtained from the health survey conducted in the university. The Japanese version of the Kessler 6 demonstrates high performance in detecting mood or anxiety disorders according to the Diagnostic and Statistical Manual of Mental Disorders Fourth Edition [28,30]. Although diagnoses are not made based only on Kessler 6 scores and need consultations with physicians, they have been used widely for screening and surveys [31]. Analyses 1 and 2 used the Kessler 6 scores for 2020 and 2021, respectively, as outcomes. Both analyses divided scores into a dichotomous variable (1: problem and 0: no problem) according to a ≥13 cutoff point [29,30].

In this study, we examined several candidate ML models to determine which model to use. All candidate models are probabilistic prediction models: logistic regression, elastic net, random forest, XGBoost, and LightGBM. Elastic net is a logistic regression model with L1 and L2 regularization. Random forest combines independent decision trees and outputs the most popular class as a prediction [32]. XGBoost and LightGBM are implementations of the gradient boosting decision tree (GBDT) [33,34]. The GBDT is known to achieve high performance in many ML tasks, such as predicting diseases [35] or identifying psychological health risk factors [36].

We used the same input variables for analyses 1 and 2. All the responses to the 2020 questionnaire listed in Table 1 were coded differently according to the model. For tree-based models (random forest, XGBoost, and LightGBM), they were coded numerically, with missing values filled with −99. For example, the answer for blood type item, which was one among A, B, O, AB, do not know, and no response, was coded as 1, 2, 3, 4, 5, and −99, respectively. For the regression models (logistic regression and elastic net), different coding schemes were applied based on the type of input variables. Continuous or ordinal variables such as hours of internet use or age were numerically coded in the same manner as tree-based models, except that missing or nonresponse data were filled with the grand mean. In contrast, effect coding was applied to nominal variables such as case history or blood type. Missing data were treated as independent categories. As a result, the response to blood type (Q7), for instance, was transformed into 5 input variables: ANS7_B, ANS7_O, ANS7_AB, ANS7_DN (do not know), and ANS7_NA (missing). When the respondent answered “B,” ANS7_B was coded as 1 and the remaining 4 were coded as 0.

Because the aim of this study was to investigate which type of input variables were useful in the prediction of mental health problems, we used all variables except RT without dimensionality reduction. Notably, the tree-based models are less susceptible to the inclusion of irrelevant variables. In addition, an elastic net can reduce the number of input variables because of regularization.

In addition to the raw response variables in Table 1, we generated several input variables with the expectation that some
patterns would appear on each variable, as shown in Table 3. These conjectures are based on existing studies on students’ mental health and suicide [37], shared knowledge among experts, or authors’ clinical experiences at the university.

To deal with the content of answers to the free description question (What you want to tell us and questions), the answers were analyzed using KH Coder [38,39], a free text mining analysis software. First, words that appeared ≥10 times were clustered using the Ward method, and Jaccard distances between clusters were calculated. Six clusters were adopted for interpretation. Second, each free description was labeled as 0 or 1 for each cluster. If words in a cluster did not appear in a free description, the description was labeled as 0 for the cluster; if words contained in the cluster appeared even once in a free description, the description was labeled as 1 for the cluster. Cluster 1 contained, among other words, “counseling,” “current,” and “under treatment.” Cluster 2 contained, among other words, “syndrome,” “surgery,” and “diagnosis.” Cluster 3 contained, among other words, “menstruation” and “anemia.” Cluster 4 contained, among other words, “left,” “ear,” and “right.” Cluster 5 contained, among other words, “depression,” “mental,” “stress,” and “anxiety.” Cluster 6 contained, among other words, “hospital,” “allergy,” and “skin.”

This study examined the effectiveness of answering time in predicting mental health problems. Table 4 lists the answering time–related input variables.

The 2 coordinates $X_s$ and $Y_s$ represent the position of the time stamp in a 24-hour clock and are introduced to indicate that 0:00 and 24:00 are identical. They were calculated by

$$X_s = \cos\left(\frac{s}{43200}\pi\right), \quad Y_s = \sin\left(\frac{s}{43200}\pi\right) \tag{1}$$

where $s$ is the number of seconds elapsed in a day; for instance, when the time stamp is 13:34:42, $s$ will be $13 \times 3600 + 34 \times 60 + 42 = 48882$. RT-related variables were included as the first and second principal component scores because the RT of every single item is difficult to interpret, and these RTs can moderately affect the prediction.

Except for the text-mining analysis, the abovementioned feature engineering processes were executed using the R programming language [40] on a Windows 10 machine, with the missMDA package [41] for principal components analysis with missing data.

**Table 3. Generated variables and possible conjecture.**

<table>
<thead>
<tr>
<th>Item</th>
<th>Conjecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>The academic year of admission (the values in the data were between 2012 and 2020)</td>
<td>There may be a cohort effect.</td>
</tr>
<tr>
<td>An indicator to show how many years after age 18 (standard in Japan) the student was enrolled (2750 students were never retained, while 811 were retained)</td>
<td>Some enrollments over the standard age may have reflected or caused some problems including mental health problems.</td>
</tr>
<tr>
<td>An indicator to show how many years the respondent had ever been retained (3527 students were never retained, while 34 were retained)</td>
<td>Some students who repeated school years may have had some mental health problems.</td>
</tr>
<tr>
<td>The number of unanswered items</td>
<td>Students with mental health problems may hesitate to answer or miss many items.</td>
</tr>
<tr>
<td>The number of characters in answer to the free description question, what you want to tell us and questions</td>
<td>Students with mental health problems may write a lot in free descriptions to make the university aware of their difficulty.</td>
</tr>
<tr>
<td>Dummy variables for including 6 specific word clusters$^a$</td>
<td>Some students with mental health problems may have used specific words in common and expressions in the free description.</td>
</tr>
<tr>
<td>Number of “yes” answers in case history and nine questions about campus life</td>
<td>Students with mental health problems may have experienced some diseases or campus life problems.</td>
</tr>
<tr>
<td>The proportion of “yes” answers to each item in nine questions about campus life in the respondent’s department</td>
<td>Some students who belonged to departments with many students with campus life problems may have felt stress.</td>
</tr>
<tr>
<td>The number of students and the proportion of same-sex students in the respondent’s department</td>
<td>Some students who belonged to the departments which have few same-sex students may have had difficulty in communication and relationships.</td>
</tr>
</tbody>
</table>

$^a$Cluster 1 contained, among other words, “counseling,” “current,” and “under treatment.” Cluster 2 contained, among other words, “syndrome,” “surgery,” and “diagnosis.” Cluster 3 contained, among other words, “menstruation” and “anemia.” Cluster 4 contained, among other words, “left,” “ear,” and “right.” Cluster 5 contained, among other words, “depression,” “mental,” “stress,” and “anxiety.” Cluster 6 contained, among other words, “hospital,” “allergy,” and “skin.”
In this procedure, we did not split the data into training and test data. This is because the values for the obtained metrics varied considerably depending on the data split owing to data imbalance. Thus, only 5.5% (196/3561) of the students in 2020 and 6.88% (245/3561) in 2021 had a higher risk of mental illness problems as assessed by Kessler 6, including 2.33% (83/3561) of the students who had problems both in 2020 and 2021. Typically, such imbalanced data are dealt with by applying sample weight to equal the total number of positive and negative observations. However, our preliminary comparison performed better when we did not impose sample weights on all candidate models. Therefore, we did not use any particular procedures for dealing with imbalanced data.

First, we compared the performance of candidate ML models to determine which model to use. The procedure was divided into 2 parts: parameter tuning and performance evaluation. Both parts were conducted based on the following procedure (K repeats of 5-fold cross-validation; Figure 1 shows the schema of the procedure):

1. Randomly shuffle the entire data set and split it into 5 folds so that the positive:negative ratio of the outcome variable is nearly the same among the data sets.
2. Choose 1 of the 5 data sets as the test data, and train the model using the remaining 4 data sets.
3. Evaluate the trained model on the test data.
4. Repeat steps 2 and 3 for each data set.
5. Calculate the means of 5 data sets on each evaluation metric.
6. Repeat steps 1 through 5 K times.
7. Calculate the means of K repeats on each evaluation metric.

In the parameter tuning part, the model’s hyperparameters were optimized based on the tree-structured Parzen estimator [42].

The log-loss, as a model performance measure, in a specific parameter set was measured by $K=50$ repeats of 5-fold cross-validation. Log-loss at fold $f$ of the $k$-th repeat is calculated by

$$\text{LogLoss}(k,f) = - \frac{1}{n} \sum_{i} \left( y_i \log(p_i) + (1 - y_i) \log(1 - p_i) \right)$$

where $y_i$ and $p_i$ are the realized value and predicted probability of respondent $i$, respectively, and $n$ is the number of observations in the fold $f$. As a result, the log-loss for a specific parameter set was obtained by

$$\text{LogLoss} = \frac{1}{K} \sum_{f=1}^{K} \text{LogLoss}(k,f)$$

All the hyperparameters tuned in this study are summarized in Table 5 [43-46]. These parameters can cope with overfitting if they are appropriately tuned. In addition, the learning rate parameters in the GBDT models (eta in XGBoost and learning rate in LightGBM) were fixed at 0.01. Generally, the smaller the learning rate, the more accurate is the prediction, although the computation time increases.

As a result, the performance in each parameter set was measured as the average of $K=50$ log-losses. Finally, the parameter values that minimize the objective performance measure were adopted, and we proceeded to the performance evaluation. By using the optimized parameter set, we obtained 8 model performance measures (log-loss, Brier loss, area under the curve of receiver operating characteristic curve [AUC-ROC], area under the curve of precision-recall curve [AUC-PR], specificity, precision, recall [also known as sensitivity], and Matthews correlation coefficient [MCC]). Log-loss, Brier loss, AUC-ROC, and AUC-PR are measures based on predictive probability ($p$). In contrast, the specificity, precision, recall, and MCC are obtained from the confusion matrix. For example, MCC is calculated as follows:

<table>
<thead>
<tr>
<th>Item</th>
<th>Conjecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Answer date (the number of days elapsed between the survey announcement and the completion of survey by a student)</td>
<td>Students with mental health problems (e.g., procrastination traits and, lack of information gathering) may answer the survey later.</td>
</tr>
<tr>
<td>RT $^a$ per character in the free description question what you want to tell us and questions</td>
<td>Some students who wrote smooth free descriptions may have had some health problem to tell the university.</td>
</tr>
<tr>
<td>2D-dimensional coordinates of response time stamps $^b$</td>
<td>Some students who answered at different times compared with others may have had problems with life rhythm and sleep quality, which may be related to mental health problems.</td>
</tr>
<tr>
<td>Kernel density of $s$</td>
<td>Students with mental health problems may spend a longer or shorter time on specific items than other students.</td>
</tr>
<tr>
<td>Individual mean and SD of standardized log RTs calculated using all valid responses</td>
<td>Students with mental health problems may spend, on average, a longer or shorter time answering. Students with mental health problems may spend very different time on different items.</td>
</tr>
<tr>
<td>2 principal components scores of log-transformed standardized RTs of all items</td>
<td>Students with mental health problems may spend longer or shorter time on answering specific items than others.</td>
</tr>
<tr>
<td>2 principal components scores of differences between the standardized log RTs of all items and the individual mean</td>
<td>Students with mental health problems may show peculiar RT patterns.</td>
</tr>
</tbody>
</table>

Table 4. Generated variables based on answering time and possible conjecture.

$^a$RT: response time.
$^b$They were calculated with equation 1.
where \( TP, TN, FP, \) and \( FN \) are the numbers of true-positive, true-negative, false-positive, and false-negative respondents, respectively. As previously mentioned, this study used imbalanced data. Therefore, we included the AUC-PR and MCC, which are commonly used in such cases [47].

On the basis of the performance measures obtained, we selected the best model. To test the extent to which answering time–related variables contribute to prediction performance in the selected model, we also conducted parameter tuning and performance evaluation phases without all answering time–related variables (shown in Table 4). We call the analysis without answering time–related variables “without condition, whereas the analysis with all input variables is called with condition.

Furthermore, we calculated feature importance measures (Gain and Shapley additive explanations [SHAP]) on both with and without conditions. SHAP is based on the Shapley values, the average marginal contribution in game theory. With the firm theoretical basis of game theory, SHAP can explain the extent to which each input variable contributes to the model’s prediction [48]. Although several approaches exist for interpreting the prediction, we used SHAP because it is easy to implement and understand. Using the SHAP dependence plot, we can understand the relationship between the actual input value and its effect on the predicted probability. The abovementioned procedures were executed using all the data in \( K=100 \) repeats of 5-fold cross-validation. After model evaluation, we obtained SHAP dependence plots on several variables to interpret the model prediction.

All the procedures described in this section were executed using the Julia programming language [49] with several libraries: MLj.jl [50], TreeParzen.jl [51], ScikitLearn.jl [52], LightGBM.jl [53], and ShapML.jl [54]. Compared with several famous languages, such as R and Python, Julia is still a young language and is rapidly developing. However, it is already perceived as sufficiently stable to be used for research purposes [55,56].

Figure 1. Flowchart of 5-fold cross-validation in each part.
Table 5. Hyperparameters of each model tuned in the parameter tuning part.

<table>
<thead>
<tr>
<th>Model and hyperparameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Elastic net</strong></td>
<td></td>
</tr>
<tr>
<td>gamma</td>
<td>Strength of the L1 regularization</td>
</tr>
<tr>
<td>lambda</td>
<td>Strength of the L2 regularization</td>
</tr>
<tr>
<td><strong>Random forest</strong></td>
<td></td>
</tr>
<tr>
<td>n_estimators</td>
<td>The number of trees in the forest</td>
</tr>
<tr>
<td>max_depth</td>
<td>The maximum depth of the tree</td>
</tr>
<tr>
<td>min_samples_leaf</td>
<td>The minimum number of samples required to be at a leaf node.</td>
</tr>
<tr>
<td>max_features</td>
<td>The proportion of features used in each tree</td>
</tr>
<tr>
<td>max_samples</td>
<td>The proportion of samples used in each tree</td>
</tr>
<tr>
<td><strong>XGBoost</strong></td>
<td></td>
</tr>
<tr>
<td>num_round</td>
<td>The number of boosting iterations</td>
</tr>
<tr>
<td>max_depth</td>
<td>The maximum depth of the tree</td>
</tr>
<tr>
<td>min_child_weight</td>
<td>Minimum sum of instance weight needed in a child</td>
</tr>
<tr>
<td>alpha</td>
<td>Strength of the L1 regularization</td>
</tr>
<tr>
<td>lambda</td>
<td>Strength of the L2 regularization</td>
</tr>
<tr>
<td>colsample_bytree</td>
<td>The proportion of features used in each tree</td>
</tr>
<tr>
<td>subsample</td>
<td>The proportion of samples used in each tree</td>
</tr>
<tr>
<td><strong>LightGBM</strong></td>
<td></td>
</tr>
<tr>
<td>num_iterations</td>
<td>The number of boosting iterations</td>
</tr>
<tr>
<td>num_leaves</td>
<td>The maximum number of leaves in 1 tree</td>
</tr>
<tr>
<td>max_depth</td>
<td>The maximum depth of the tree</td>
</tr>
<tr>
<td>min_data_in_leaf</td>
<td>The minimal amount of data in 1 leaf</td>
</tr>
<tr>
<td>lambda_1l</td>
<td>Strength of the L1 regularization</td>
</tr>
<tr>
<td>lambda_12</td>
<td>Strength of the L2 regularization</td>
</tr>
<tr>
<td>feature_fraction</td>
<td>The proportion of features used in each tree</td>
</tr>
<tr>
<td>bagging_fraction</td>
<td>The proportion of samples used in each tree</td>
</tr>
</tbody>
</table>

**Results**

Tables 6 and 7 summarize mean and SD of each model’s performance measures. As explained in Procedure section, the resultant values shown in Tables 6 and 7 are the means and SDs calculated from 100 trials. Italicized variables indicate the best model in terms of each measure. Evidently, the elastic net and LightGBM performed best. Regarding probabilistic measures (Table 6), elastic net afforded slightly better values than LightGBM. By contrast, binary measures, which were calculated from the confusion matrix (Table 7), were apparently better at LightGBM. Figure 2 shows the confusion matrix obtained from the elastic net and LightGBM in analyses 1 and 2. The actual values given below the percentages in each cell are the averages of K=100 repeats. In analysis 1, LightGBM misclassified only 11.27 (SD 1.75) observations (5.02, SD 1.58 false positives and 6.25, SD 1.18 false negatives) out of 3561 on average, whereas elastic net misclassified more than twice (average 25.94, SD 2.49) as many observations as LightGBM. Similar results were obtained in analysis 2. On the basis of these outcomes, we report the results for LightGBM.

Table 8 presents a comparison of the performances of LightGBM measures between with and without conditions. In contrast to our expectations, these results were mixed. This implies that the use of answering time–related variables does not necessarily improve the prediction.

Tables 9-12 show the top 10 input variables ranked by Gain and SHAP importance. SHAP importance was calculated as the average absolute value of all respondents. The number of “yes” answers to nine questions about campus life had the highest impact regardless of the analyses, conditions, and feature importance measures (Tables 9-12). In Table 9 (Gain in with condition), 5 of the top 10 input variables are answering time–related variables. In Table 10 (Gain in without condition), hours of internet use, years of university, and proportion of the same sex in the department were ranked common to both analyses 1 and 2, in addition to variables related to nine questions about campus life. In Table 11 (SHAP in with condition)
condition), input variables from nine questions about campus life and answering time–related input variables mainly occupied the top 10 variables in analysis 1. In analysis 2, answering time–related input variables were out of rank, whereas years of university, the academic year of admission, diet-related variables, and proportion of the same sex in the department were ranked. In Table 12 (SHAP in without condition), years of university, academic year of admission, and diet-related variables were ranked common to both analyses 1 and 2 in addition to variables related to nine questions about campus life.

### Table 6. Probabilistic performance measures of each model.

<table>
<thead>
<tr>
<th></th>
<th>Log-loss, mean (SD)</th>
<th>Brier loss, mean (SD)</th>
<th>AUC-ROC&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>AUC-PR&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Analysis 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.252 (0.012)</td>
<td>0.109 (0.003)</td>
<td>0.760 (0.012)</td>
<td>0.215 (0.013)</td>
</tr>
<tr>
<td>Elastic net</td>
<td>0.164 (0.001)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.090 (0.001)</td>
<td>0.862 (0.003)</td>
<td>0.292 (0.010)</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.210 (0.008)</td>
<td>0.113 (0.001)</td>
<td>0.833 (0.005)</td>
<td>0.218 (0.010)</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.165 (0.001)</td>
<td>0.091 (0.001)</td>
<td>0.855 (0.003)</td>
<td>0.278 (0.009)</td>
</tr>
<tr>
<td>LightGBM</td>
<td>0.165 (0.001)</td>
<td>0.090 (0.001)</td>
<td>0.857 (0.003)</td>
<td>0.281 (0.010)</td>
</tr>
<tr>
<td><strong>Analysis 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.342 (0.015)</td>
<td>0.140 (0.003)</td>
<td>0.696 (0.009)</td>
<td>0.178 (0.011)</td>
</tr>
<tr>
<td>Elastic net</td>
<td>0.211 (0.001)</td>
<td>0.115 (0.001)</td>
<td>0.796 (0.004)</td>
<td>0.264 (0.008)</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.250 (0.002)</td>
<td>0.140 (0.001)</td>
<td>0.768 (0.005)</td>
<td>0.200 (0.007)</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.213 (0.001)</td>
<td>0.116 (0.001)</td>
<td>0.791 (0.004)</td>
<td>0.249 (0.008)</td>
</tr>
<tr>
<td>LightGBM</td>
<td>0.213 (0.001)</td>
<td>0.116 (0.001)</td>
<td>0.789 (0.004)</td>
<td>0.246 (0.009)</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUC-ROC: area under the curve of receiver operating characteristic curve.

<sup>b</sup>AUC-PR: area under the curve of precision-recall curve.

<sup>c</sup>Italicized variables indicate the best model in terms of each measure.

### Table 7. Performance measures on each model from confusion matrix.

<table>
<thead>
<tr>
<th></th>
<th>Specificity, mean (SD)</th>
<th>Precision, mean (SD)</th>
<th>Recall, mean (SD)</th>
<th>MCC&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Analysis 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.977 (0.002)</td>
<td>0.681 (0.020)</td>
<td>0.823 (0.015)</td>
<td>0.732 (0.016)</td>
</tr>
<tr>
<td>Elastic net</td>
<td>0.996 (0.001)</td>
<td>0.934 (0.009)</td>
<td>0.936 (0.009)</td>
<td>0.931 (0.007)</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.976 (0.002)</td>
<td>0.681 (0.022)</td>
<td>0.859 (0.018)</td>
<td>0.749 (0.017)</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.998 (0.001)</td>
<td>0.963 (0.008)</td>
<td>0.963 (0.006)</td>
<td>0.961 (0.005)</td>
</tr>
<tr>
<td>LightGBM</td>
<td>0.999 (0.000)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.975 (0.008)</td>
<td>0.968 (0.006)</td>
<td>0.970 (0.005)</td>
</tr>
<tr>
<td><strong>Analysis 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.976 (0.002)</td>
<td>0.730 (0.018)</td>
<td>0.884 (0.012)</td>
<td>0.787 (0.013)</td>
</tr>
<tr>
<td>Elastic net</td>
<td>0.998 (0.001)</td>
<td>0.970 (0.006)</td>
<td>0.963 (0.005)</td>
<td>0.964 (0.004)</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.967 (0.002)</td>
<td>0.662 (0.017)</td>
<td>0.857 (0.015)</td>
<td>0.732 (0.014)</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.998 (0.000)</td>
<td>0.977 (0.005)</td>
<td>0.987 (0.004)</td>
<td>0.981 (0.004)</td>
</tr>
<tr>
<td>LightGBM</td>
<td>0.999 (0.000)</td>
<td>0.984 (0.005)</td>
<td>0.990 (0.004)</td>
<td>0.986 (0.003)</td>
</tr>
</tbody>
</table>

<sup>a</sup>MCC: Matthews correlation coefficient.

<sup>b</sup>Italicized variables indicate the best model in terms of each measure.
Figure 2. Confusion matrices on the elastic net (left half) and LightGBM (right half).

![Confusion matrices](image)

Table 8. Performance measures of with and without conditions on LightGBM.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Analysis 1</th>
<th>Analysis 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With, mean (SD)</td>
<td>Without, mean (SD)</td>
</tr>
<tr>
<td>Log-loss</td>
<td>0.165 (0.001)</td>
<td>0.165 (0.001)</td>
</tr>
<tr>
<td>Brier loss</td>
<td>0.090 (0.001)</td>
<td>0.090 (0.001)</td>
</tr>
<tr>
<td>AUC-ROC(^b)</td>
<td>0.857 (0.003)</td>
<td>0.858 (0.003)</td>
</tr>
<tr>
<td>AUC-PR(^c)</td>
<td>0.281 (0.010)</td>
<td>0.276 (0.010)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.999 (0.000)</td>
<td>0.998 (0.000)</td>
</tr>
<tr>
<td>Precision</td>
<td>0.975 (0.008)</td>
<td>0.974 (0.008)</td>
</tr>
<tr>
<td>Recall</td>
<td>0.968 (0.006)</td>
<td>0.981 (0.007)</td>
</tr>
<tr>
<td>MCC(^d)</td>
<td>0.970 (0.005)</td>
<td>0.976 (0.005)</td>
</tr>
</tbody>
</table>

\(^a\)Italicized variables indicate the best model in terms of each measure.

\(^b\)AUC-ROC: area under the curve of receiver operating characteristic curve.

\(^c\)AUC-PR: area under the curve of precision-recall curve.

\(^d\)MCC: Matthews correlation coefficient.
Table 9. Top 10 input variables ranked by Gain (with answering time condition).

<table>
<thead>
<tr>
<th>Input variable</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Analysis 1</strong></td>
<td></td>
</tr>
<tr>
<td>Nine questions about campus life (number of “yes”)</td>
<td>0.216</td>
</tr>
<tr>
<td>“I have a strong anxiety about my campus life.”</td>
<td>0.088</td>
</tr>
<tr>
<td>“I’m worried about my future.”</td>
<td>0.033</td>
</tr>
<tr>
<td>2nd principal component score of $\text{Diff}_{\text{RT}}^a$</td>
<td>0.031</td>
</tr>
<tr>
<td>2nd principal component score of $\text{Dens}_{\text{RT}}^b$</td>
<td>0.030</td>
</tr>
<tr>
<td>x coordinate of response time stamp</td>
<td>0.026</td>
</tr>
<tr>
<td>Mean of “I had some trouble with someone close to me” in department</td>
<td>0.025</td>
</tr>
<tr>
<td>Individual mean of standardized log RT$^c$</td>
<td>0.021</td>
</tr>
<tr>
<td>1st principal component score of $\text{Diff}_{\text{RT}}$</td>
<td>0.021</td>
</tr>
<tr>
<td>“I always feel busy with my academic work.”</td>
<td>0.020</td>
</tr>
<tr>
<td><strong>Analysis 2</strong></td>
<td></td>
</tr>
<tr>
<td>Nine questions about campus life (number of “yes”)</td>
<td>0.131</td>
</tr>
<tr>
<td>“I have a strong anxiety about my campus life.”</td>
<td>0.080</td>
</tr>
<tr>
<td>y coordinate of response time stamp</td>
<td>0.029</td>
</tr>
<tr>
<td>2nd principal component score of $\text{Diff}_{\text{RT}}$</td>
<td>0.028</td>
</tr>
<tr>
<td>Years of university</td>
<td>0.026</td>
</tr>
<tr>
<td>Individual SD of $\text{Dens}_{\text{RT}}$</td>
<td>0.024</td>
</tr>
<tr>
<td>1st principal component score of standardized log RT</td>
<td>0.024</td>
</tr>
<tr>
<td>“I’m worried about my future.”</td>
<td>0.023</td>
</tr>
<tr>
<td>Individual SD of standardized log RT</td>
<td>0.023</td>
</tr>
<tr>
<td>Kernel density of $s$</td>
<td>0.023</td>
</tr>
</tbody>
</table>

$^a$Diff$_{\text{RT}}$ is the difference between the standardized log RT of each item and individual mean.

$^b$Dens$_{\text{RT}}$ is the kernel density of the standardized log RT of each item.

$^c$RT: response time.
Table 10. Top 10 input variables ranked by Gain (without answering time condition).

<table>
<thead>
<tr>
<th>Input variable</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Analysis 1</strong></td>
<td></td>
</tr>
<tr>
<td>Nine questions about campus life (number of “yes”)</td>
<td>0.200</td>
</tr>
<tr>
<td>“I have a strong anxiety about my campus life.”</td>
<td>0.089</td>
</tr>
<tr>
<td>Mean of “I had some trouble with someone close to me.” in department</td>
<td>0.035</td>
</tr>
<tr>
<td>sleeping hours</td>
<td>0.032</td>
</tr>
<tr>
<td>“I’m worried about my future.”</td>
<td>0.029</td>
</tr>
<tr>
<td>Faculty and department</td>
<td>0.024</td>
</tr>
<tr>
<td>years of university</td>
<td>0.023</td>
</tr>
<tr>
<td>“I always feel busy with my academic work.”</td>
<td>0.023</td>
</tr>
<tr>
<td>Proportion of the same sex in department</td>
<td>0.023</td>
</tr>
<tr>
<td>Hours of internet use</td>
<td>0.022</td>
</tr>
<tr>
<td><strong>Analysis 2</strong></td>
<td></td>
</tr>
<tr>
<td>Nine questions about campus life (number of “yes”)</td>
<td>0.143</td>
</tr>
<tr>
<td>“I have a strong anxiety about my campus life.”</td>
<td>0.119</td>
</tr>
<tr>
<td>“I’m worried about my future.”</td>
<td>0.047</td>
</tr>
<tr>
<td>“I always feel busy with my academic work.”</td>
<td>0.031</td>
</tr>
<tr>
<td>Proportion of the same sex in department</td>
<td>0.031</td>
</tr>
<tr>
<td>Years of university</td>
<td>0.030</td>
</tr>
<tr>
<td>“It takes me a long time to get used to new surroundings.”</td>
<td>0.030</td>
</tr>
<tr>
<td>The academic year of admission</td>
<td>0.028</td>
</tr>
<tr>
<td>Hours of internet use</td>
<td>0.027</td>
</tr>
<tr>
<td>Mean of “I have a strong anxiety about my campus life” in department</td>
<td>0.023</td>
</tr>
</tbody>
</table>
Table 11. Top 10 input variables ranked by Shapley additive explanations (SHAP; with answering time condition).

<table>
<thead>
<tr>
<th>Input variable</th>
<th>SHAP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Analysis 1</strong></td>
<td></td>
</tr>
<tr>
<td>Nine questions about campus life (number of “yes”)</td>
<td>0.027</td>
</tr>
<tr>
<td>“I have a strong anxiety about my campus life.”</td>
<td>0.015</td>
</tr>
<tr>
<td>“I’m worried about my future.”</td>
<td>0.006</td>
</tr>
<tr>
<td>Mean of “I had some trouble with someone close to me.” in department</td>
<td>0.005</td>
</tr>
<tr>
<td>2nd principal component score of $Dens_{RT}^a$</td>
<td>0.005</td>
</tr>
<tr>
<td>“I always feel busy with my academic work.”</td>
<td>0.005</td>
</tr>
<tr>
<td>2nd principal component score of $Diff_{RT}^b$</td>
<td>0.005</td>
</tr>
<tr>
<td>Years of university</td>
<td>0.004</td>
</tr>
<tr>
<td>“It takes me a long time to get used to new surroundings.”</td>
<td>0.004</td>
</tr>
<tr>
<td>x coordinate of response time stamp</td>
<td>0.003</td>
</tr>
<tr>
<td><strong>Analysis 2</strong></td>
<td></td>
</tr>
<tr>
<td>Nine questions about campus life (number of “yes”)</td>
<td>0.019</td>
</tr>
<tr>
<td>“I have a strong anxiety about my campus life.”</td>
<td>0.016</td>
</tr>
<tr>
<td>Years of university</td>
<td>0.006</td>
</tr>
<tr>
<td>“I’m worried about my future.”</td>
<td>0.006</td>
</tr>
<tr>
<td>The academic year of admission</td>
<td>0.005</td>
</tr>
<tr>
<td>“It takes me a long time to get used to new surroundings.”</td>
<td>0.005</td>
</tr>
<tr>
<td>Have meals (breakfast)</td>
<td>0.005</td>
</tr>
<tr>
<td>“I always feel busy with my academic work.”</td>
<td>0.005</td>
</tr>
<tr>
<td>Have lost over 3 kg in a month (presently)</td>
<td>0.004</td>
</tr>
<tr>
<td>Proportion of the same sex in department</td>
<td>0.004</td>
</tr>
</tbody>
</table>

$a$ $Dens_{RT}$ is the kernel density of the standardized log RT of each item.

$b$ $Diff_{RT}$ is the difference between the standardized log RT of each item and individual mean.
Table 12. Top 10 input variables ranked by Shapley additive explanations (SHAP; without answering time condition).

<table>
<thead>
<tr>
<th>Input variable</th>
<th>SHAP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Analysis 1</strong></td>
<td></td>
</tr>
<tr>
<td>Nine questions about campus life (number of “yes”)</td>
<td>0.028</td>
</tr>
<tr>
<td>“I have a strong anxiety about my campus life.”</td>
<td>0.015</td>
</tr>
<tr>
<td>Mean of “I had some trouble with someone close to me.” in department</td>
<td>0.006</td>
</tr>
<tr>
<td>“I’m worried about my future.”</td>
<td>0.006</td>
</tr>
<tr>
<td>Years of university</td>
<td>0.005</td>
</tr>
<tr>
<td>“I always feel busy with my academic work.”</td>
<td>0.005</td>
</tr>
<tr>
<td>The academic year of admission</td>
<td>0.003</td>
</tr>
<tr>
<td>“It takes me a long time to get used to new surroundings.”</td>
<td>0.003</td>
</tr>
<tr>
<td>Sleeping hours</td>
<td>0.003</td>
</tr>
<tr>
<td>Have lost over 3 kg in a month</td>
<td>0.003</td>
</tr>
<tr>
<td><strong>Analysis 2</strong></td>
<td></td>
</tr>
<tr>
<td>“I have a strong anxiety about my campus life.”</td>
<td>0.018</td>
</tr>
<tr>
<td>Nine questions about campus life (number of “yes”)</td>
<td>0.016</td>
</tr>
<tr>
<td>“I’m worried about my future.”</td>
<td>0.008</td>
</tr>
<tr>
<td>The academic year of admission</td>
<td>0.007</td>
</tr>
<tr>
<td>“I always feel busy with my academic work.”</td>
<td>0.007</td>
</tr>
<tr>
<td>Years of university</td>
<td>0.007</td>
</tr>
<tr>
<td>“It takes me a long time to get used to new surroundings.”</td>
<td>0.007</td>
</tr>
<tr>
<td>Have meals (breakfast)</td>
<td>0.006</td>
</tr>
<tr>
<td>Have lost over 3 kg in a month (presently)</td>
<td>0.005</td>
</tr>
<tr>
<td>Age</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Figures 3-8 show SHAP dependence plots or violin plots of some interpretable input variables with high feature importance on average: the number of “yes” answers to nine questions about campus life, sleeping hours, years of university, proportion of the same sex in respondent’s department, xy coordinates of RT stamp, and answer date. The blue lines indicate smoothed conditional mean based on the generalized additive model. Figure 3 shows that the averages of the SHAP effect were positive for ≥5 “yes” answers in 9 questions in common to both analyses 1 and 2, indicating that many campus life problems increased predictive probability. Figure 4 shows that the averages of the SHAP effect were positive for <6 hours or >8 hours of sleep, indicating that too short or too long sleep increased predictive probability. Figure 5 shows that the averages of the SHAP effect were positive for third- or higher-year students. Focusing on second-year students, the averages of the SHAP effect were positive in analysis 1 and negative in analysis 2, indicating that predictive probability decreased. Figure 6 shows that the averages of the SHAP effect were positive for fewer proportion of the same sex in the department, indicating high predictive probability. All the top 5 departments with a low proportion of the same sex were in the faculty of science and engineering: female students were 2.8% (4/141) to 14.4% (18/125). The proportion of men in the international department was only 17.1% (32/187).

Figure 7 shows the SHAP dependence plot on xy coordinates of the RT stamp. Both axes represent the realized values of the input. The correspondence between the RT stamp and the coordinates is shown in the graph. For example, if an answer was recorded at 00:00 (midnight), its RT stamp was transformed to (x,y)=(1,0). Red dots were plotted in conjunction with the sum of the SHAP values on the x and y coordinates. Their dots move outside the thick black circle ($x^2+y^2=1$) if the sum is positive. As a result, if a respondent’s answer was recorded at 00:00 (midnight) and the sum of SHAP values was 0.02, a red dot according to the respondent was plotted at $(x,y)=(1,0)*0.02*10=(1.2,0)$. Note that 10 is the magnification ratio determined arbitrarily for visibility. The thin black lines are circles of $x^2+y^2=0.8,0.9,1.1,1.2$, indicating SHAP values of −0.02, −0.01, 0.01, and 0.02. The figure suggests that respondents whose answers were recorded at midnight tended to show large SHAP values, indicating a high predictive probability. By contrast, those whose answers were recorded in the morning (approximately 7:00-11:00) or afternoon (approximately 13:00-17:00) were plotted inside the thick black circle, indicating negative SHAP values. Figure 8 suggests that an ascending relationship exists between the answer date and SHAP. This indicates that students who responded to the survey more than 9 to 10 days after the announcement were more likely to be predicted as having mental health problems.
Figure 3. Shapley additive explanations (SHAP) dependence plot of the number of “yes” answers to 9 questions about campus life on “with” condition (left: analysis 1; right: analysis 2).

Figure 4. Shapley additive explanations (SHAP) dependence plot of sleeping hours (analysis 1, “without” condition).
Figure 5. Shapley additive explanations (SHAP) violin plot of years of university on “with” condition (left: analysis 1; right: analysis 2).

Figure 6. Shapley additive explanations (SHAP) dependence plot of the proportion of the same sex in respondent’s department (analysis 2, “with” condition).
Figure 7. Shapley additive explanations (SHAP) dependence plot of xy coordinates of response time stamp (analysis 1, “with” condition).

Figure 8. Shapley additive explanations (SHAP) dependence plot of answer date (analysis 2, “with” condition).
Discussion

Principal Findings

Among all the models, elastic net and LightGBM performed the best in analyses 1 and 2 (Tables 6 and 7). We adopted the LightGBM in this study based on the confusion matrix (Figure 2); however, the elastic net can also have an adequate ability to predict mental health problems not only in real time but also 1 year in the future.

Some of the answering time findings are listed in Table 8. Whether the with condition outperformed the without condition depended on the performance measure considered. This is possibly because the LightGBM can obtain excellent performance even without answering time–related variables on these data. However, as shown in Tables 9 and 11, certain variables are apparently helpful in improving the prediction and affecting the prediction probability. In summary, it is difficult to determine whether we should use answering time–related variables to predict mental health problems.

Focusing on input variables, those from nine questions about campus life improved performance (Tables 9 and 10) and were commonly effective for prediction (Tables 11 and 12). Comparing Gain and SHAP in with condition (Tables 9 and 11), it is suggested that some input variables converted from the answering time substantially impacted the learning. With respect to the without condition (Tables 10 and 12), it is suggested that the input variable, years of university, could improve the prediction to some extent.

Detailed Discussion on Input Variables

In Tables 9-12, the input variables from nine questions about campus life held a top-ranking position. In particular, the item “I have a strong anxiety about my campus life” had a stable and powerful influence on prediction. The questions were easy to use because there were only 9 yes or no questions. Figure 3 suggests that students were more likely to have mental health problems when they responded positively to ≥ 5 items of the 9 questions. Furthermore, the variable nine questions about campus life could be used by faculty members to advise student orally in addition to health staff members. Their response will be useful for whole-university support and for early detection.

Sleeping hours affected learning and prediction more in analysis 2 than in analysis 1 on the “without” condition (Tables 10 and 11). This implies that sleeping hours were less effective in learning and predicting mental health problems within 1 year. Sleeping hours may be a fluid measure that is affected by lifestyle and busyness. Figure 4 suggested that 6 to 8 hours of sleep were desirable in terms of mental health.

In Japan, 7 hours and 22 minutes are the average sleeping hours [57]. More than one-third of the students in this survey slept for 7 hours. Sleeping too little or too much is a representative symptom of mental health disorder (eg, depressive disorders) [58]. Even without any disorder, sleep diminution because of overwork and busyness could cause mental health problems, and sleeping too much may cause problems in academics. It can be useful for students sleeping <6 or >8 hours to be instructed on how to improve their life rhythm using flyers.

Faculty members should keep in mind the need for students to sleep for >6 hours when handing assignments.

Years of university was an effective parameter in both analyses 1 and 2, and in both with and without conditions (Figure 5). The average SHAP effect of second-year students indicated that predictive probability decreased in the second year. It was reported that first- and last-year students tend to experience academic stress [59]. The results depicted in Figure 5 may imply that students adapt to the campus life from the beginning of the second year to their third year. Although some universities hold health surveys only for first-year students, this study indicated that third- or higher-year students should also be monitored.

Figure 6 is consistent with the hypothesis that some students who belonged to departments with few same-sex students may have had difficulties. By contrast, a low proportion of the same sex in a department equals a high proportion of the other sex in that department, indicating a low predictive probability of the other sex. Considering that even an approximately 0.50 proportion of the same sex in the department showed positive averages of the SHAP effect, it is unclear how much the male:female ratio is desirable for students’ mental health. A low proportion of female students in the science and engineering departments reflected the gap in field of science, technology, engineering, and mathematics. The aspect of sex associated with these data was only male or female; the lesbian, gay, bisexual, transgender, queer community should be considered in future studies. Regardless of sex, being in a minority in a department should be a parameter to be examined; such examinations may afford opportunities for interaction.

There are certain findings regarding the input variables generated based on answering time. Concerning the RT stamp, the results depicted in Figure 7 were partly consistent with the hypothesis that RT stamps may reflect students’ life rhythm and sleep quality, which may be related to their mental health state. Students whose answers were recorded at midnight may have stayed up late, which may have been related to mental health problems. In contrast, it is unclear why students whose answers were recorded at noon (approximately 12:00) or evening (approximately 18:00) had negative SHAP values. This might suggest that they had been alone when groups of other students enjoyed lunch or after school. RT stamp data have not been used before; such data can be informative for understanding students’ lifestyles. Although the answer date was not ranked in Tables 9-12, the results depicted in Figure 8 were consistent with the hypothesis that late answer data may have reflected some problems. We believe that the high SHAP of late responses may be caused by the lack of ability to check their emails and obtain essential information from them. Students who answered the survey at a later date should be asked about difficulty in schoolwork (eg, submission of assignments) in health checkup interview. Demonstrating that answering time affects the prediction and learning of mental health problems is meaningful because this parameter can easily be collected through a web survey.

Limitations

The data were collected from only one university during COVID-19; therefore, the model cannot be generalized to other
universities and ages, whereas the approach can be. Campus life during COVID-19 differed from that without the virus. Moreover, this study could not reveal the condition of the 1994 students who did not provide answers in 2020 and 2021, even though they accounted for a major proportion of the population and may have had some mental health problems. The nine questions about campus life, which were the most powerful items in this study, are unique to University A and are not widely used. This model should be tested in other time periods or with other universities’ data. Using this model to call for psychological counseling for students at risk in a specific field is entirely different. This model should be evaluated to determine whether it helps in precisely detecting students experiencing mental health problems and to estimate the impact on cost reduction.

Conclusions
Students’ mental health problems were predicted in real time and for 1 year in the future. The nine questions about campus life, especially the question “I have a strong anxiety about my campus life” was an overwhelmingly powerful item. It was indicated that demographic data (eg, years of university, proportion of the same sex in department, etc) and behavioral data (sleeping hours and answering time), as well as self-rating items were effective.

The developed model itself should be adjusted for each university because it depends on the items used in the survey of the cooperating university. Nevertheless, this model demonstrates the possibility of synergistically using the characteristics of health surveys and advantages of ML. Consequently, it can be used for predicting mental health status from existing health data without a mental health scale.

Furthermore, the impact of some items on the prediction was discussed. These findings can improve health survey items and define the criteria for inviting to student counseling. Accurate calls for student counseling will lead to early detection and intervention and operational efficiency.

Acknowledgments
During the study, a portion of the interim results was presented at a briefing of the Research Support System for Female Researchers at Kanazawa University and the 85th Annual Convention of the Japanese Psychological Association. The staff at the Health Service Center at Kanazawa University performed data collection. Dr Satoshi Sugiyama (Keio University) and Dr Hiroshi Matsui (Hokkaido University) advised on our analysis. Prof Yumi Adachi (Kanazawa University) supported all processes. The authors would like to thank Editage for English editing.

The Research Support System supported this work for Female Researchers at Kanazawa University.

Authors’ Contributions
AB contributed to the conceptualization, methodology, investigation, resources, data curation, writing—original draft, writing—review and editing, visualization, supervision, project administration, and funding acquisition. KB contributed to conceptualization, methodology, software, formal analysis, data curation, writing—original draft, writing—review and editing, and visualization.

Conflicts of Interest
None declared.

References
1. Furukawa T. Outcomes in psychological counseling. Shinri sodan ni okeru tenki ni tsuite. Campus Health 2020 Jun;57(2):56-63 [FREE Full text]


57. Gender data portal time use across the world. Organisation for Economic Co-operation and Development. URL: https://www.oecd.org/gender/data/ [accessed 2023-02-12]


Abbreviations

AUC-PR: area under the curve of precision-recall curve
AUC-ROC: area under the curve of receiver operating characteristic curve
GBDT: gradient boosting decision tree
MCC: Matthews correlation coefficient
ML: machine learning
RT: response time
SHAP: Shapley additive explanations

©Ayako Baba, Kyosuke Bunji. Originally published in JMIR Mental Health (https://mental.jmir.org), 10.05.2023. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Mental Health, is properly cited. The complete bibliographic information, a link to the original publication on https://mental.jmir.org/, as well as this copyright and license information must be included.
Abstract

Background: Few studies have examined the association between depressive symptom trajectories and physical activity collected by mobile health (mHealth) devices.

Objective: We aimed to investigate if antecedent depressive symptom trajectories predict subsequent physical activity among participants in the electronic Framingham Heart Study (eFHS).

Methods: We performed group-based multi-trajectory modeling to construct depressive symptom trajectory groups using both depressive symptoms (Center for Epidemiological Studies-Depression [CES-D] scores) and antidepressant medication use in eFHS participants who attended 3 Framingham Heart Study research exams over 14 years. At the third exam, eFHS participants were instructed to use a smartphone app for submitting physical activity index (PAI) surveys. In addition, they were provided with a study smartwatch to track their daily step counts. We performed linear mixed models to examine the association between depressive symptom trajectories and physical activity including app-based PAI and smartwatch-collected step counts over a 1-year follow-up adjusting for age, sex, wear hour, BMI, smoking status, and other health variables.
Results: We identified 3 depressive symptom trajectory groups from 722 eFHS participants (mean age 53, SD 8.5 years; n=432, 60% women). The low symptom group (n=570; mean follow-up 287, SD 109 days) consisted of participants with consistently low CES-D scores, and a small proportion reported antidepressant use. The moderate symptom group (n=81; mean follow-up 252, SD 116 days) comprised participants with the highest CES-D scores, and the proportion of antidepressant use fell between the other 2 groups. Compared to the low symptom group, the high symptom group had increased PAI (mean difference –1.09, 95% CI −2.16 to −0.01) and the moderate symptom group walked fewer daily steps (823 fewer, 95% CI −1421 to −226) during the 1-year follow-up.

Conclusions: Antecedent depressive symptoms or antidepressant medication use was associated with lower subsequent physical activity collected by mHealth devices in eFHS. Future investigation of interventions to improve mood including via mHealth technologies to help promote people’s daily physical activity is needed.

(JMIR Ment Health 2023;10:e44529) doi:10.2196/44529
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depression; mobile health; risk factors; physical activity; eCohort; Framingham Heart Study

Introduction
Depression is described as having negative feelings such as sadness or a loss of interest in activities that a person once enjoyed. Depression is a common and serious medical illness that affects millions of Americans each year [1-3]. A recent study reported that the prevalence of elevated depressive symptoms is 32.8% in a national, population-representative, longitudinal study of US adults in 2021 [4]. Depression and physical activity have bidirectional relationships. Physical inactivity is a risk factor for depression [5-7]. Evidence suggests that the use of behavioral therapies such as exercise can help improve the treatment of depression [8]. Low doses of physical activity are protective against depression [5], and regular exercise can result in substantial reductions in depression in the general older adult population [9].

Most previous studies evaluated the relationships of depression with subjectively measured physical activity (ie, self-reported physical activity). Few studies have investigated how variation in mood is associated with physical activity [10-12]. An investigation of depressive symptoms and self-reported physical activity in the 1958 British Birth Cohort in adults from age 23 to 50 years suggests that depressive symptoms in early adulthood may be a barrier to physical activity [11]. The Whitehall Study reported that participants with depressive symptoms at baseline were more likely to fail to meet the recommended levels of physical activity at follow-up [12]. The Coronary Artery Risk Development in Young Adults study identified a longitudinal association between baseline depressive symptoms and self-reported moderate to vigorous intensity physical activity over 10-year follow-up but not with objectively measured moderate to vigorous intensity physical activity [13]. To our best knowledge, no study considered the association between the longitudinal trajectory of depressive symptoms and physical activity measured with mobile devices both self-reported and objectively.

Mobile health (mHealth) devices, including smartphones and wearables, are increasingly used by many Americans to monitor their health and health-related behaviors [14]. The electronic Framingham Heart Study (eFHS) is an e-cohort nested within the larger multigenerational Framingham Heart Study (FHS). The participants in the eFHS were instructed to use a smartphone app to submit their health survey data. They were also invited to wear a study smartwatch to record daily step counts. The primary aim of this investigation was to examine the association of antecedent depressive symptoms and antidepressant medication use with subsequent physical activity collected during eFHS. We hypothesized that the long-term trend of depressive symptoms and antidepressant use prior to enrollment in the eFHS was associated with subsequent lower levels of physical activity during eFHS.

Methods
Overview
We captured the longitudinal trend of depressive symptoms and categorized them into distinct trajectory groups based on a composite depressive symptom score and the use of antidepressant medications assessed at FHS research examinations 1-3 across 14 years prior to the eFHS. We assessed whether the constructed depressive symptom patterns predicted the average level of physical activity collected by mHealth devices during short-term follow-up in the eFHS. Last, we examined whether the constructed depressive symptom patterns predicted habitual physical activity within an intermediate time span of 1-year follow-up in the eFHS (Figure 1). Study method and results are reported following the STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) statement for cross-sectional studies.
Study Participants
The FHS began in 1948 by enrolling 5209 residents (original cohort) from Framingham, Massachusetts. In 1971, a total of 5214 participants who were offspring of the original cohort, and the spouses of the offspring participants were enrolled in an offspring cohort. During 2002 and 2005, the FHS enrolled the third generation (Gen 3) cohort (n=4094), which included grandchildren of the original cohort. During the same time, the FHS enrolled 410 residents who were from underrepresented racial or ethnic groups in or near Framingham (Omnii2), and New offspring spouse cohort (NOS, n=103). This study included participants in the Gen 3, Omnnii2, and NOS cohorts who have undergone 3 research examinations every 6 to 8 years (exam 1: 2002-2005, exam 2: 2008-2011, exam 3: 2016-2019) [15]. At research exam 3 (2016 to 2019), English-speaking participants who owned a smartphone (including iPhone 4S [Apple Inc] or higher with iOS version 8.2 [Apple Inc] or higher or beginning October 30, 2017, an Android phone) were invited to enroll in the eFHS [16]. Most participants who agreed to participate in eFHS downloaded the eFHS smartphone app from the Apple App Store at the in-person research center visit with help from the FHS-trained staff. Some participants chose to register in eFHS after leaving the research center with written instructions provided by eFHS staff. The sample size of our main analysis included participants who attended FHS examinations 1-3 and had self-reported physical activity and valid Apple Watch step data (defined below) for the first month following their third examination (Figure 2).

Ethics Approval
All study participants provided informed consent for the study. The protocols for eFHS and the FHS were approved by the Institutional Review Board (H-36586 and H-32132) at the Boston University Medical Center.

Center for Epidemiological Studies-Depression Score and Antidepressant Medications for Trajectory Building
We selected participants from Gen 3, OMNI2, and NOS cohorts who participated in all 3 FHS exams. Trained technicians administered the 20-item Center for Epidemiological Studies-Depression (CES-D) scale at each of the 3 research exams. The CES-D scale assesses how often individuals experienced depressive symptoms over the past week, with the total score ranging from 0 to 60. Each item has a score that ranges from 0 to 3 [17]. In 16 of the 20 CES-D questions, a higher score corresponds to a higher frequency of depressive symptoms. For the remaining 4 questions, a higher score corresponds to a lower frequency of depressive symptoms. We reversed the scores of these 4 questions and summed up the individual scores over the 20 questions to construct the composite CES-D score for each participant at every attended exam. A threshold of 16 or greater is commonly used to identify individuals who have depressive symptoms [17].
At each FHS examination, participants were asked to bring all medications to the research center in a medication bag. All antidepressant medications were recorded, and we identified antidepressant medications such as sertraline, fluoxetine, and citalopram. We considered that participants used antidepressant medication if any antidepressant medication was identified at a given FHS exam.

**Assessment of Step Counts and Physical Activity Index**

At exam 3, iPhone users were provided with the choice to participate in eFHS or not to participate. For users who chose to participate in the study, they had a choice to use the study smartwatch, an Apple Watch Series 0 (Apple Inc), or the first generation of Apple Watch. eFHS study staff assisted participants with pairing the watch to their smartphone in the Research Center. Participants were asked to wear the watch daily for at least 1 year [16].

We defined a person-day as a day for which a participant returned any amount of smartwatch data, and we defined “wear hours” as the number of hours during which a participant wore the smartwatch on a person-day. We excluded person-days for which participants had fewer than 5 wear hours (Figure 2) [18]. To minimize inaccurate data points, we further excluded person-days for which participants had less than 1000 step counts per day [19]. We then removed participants who failed to return watch data for at least 1 day per week in the first month after the participant started returning data in eFHS, because we planned to examine the association between antecedent depressive symptoms and average step counts during the first 30 days. In addition, we used data collected from the eFHS enrollment at the exam 3 to 1-year follow-up because one of the aims of this study was to investigate the association between antecedent depressive symptoms with habitual physical activity over an intermediate time span.

Daily step counts were collected by the smartwatch. Baseline average daily step counts were calculated as the mean of the daily step counts during the first 30 days after a participant’s first return of the step data. Longitudinal step counts referred to the repeated daily step counts within the 1-year follow-up since the first return of the step data in eFHS.

In addition to the physical activity data that were objectively measured from the smartwatch, we also assessed the self-reported physical activity index (PAI) collected by the eFHS smartphone app for comparison. The eFHS smartphone app included a survey to assess physical activity using the Framingham PAI. The physical activity survey was sent through the app every 3 months for 1 year. The PAI was calculated as a composite score based on the number of hours spent sleeping, or in sedentary, slight, moderate, and heavy activities during a 24-hour period. We assigned weights of 1, 1.1, 1.5, 2.4, and 5 to sleep, sedentary, slight, moderate, and heavy activity, respectively [20-22]. Baseline PAI was defined as the first app-based PAI record collected within the first 3 months by the eFHS smartphone app. Longitudinal PAI referred to the repeated app-based PAI collected within 1-year follow-up since the baseline PAI.

**Figure 1** displays the timeline of data collection for CES-D scores and antidepressant medication use at FHS research exams, as well as for app-based PAI and smartwatch-collected step counts.

**Covariates**

Demographic variables were measured during exam 3 at the research center. BMI was calculated by dividing body weight (kg) by height (meters) square. Obesity was defined as a BMI value of 30 kg/m² or higher. Using the highest education level the participant achieved at exam 3, we defined the education variable into 3 categories: “less than high school,” “completed high school or some college,” and “bachelor’s degree or higher.” Marital status was defined into 5 categories: “divorced,” “married,” “never married,” “separated,” and “widowed.” Lipid-lowering treatment was defined as a self-report of receiving lipid treatment in the year before the exam. Hypertension was defined by systolic blood pressure of 130 mm Hg or higher, or diastolic blood pressure of 80 mm Hg or higher, or antihypertensive medication use. We also defined current smoking as participants who reported smoking at least 1 cigarette per day in the year before the exam. Several laboratory variables, including total cholesterol, high-density lipoprotein cholesterol, triglycerides, and fasting blood glucose, were also measured at exam 3. Diabetes was defined as the prior diagnosis, use of diabetes medications, hemoglobin A1c (HbA1c) ≥6.5%, fasting blood glucose ≥126 mg/dL, or random plasma glucose ≥200 mg/dL; prevalent cardiovascular disease (CVD) was defined as history of heart failure, myocardial infarction, angina, stroke, or intermittent claudication and coded.

**Statistical Analyses**

**Overview**

We first examined the main characteristics of the participants and compared the characteristics between those who remained in our study and those who were excluded. Next, we built the trajectory groups based on the longitudinal patterns of depressive symptoms (CES-D scores) and antidepressant medication use. Furthermore, we performed association analyses to examine the relationships between trajectory groups and physical activity variables during the first 30 days and during the 1-year follow-up.

**Trajectory Modeling**

We constructed the depressive symptom trajectories across exam 1 (2002-2005) to exam 3 (2016-2019) to capture different temporal patterns of CES-D scores and antidepressant medication use. We used group-based multi-trajectory [23] modeling to construct the trajectory patterns with both the antidepressants use and the continuous CES-D scores from research exams 1 to 3 (occurring over the 14 years before the eFHS). The trajectories of CES-D scores and antidepressant use were specified as a function of exam, adjusted for baseline age and sex. The group-based multi-trajectory modeling is an extension of univariate group-based trajectory modeling. The group-based multi-trajectory modeling identifies latent subgroups of individuals following similar longitudinal trajectories across multiple correlated outcome variables over time. This method is flexible to model the interrelationship of
multiple clinically relevant variables. Group-based multi-trajectory models with different trajectory shapes (ie, linear or quadratic) and with a different number of groups (ranging from 1 to 4) were tested. To determine the optimal number of trajectory groups, we started with a single group, and added 1 more group at a time. We used the Bayesian information criterion statistic to evaluate the model fit with different groups and shapes, with an additional requirement that each group consists of at least 5% of the sample [24].

**Association Analysis of Depressive Symptom Trajectory Groups With the First App-Based PAI of eFHS or the Average Daily Step Counts During the First 30 Days of eFHS**

We investigated both self-reported PAI and objectively measured step count in 3 trajectory groups. First, we performed a correlation analysis for the first app-based PAI and the average daily step count during the first 30 days. Next, we conducted analysis of covariance models to compare the first app-based PAI and the daily average step counts during the first 30 days (outcome) in the depressive symptom trajectory groups (predictor). Models were adjusted for age, sex (additionally adjusted for average daily wear hour for steps; model 1) and further adjusted for BMI, smoking status, prevalent CVD, current diabetes status, education, marital status, hypertension status, fasting blood glucose, high-density lipoprotein cholesterol, total cholesterol, triglycerides, and lipid treatment at exam 3 as additional variables to those in model 1 (model 2).

**Association Analysis of the Depressive Symptom Trajectory Groups With the Longitudinal PAI or Daily Step Counts**

We further examined the associations of the depressive symptom trajectory groups as the independent variable with the longitudinal PAI and daily step counts collected over a 1-year follow-up in the eFHS. We used a linear mixed model with longitudinal PAI values collected every 3 months as the outcome, adjusting for age, sex, and the number of days between baseline and a survey collection. We further adjusted for all the other covariates in model 2 in the previous section. We used linear mixed models with the repeated daily step counts as the outcome, adjusting for age, sex, the number of days between baseline and data collection, and the daily wear hour of the smartwatch use. Similarly, the model with daily step counts was further adjusted for other covariates.

All statistical analyses were conducted using SAS (version 9.3; SAS Institute) and R (version 4.0; R Foundation for Statistical Computing). Group-based multi-trajectory modeling was performed using the SAS Proc Traj [23]. We used 2-tailed \( P < .05 \) for significance.

**Results**

**Participant Characteristics**

A total of 3196 FHS participants (2873 from Gen 3, 49 from NOS, and 274 from Omni2) attended research exams 1 to 3. Of these 3196 participants, 2150 participants enrolled in the eFHS study, and 1186 participants returned app-based PAI and smartwatch-collected step counts data [25]. After applying 3 exclusion criteria to those who had both PAI and step counts records and removing those with missing values in any of the covariates, 722 individuals (median follow-up 14 years; mean age 53 years, SD 8.5 years; n=432, 60% women; n=656, 91% White) were included in the association analyses (Figure 2). Within a 1-year window, the participants had a median follow-up time of 52 weeks (Q1-Q3=50, 52). Compared to FHS participants who declined enrollment in eFHS, our study sample was significantly younger (mean 53, SD 8.5 years vs mean 57, SD 10 years; \( P < .001 \)), had a higher proportion of women (432/722, 60% vs 632/1275, 50%; \( P < .001 \)), lower CES-D scores (mean 5.79, SD 6.63 vs mean 7.27, SD 7.47; \( P < .001 \)), lower BMI (mean 28.2, SD 5.6 vs mean 28.9, SD 6; \( P = .04 \)), and a higher proportion of college graduates (495/722, 69% vs 605/1275, 47%; \( P < .001 \)). Compared to other eFHS participants who accepted enrollment but did not meet the inclusion criteria, our study sample was significantly more likely to be women (432/722, 60% vs 670/1255, 53%; \( P = .006 \)) and had a higher education level (bachelor’s degree or higher 495/722, 69% vs 802/1255, 64%; \( P = .04 \); Multimedia Appendix 1).

**Depressive Symptom Trajectory Groups**

To identify the best trajectory model, we explored 2 polynomial orders (ie, linear and quadratic) with different numbers of trajectory groups in the group-based multi-trajectory modeling. The best model with 3 trajectory groups with a linear trend was chosen based on the model selection criteria (Figure 3). According to the trend across 3 exams, the patterns of the 3 trajectories were classified as “low symptom,” “moderate symptom,” and “high symptom” groups. The low symptom group (570/722, 79%; mean follow-up 287, SD 109 days) consisted of participants who had consistently low CES-D scores (mean CES-D 4.64 at exam 1, 3.72 at exam 2, and 4.06 at exam 3) and more than 95% of them did not report antidepressant medication use across exam 1 to exam 3. The moderate symptom group (71/722, 9.8%; mean follow-up 280, SD 118 days) comprised participants who exhibited intermediate CES-D scores (mean CES-D 6.56 at exam 1, 5.06 at exam 2, and 5.73 at exam 3). About 67.6% (48/71) of participants in the moderate symptom group took antidepressants at exam 1, 87.3% (62/71) at exam 2, and 91.5% (65/71) at exam 3. The high symptom group (81/722, 11.2%; mean follow-up 252, SD 116 days) consisted of participants who had the highest CES-D scores (mean CES-D 17.5 at exam 1, 17.2 at exam 2, and 18 at exam 3), surpassing the threshold CES-D score of 16 consistent with the presence of depressive symptoms. Among participants in the high symptom group, 21% (17/81) at exam 1, 33.3% (27/81) at exam 2, and 46.9% (38/81) at exam 3 reported the use of antidepressants. Both the moderate and high symptom groups increased the antidepressant medication use from exam 1 to exam 3. However, a larger proportion of participants reported antidepressants across exams 1 to 3 in the moderate symptom group than in the high symptom group.

We also observed substantial differences in the other study characteristics (Table 1). Compared to the low symptom group (mean age 52 years, mean BMI 27.9), the participants in the moderate (mean age 55 years, mean BMI 29.6) and high symptom groups (mean age 54 years, mean BMI 29.5) were
older and heavier. Among the 3 trajectory groups, the participants in the moderate symptom group were the most likely to be women (57/71, 80.3% compared to 317/579, 55.6% in the low symptom group and 58/81, 71.6% in the high symptom group). In addition, the participants in the high symptom group exhibited the lowest wear hours per day (mean wear hour per day was 12.1 compared to 13.1 hours per day in the low symptom group and 12.8 wear hours per day in the moderate symptom group). The high symptom group also had the shortest follow-up duration (mean follow-up days 252 compared to 287 in the low symptom group and 280 in the moderate symptom group).

**Figure 3.** The relationship of trajectory groups with CES-D scores and antidepressant medication use. The average CES-D scores and the proportions of participants with antidepressant use are shown in Figures A and B, respectively. CES-D: Center for Epidemiological Studies-Depression.

---

**Table 1.** Characteristics of 722 participants by trajectory group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Low symptom</th>
<th>Moderate symptom</th>
<th>High symptom</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total, n (%)</td>
<td>579 (79)</td>
<td>71 (9.8)</td>
<td>81 (11.2)</td>
<td>N/A b</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>52 (8.7)</td>
<td>55 (7.7)</td>
<td>54 (7.9)</td>
<td>.02</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>317 (55.6)</td>
<td>57 (80.3)</td>
<td>58 (71.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wear hours per day, mean (SD)</td>
<td>13.1 (2.12)</td>
<td>12.8 (2.07)</td>
<td>12.1 (2.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Follow-up days, mean (SD)</td>
<td>287 (109)</td>
<td>280 (118)</td>
<td>252 (116)</td>
<td>.03</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>27.9 (5.28)</td>
<td>29.6 (6.82)</td>
<td>29.5 (6.29)</td>
<td>.004</td>
</tr>
<tr>
<td>Current smoking (yes), n (%)</td>
<td>28 (4.9)</td>
<td>1 (1.4)</td>
<td>7 (8.6)</td>
<td>.12</td>
</tr>
<tr>
<td>Marital status (married), n (%)</td>
<td>443 (77.7)</td>
<td>53 (74.6)</td>
<td>45 (55.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypertension (yes), n (%)</td>
<td>251 (44)</td>
<td>35 (49.3)</td>
<td>48 (59.3)</td>
<td>.03</td>
</tr>
</tbody>
</table>

**Education, n (%)**

<table>
<thead>
<tr>
<th>Level</th>
<th>Low symptom</th>
<th>Moderate symptom</th>
<th>High symptom</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than high school</td>
<td>2 (0.4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>.24</td>
</tr>
<tr>
<td>Completed high school or some college</td>
<td>162 (28.4)</td>
<td>27 (38)</td>
<td>33 (40.7)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td>403 (70.7)</td>
<td>44 (62)</td>
<td>48 (59.3)</td>
<td></td>
</tr>
<tr>
<td>Fasting blood glucose, mean (SD)</td>
<td>97.7 (17.0)</td>
<td>98.1 (17.0)</td>
<td>95.5 (13.7)</td>
<td>.52</td>
</tr>
<tr>
<td>Diabetes status, n (%)</td>
<td>29 (5.1)</td>
<td>4 (5.6)</td>
<td>6 (7.4)</td>
<td>.69</td>
</tr>
<tr>
<td>Prevalent CVD c, n (%)</td>
<td>24 (4.2)</td>
<td>3 (4.2)</td>
<td>2 (2.5)</td>
<td>.75</td>
</tr>
<tr>
<td>HDL d, mean (SD)</td>
<td>61.2 (20.0)</td>
<td>62.7 (18.1)</td>
<td>60.8 (17.8)</td>
<td>.81</td>
</tr>
<tr>
<td>Total cholesterol, mean (SD)</td>
<td>188 (36.8)</td>
<td>199 (36.7)</td>
<td>194 (36.7)</td>
<td>.03</td>
</tr>
<tr>
<td>Triglycerides, mean (SD)</td>
<td>105 (76.6)</td>
<td>111 (46.3)</td>
<td>107 (66.6)</td>
<td>.85</td>
</tr>
<tr>
<td>Lipid treatment</td>
<td>111 (19.5)</td>
<td>22 (31.0)</td>
<td>12 (16.0)</td>
<td>.046</td>
</tr>
</tbody>
</table>

---

aWear hour and follow-up days of step counts were measured during 1-year follow-up during eFHS, and all the other variables were measured at exam 3 (Year 2016-2019).

bN/A: not applicable.

cCVD: cardiovascular disease.

dHDL: high-density lipoprotein.
Association of Depressive Symptom Trajectory Groups With Physical Activity

We observed a weak positive correlation between the first app-based PAI and smartwatch-collected step counts during the first 30 days (Pearson correlation coefficient $r = 0.21$; Figure 4). We further quantified the association between trajectory groups and the first PAI values collected from the eFHS smartphone app (Table 2). Adjusting for age and sex, participants in the high symptom group had, on average, a 0.83 smaller PAI compared to the low symptom group (95% CI –2.05 to 0.38), but the $P$ value did not reach statistical significance ($P = .18$).

After further adjusting for other covariates, a greater and significant decrease in the PAI for the participants in the high symptom group was observed. They had a 1.29 smaller PAI compared to the low symptom group (95% CI –2.52 to –0.06; $P = .04$). Furthermore, the PAI of participants in the moderate symptom group was 1.08 smaller than that of the low symptom group after we adjusted for all covariates. However, this difference was not statistically significant ($P = .10$).

We also observed a significant association between the trajectory groups and the average daily step counts during the first 30 days collected by smartwatch after adjusting for age, sex, and average daily wear hour (Table 2). On average, the participants in the moderate symptom group walked 945 fewer daily steps (95% CI –1573 to –318; $P = .003$) compared to the low symptom group. After we further adjusted for additional covariates, the association was attenuated: compared to the low symptom group, the participants in the moderate symptom group walked 733 fewer steps (95% CI –1344 to –121; $P = .02$), which was a 22% decrease in the magnitude of association (Table 2). The high symptom group, compared to the low symptom group, showed a decrease of 340 daily steps (95% CI –931 to 251; $P = .26$) in the base model that adjusted for age, sex, and average daily wear hour, and displayed a decrease of 208 daily steps (95% CI –790 to 373; $P = .48$) in the multivariable-adjusted model, but these differences were not statistically significant.

In the longitudinal study, we assessed the association between trajectory groups and the longitudinal PAI values collected by smartphone app multiple times within 1 year (Table 3). In the base model that adjusted for age, sex, and number of days, the difference in longitudinal PAI comparing the high symptom group to low symptom group was –0.7 and nonsignificant (95% CI –1.77 to 0.37; $P = .20$). After adjusting for relevant covariates, we observed a significant decrease of 1.09 in longitudinal PAI for the high symptom group compared to the low symptom group (95% CI –2.16 to –0.01; $P = .048$). In addition, the difference in the longitudinal PAI between moderate symptom group and low symptom group was not significant (mean difference –0.98, 95% CI –2.11 to 0.15; $P = .09$) after adjusting for all covariates.

Furthermore, we observed that the trajectory groups were significantly associated with the longitudinal daily step counts collected within 1-year of follow-up. The moderate symptom group, on average, had 1080 fewer daily steps than the low symptom group (95% CI –1695 to –465; $P = .001$) after adjusting for sex, age, average daily wear hour, and number of days. Adjusting for additional covariates attenuated the association: participants in the moderate symptom group walked 823 fewer daily steps on average compared to those in the low symptom group (95% CI –1421 to –226; $P = .007$). The high symptom group walked 586 steps fewer than the low symptom group in the longitudinal step count analysis in the base model that adjusted for sex, age, average daily wear hour, and number of days (95% CI –1161 to –10; $P = .046$). However, the difference was attenuated and no longer significant after adjusting for all covariates (mean difference –374, 95% CI –941 to 193; $P = .20$).

Figure 4. Correlation between the first app-based PAI and step counts during first 30 days in electronic Framingham Heart Study (eFHS). PAI: physical activity index.
The participants in the high symptom group had significantly higher CES-D scores that met the threshold for the presence of depressive symptoms compared to the low symptom group. We further evaluated the associations of depressive symptom trajectory groups with antidepressant medication use over the course of 14 years and found that the moderate symptom group reported the highest and increasing likelihood of reporting antidepressant medication use across all 3 exams. On the other hand, the low symptom group exhibited consistently lower antidepressant medication use with more than 90% of participants reporting use at the last timepoint. Our finding is consistent with another study reporting an association between antidepressant use and lower levels of physical activity among women with diabetes [26].

In this study, we constructed depressive symptom trajectory groups based on CES-D scores and antidepressant medication use collected from the FHS research exams. We identified 3 distinct trajectory groups using data from the 3 research exams conducted over a 14-year span prior to the initiation of eFHS. We observed that the low symptom group exhibited consistently low CES-D scores, with an extremely low proportion of participants reporting antidepressant medication use across all 3 exams. On the other hand, the moderate symptom group comprised participants with intermediate CES-D scores, who showed the highest and increasing likelihood of reporting antidepressant medications from exam 1 to exam 3. Last, the high symptom group consisted of participants with the highest CES-D scores that met the threshold for the presence of depressive symptoms. The proportion of participants reporting antidepressant medications in this group fell between the other 2 groups and was observed to be increasing across examinations. We further evaluated the associations of depressive symptom trajectory groups with self-reported PAI values collected from the eFHS smartphone app at first return and within the 1-year follow-up. In addition, the participants in the moderate symptom group walked significantly fewer average daily steps during the first 30 days and within the 1-year follow-up when compared to the low symptom group after accounting for important covariates. The moderate symptom group reported the highest antidepressant medication use with more than 90% of participants reporting use at the last timepoint. Our finding is consistent with another study reporting an association between antidepressant use and lower levels of physical activity among women with diabetes [26].

This study differs from most of the previous studies in the following 3 ways. First, the participants in eFHS have been followed for 14 years prior to their participation in eFHS. This enabled us to study the trajectory of depressive symptoms and antidepressant medication use over the course of 14 years and 3 examinations prior to the eFHS. In contrast, few previous studies considered longitudinal trends of depression and depressive symptoms including subclinical thresholds. Most previous studies performed an association of physical activity with depression at one time point [27,28]. Some other studies focused on the association between average levels of depression and physical activity in a longitudinal design with depression at a few time points as the predictor [11,29]. Furthermore, this

discussion

Table 2. Association between trajectory groups and baseline physical activity outcomes.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Model 1a</th>
<th>Model 2b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High symptom vs low symptom, mean difference (95% CI)</td>
<td>High symptom vs low symptom, mean difference (95% CI)</td>
</tr>
<tr>
<td>Physical activity index</td>
<td>$-0.83 (-2.05 to 0.38)$</td>
<td>$-1.09 (-2.40 to 0.21)$</td>
</tr>
<tr>
<td>Daily step counts</td>
<td>$-340 (-931 to 251)$</td>
<td>$-945 (-1573 to 318)$</td>
</tr>
</tbody>
</table>

Table 3. Association between trajectory groups and longitudinal physical activity outcomes during the 1-year follow-up.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Model 1a</th>
<th>Model 2b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High symptom vs low symptom, mean difference (95% CI)</td>
<td>High symptom vs low symptom, mean difference (95% CI)</td>
</tr>
<tr>
<td>Physical activity index</td>
<td>$-0.70 (-1.77 to 0.37)$</td>
<td>$-1.03 (-2.17 to 0.12)$</td>
</tr>
<tr>
<td>Daily step counts</td>
<td>$-586 (-1161 to -10)$</td>
<td>$-1080 (-1695 to -465)$</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we constructed depressive symptom trajectory groups based on CES-D scores and antidepressant medication use collected from the FHS research exams. We identified 3 distinct trajectory groups using data from the 3 research exams conducted over a 14-year span prior to the initiation of eFHS. We observed that the low symptom group exhibited consistently low CES-D scores, with an extremely low proportion of participants reporting antidepressant medication use across all 3 exams. On the other hand, the moderate symptom group comprised participants with intermediate CES-D scores, who showed the highest and increasing likelihood of reporting antidepressant medications from exam 1 to exam 3. Last, the high symptom group consisted of participants with the highest CES-D scores that met the threshold for the presence of depressive symptoms. The proportion of participants reporting antidepressant medications in this group fell between the other 2 groups and was observed to be increasing across examinations. We further evaluated the associations of depressive symptom trajectory groups with self-reported PAI values collected from the eFHS smartphone app at first return and within the 1-year follow-up.

In addition, the participants in the moderate symptom group walked significantly fewer average daily steps during the first 30 days and within the 1-year follow-up when compared to the low symptom group after accounting for important covariates. The moderate symptom group reported the highest antidepressant medication use with more than 90% of participants reporting use at the last timepoint. Our finding is consistent with another study reporting an association between antidepressant use and lower levels of physical activity among women with diabetes [26].

This study differs from most of the previous studies in the following 3 ways. First, the participants in eFHS have been followed for 14 years prior to their participation in eFHS. This enabled us to study the trajectory of depressive symptoms and antidepressant medication use over the course of 14 years and 3 examinations prior to the eFHS. In contrast, few previous studies considered longitudinal trends of depression and depressive symptoms including subclinical thresholds. Most previous studies performed an association of physical activity with depression at one time point [27,28]. Some other studies focused on the association between average levels of depression and physical activity in a longitudinal design with depression at a few time points as the predictor [11,29]. Furthermore, this
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study used both self-reported PAI and objectively measured step counts within the 1-year follow-up in a community sample. These 2 physical activity measures captured different aspects of a participant’s physical activity level, and they each have advantages and disadvantages. The smartwatch-collected step counts data provided a more objective measure of physical activity than self-reported questionnaires that were used in most of the previous studies, which can be affected by many factors, such as social desirability or recall bias. Compared to the questionnaires used in previous studies, our app-based PAI surveys allowed the participants to complete them in a home-based setting, and they were deployed multiple times within the 1-year period. Compared to the step count data, the PAI scores also quantified the amount and intensity of physical activity performed by an individual over a specific period, thus providing a more comprehensive evaluation of an individual’s overall physical activity level [30]. Last, the integration of both CES-D scores and antidepressant medication across 3 research exams in trajectory modeling gave more complete information than using CES-D scores only. The classification of participants in trajectory groups did not depend solely on 1 exam or 1 variable, instead, the classification of participants revealed the long-term underlying patterns across exams and reflected both depressive symptoms and antidepressant medication use.

The main findings in this study were consistent with those from earlier studies, that is, depressive symptoms were associated with lower subsequent physical activity. The Whitehall study, the Coronary Artery Risk Development in Young Adults study, and other studies analyzed the association between depression at baseline and subsequent self-reported physical activity [11-13]. The 1958 British Birth Cohort used the depression phenotype at a few time points as an exposure of interest in a longitudinal setting to analyze the association between the average levels of depression and physical activity [11]. Previous findings also reported that both depressive symptoms and physical activity played an important role in promoting overall cardiovascular health and well-being. A previous study recruited 125 women from cardiac health screening events to investigate depressive symptoms and health-promoting lifestyle behaviors [31]. This study noted that higher levels of depressive symptoms were significantly associated with poorer health behaviors; early detection and treatment of depression were likely to improve quality of life [31]. Previous discoveries in affected science proposed a new theoretical framework called the upward spiral theory of lifestyle change, which explained how positive affect could contribute to long-term adherence to positive health behaviors [32]. A study that involved 204 patients during recovery from myocardial infarction reported that patients with depression after an acute myocardial infarction were more likely to fail to meet the recommended level of lifestyle changes; the failure to adopt a healthy lifestyle such as engaging in regular physical activity, in turn, contributed to a higher risk of cardiovascular events [33].

Our study represents an effective strategy to leverage health variables collected in traditional research exams with health outcomes collected by mHealth devices. First, the use of mHealth makes it possible for the participants to record their daily routines and lifestyles in a home-based setting, which is more representative of their true physiological behaviors. Therefore, mHealth provides the participants with more precise tracking of their health compared to traditional clinical health exams that record health at 1 point in time. Second, some studies reported that mHealth with an intervention on mood could improve physical activity, and subsequently, health outcomes. The BEHOLD-8 Controlled Clinical Trial examined the impact of a novel phone-delivered positive psychology-motivational interviewing intervention to promote physical activity in patients with type 2 diabetes. This study reported that the positive psychology-motivational interviewing intervention was feasible and well-accepted [34]. The Promoting Activity in Cardiac Patients via Text Messages pilot study identified the association between SMS text messaging focused on well-being and improvements in physical activity and mental health among 40 patients with prior acute coronary syndrome [35]. Therefore, the findings from our study and the previous studies suggest that mood interventions may be essential for mHealth studies that are designed to promote PA levels. Future mHealth studies to promote PA should intervene on mood through such strategies as improving sleep, counseling (well-based), supportive messaging, and activity promotion. Physical activity is a cornerstone of CVD prevention yet nearly half of Americans fail to meet physical activity guidelines. Addressing mood may hold promise to improve engagement in healthy behaviors such as increasing physical activity.

This study had several limitations. First, the sample size was substantively reduced from 1186 to 722 after applying the 3 exclusion criteria that were related to adherence. Low adherence has been a critical limitation in most mHealth studies [36,37]. Despite reduced adherence during the follow-up, the eFHS participants had higher adherence to smartwatch use compared to most mHealth studies [38]. In addition, this study was an observational study, and the causal relationship between depressive symptoms and physical activity cannot be determined although the depressive symptom trajectory groups were constructed prior to physical activity data. Furthermore, several previous studies have shown that physical activity and depressive symptoms have bidirectional associations. That is, people with depressive symptoms were more likely to have a lower level of physical activity at follow-up, and the lack of physical activity can predict an increased likelihood of depressive symptoms at follow-up. However, since we do not have CES-D scores collected in the health research center after mHealth physical activity, we are unable to investigate whether physical activity predicts CES-D scores at the next exam. Last, the eFHS participants were mostly White, middle-aged, with higher education, resided in New England, and were healthier than all participants attending examinations (Multimedia Appendix 1). Therefore, the generalization of the findings in this study to individuals in other age ranges, races or ethnicities, and different geographical areas may be limited.

Conclusions

We observed that antecedent depressive symptom trajectories were associated with subsequent physical activity collected in eFHS. Compared to the low symptom group with consistently low CES-D scores and proportions of antidepressant use, the participants in the high symptom group with high CES-D scores
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and increasing likelihood of taking antidepressants had decreased levels of app-based PAI values. In addition, the participants in the moderate symptom group with intermediate CES-D scores and the highest reported antidepressant medication use walked fewer average daily step counts. Further exploration is needed to explore interventions aimed at enhancing mood, specifically through the use of mHealth technologies, with the goal of encouraging individuals to engage in regular physical activity.
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Abstract

Background: Depressive and anxiety disorders are the most common mental disorders, and there is a critical need for effective, affordable, and accessible interventions. Cognitive Behavioral Immersion (CBI) is a novel group-based cognitive behavioral skills training program delivered by lay coaches in the metaverse that can be accessed through various modalities including virtual reality (VR) head-mounted displays or flat-screen devices. Combining its ability to offer empirically supported therapy skills in a digital setting that can still facilitate interpersonal variables (eg, working alliance and sense of social support) with the aid of lay coaches, CBI has the potential to help fill this critical need.

Objective: This study had 2 primary aims. First, we aimed to examine changes in depression and anxiety symptoms in a sample of individuals who participated in CBI. Second, we aimed to examine 2 interpersonal process variables (working alliance and web-based social support) as predictors of symptom changes. We predicted CBI participants would experience depression and anxiety symptom improvements and that such improvements would be associated with an increase in both interpersonal process variables.

Methods: The study sample consists of 127 participants who endorsed clinical levels of depression or anxiety symptoms during their first CBI session and attended at least 2 sessions. Participants were asked to complete self-report measures of depression symptoms, anxiety symptoms, alliance, and web-based social support throughout their participation in CBI.

Results: Repeated measures ANOVAs determined that depression and anxiety symptom scores differed significantly across sessions (Ps<.01). We also found participants' web-based social support predicted improvement in depression symptoms (P=.01), but neither the alliance nor web-based social support predicted change in anxiety symptoms (Ps>.05). We also observed a significant difference in anxiety symptoms between participants who used a VR head-mounted display to access CBI and those who did not, such that participants who used VR head-mounted displays endorsed lower anxiety symptoms than those who did not at nearly every session (P=.04).

Conclusions: Participation in CBI is associated with both depression and anxiety symptom improvement. Web-based social support may play an important role in fostering changes in depression symptoms. Future studies are encouraged to continue examining the process of change in CBI with special attention paid to methods that can elucidate causal mechanisms of change.

(JMIR Ment Health 2023;10:e42377) doi:10.2196/42377
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Introduction

Depressive and anxiety disorders are the most common mental disorders, with an annual estimated 280 million people living with a depressive disorder and 301 million people living with an anxiety disorder [1]. Symptoms of depression and anxiety contribute to detriments in well-being, health, and functioning, and rank among the leading public health burdens worldwide [2]. While there are effective treatments for each, only a portion of those with these conditions receive treatment. There is a critical need for effective, affordable, and accessible interventions.

Cognitive behavioral therapy (CBT) is one of the most effective tools for the treatment of depression and anxiety. CBT is based on a model of how one’s thoughts, emotions, behaviors, and physiology interact in one’s environment [3]. According to the model, a person can indirectly change their emotions by changing maladaptive cognitions, behaviors, or physiological states. In this approach, therapists teach clients a host of cognitive and behavioral tools to identify, evaluate, and correct inaccurate negative thoughts, and increase behaviors that build efficacy and agency and boost positive affect [4]. In the treatment of depression, CBT has been rigorously tested in clinical trials and has been shown to be as efficacious as medications [5] and to have an enduring effect that lasts beyond the end of treatment [6]. CBT has also been shown to be efficacious and have enduring effects in the treatment of anxiety disorders [7]. Despite their efficacy, CBT-oriented interventions are often very expensive and difficult to access. Further, because of the stigma associated with psychological conditions, many individuals do not present for help [8].

To address problems of affordability and accessibility, the field is increasingly using lay therapists (also commonly referred to as coaches or peers) to provide cognitive behavioral coaching. Investigations of lay therapists provide empirical support that well-trained coaches can be trained to deliver effective cognitive behavioral interventions [9-11]. The use of lay therapists offers a way to reach millions of affected individuals who might otherwise not receive any care.

There also is increasing evidence suggesting that technology can be used to deliver affordable and accessible treatments with outcomes comparable to traditional face-to-face psychotherapy interventions [12]. In line with this, digital treatments are increasingly being developed and used as the “new normal” in a pandemic and postpandemic world. While some digital CBT programs have come in the form of self-guided computerized programs that waive the need for therapists altogether, a recent meta-analysis reported that the efficacy and engagement in digital CBT programs are enhanced when provided with coach- or peer-support via email or phone communication [12].

Opportunely, internet-connected virtual environments have now been developed that allow participants to interact with one another as avatars. These virtual environments are often referred to as the “metaverse” [13]. Most of these environments are videogames (eg, Fortnite, Minecraft, Roblox, SecondLife, and World of Warcraft) accessed through flat screens such as mobile phones or desktop computers. More recently, the proliferation of consumer virtual reality (VR) head-mounted displays extends experiences in the metaverse by further immersing individuals into virtual environments in which they can think, feel, and behave as if the virtual environment they are in is real [14]. Moreover, the use of VR to connect to the metaverse can simultaneously promote a sense of presence (ie, the subjective experience of being in a place or environment when one is physically situated in another) [15] and maintain a sense of anonymity via use of an avatar. In other words, participants can still reap the benefits of feeling as if they are in a shared social space with others while also benefiting from a veil of anonymity, which can keep them safe from the perceived judgment from others that may otherwise prevent them from trying out new skills, meeting new people, and taking therapeutic risks such as disclosing their own vulnerabilities.

Although there is a robust literature that demonstrates evidence for the use of VR without connecting to the metaverse in mental health treatment (specifically in treating posttraumatic stress disorder and specific phobias) [16,17], there remains a gap in the literature exploring the use of VR metaverse interventions for any mental health concern. Immersion into the metaverse may be an especially powerful modality to facilitate mental health programs. Besides acting as a digital medium for providing empirically supported cognitive behavioral skills training, the metaverse may help facilitate the nonspecific effects that help account for symptom change in traditional in-person psychological treatments [18]. Specifically, the interpersonal nature of the metaverse may help foster a working alliance between coaches and participants as well as nurture a broader sense of web-based social support. Each of these interpersonal elements has been shown to play a key role in promoting therapeutic outcomes in traditional in-person interventions [19,20], and the metaverse may be a uniquely positioned setting in which each of these components can be introduced digitally to help reduce depression and anxiety symptoms.

Cognitive behavioral immersion (CBI; accessed via the Innerworld app developed by Innerworld, Inc) is a novel synchronous cognitive behavioral skills training group delivered by coaches in the metaverse [13]. CBI was developed to combine the strengths of recent psychological and technological advances to potentially deliver efficacious, affordable, accessible, and scalable mental health support. Upon entering the Innerworld app, participants create an anonymous username and embody a custom, self-designed avatar to attend live events that are hosted by coaches trained in CBI. Participants communicate with one another by speaking out loud, and the audio is transmitted over the internet in real time. Besides voice communication, other social cues are communicated through head movement, hand movement, and emojis (used to communicate affect). CBI is accessible through various modalities, including VR technology (ie, Oculus Quest head-mounted displays) and non-VR modalities (ie, mobile phones and desktop computers).

In this study, we had 2 primary aims. First, we aimed to examine changes in depression and anxiety symptoms among a group of individuals who participated in CBI. Given the novelty of the interpersonal aspects of the metaverse, our second aim was to examine 2 interpersonal variables (working...
alliance and web-based social support) as predictors of symptom change. In line with our first aim, we predicted participants would experience depression and anxiety symptom improvement throughout their participation in CBI. In line with our second aim, we predicted higher ratings of working alliance and perceived sense of web-based social support would be related to greater symptom improvement. In addition to these primary aims, we explored whether the magnitude of symptom change differed based on the type of device (VR vs non-VR) participants used.

Methods

Participants

Participants were selected based on the following criteria: (1) participated in at least 2 CBI sessions, (2) completed the symptom measures, and (3) reported a clinical level of depression or anxiety symptoms at their first CBI session (as evidenced by scoring a 10 or greater on the 9-item Patient Health Questionnaire (PHQ-9) [21] or 7-item Generalized Anxiety Disorder scale (GAD-7) [22]. A total of 127 participants met the study criteria out of the larger number of 468 who participated in at least 1 session of CBI. Specifically, 107 participants met the study criteria while reporting a clinical level of depressive symptoms, whereas 99 participants met study criteria while reporting a clinical level of anxiety symptoms (including 79 participants who reported clinical levels of both). See Figure 1 for a flowchart of participant recruitment.

Collectively, these participants were predominantly White, single, and employed males aged between 30 and 39 years. Participants attended an average of 13.80 (SD 26.61; median 6; mode 2) sessions, and approximately 79% (100/127) of the sample accessed CBI using a VR head-mounted display. See Table 1 for additional information on participant characteristics.

Figure 1. Flowchart of study participant recruitment. CBI: Cognitive Behavioral Immersion; GAD-7: 7-item Generalized Anxiety Disorder scale; PHQ-9: 9-item Patient Health Questionnaire.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-20</td>
<td>16 (12.6)</td>
</tr>
<tr>
<td>21-29</td>
<td>29 (22.8)</td>
</tr>
<tr>
<td>30-39</td>
<td>35 (27.6)</td>
</tr>
<tr>
<td>40-49</td>
<td>27 (21.3)</td>
</tr>
<tr>
<td>50-59</td>
<td>11 (8.7)</td>
</tr>
<tr>
<td>60-69</td>
<td>3 (2.4)</td>
</tr>
<tr>
<td>No response</td>
<td>6 (4.7)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>43 (33.9)</td>
</tr>
<tr>
<td>Male</td>
<td>68 (53.5)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (7.1)</td>
</tr>
<tr>
<td>No response</td>
<td>7 (5.5)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaskan</td>
<td>2 (1.6)</td>
</tr>
<tr>
<td>Asian</td>
<td>13 (10.2)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>5 (3.9)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (7.9)</td>
</tr>
<tr>
<td>White</td>
<td>89 (70.1)</td>
</tr>
<tr>
<td>No response</td>
<td>8 (6.3)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>10 (7.9)</td>
</tr>
<tr>
<td>Married</td>
<td>31 (24.4)</td>
</tr>
<tr>
<td>Separated</td>
<td>3 (2.4)</td>
</tr>
<tr>
<td>Single</td>
<td>75 (59.1)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>No response</td>
<td>7 (5.5)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Disabled, not able to work</td>
<td>9 (7.1)</td>
</tr>
<tr>
<td>Full-time employed</td>
<td>53 (41.7)</td>
</tr>
<tr>
<td>Part-time employed</td>
<td>21 (16.5)</td>
</tr>
<tr>
<td>Not employed, searching for work</td>
<td>11 (8.7)</td>
</tr>
<tr>
<td>Not employed, not searching for work</td>
<td>23 (18.1)</td>
</tr>
<tr>
<td>Retired</td>
<td>2 (1.6)</td>
</tr>
<tr>
<td>No response</td>
<td>8 (6.3)</td>
</tr>
<tr>
<td><strong>Income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>20,000</td>
<td>38 (29.9)</td>
</tr>
<tr>
<td>20,000–49,999</td>
<td>39 (30.7)</td>
</tr>
<tr>
<td>50,000–74,999</td>
<td>20 (15.8)</td>
</tr>
<tr>
<td>≥75,000</td>
<td>17 (13.4)</td>
</tr>
<tr>
<td>No response</td>
<td>13 (10.2)</td>
</tr>
<tr>
<td><strong>Main device used to access CBI</strong></td>
<td></td>
</tr>
</tbody>
</table>

### Participants, n (%)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VR head-mounted display</td>
<td>100 (78.7)</td>
</tr>
<tr>
<td>Non-VR device (phone or computer)</td>
<td>27 (21.3)</td>
</tr>
</tbody>
</table>

### Sessions attended

<table>
<thead>
<tr>
<th>Sessions attended</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>23 (18.1)</td>
</tr>
<tr>
<td>3</td>
<td>15 (11.8)</td>
</tr>
<tr>
<td>4</td>
<td>14 (11.0)</td>
</tr>
<tr>
<td>5</td>
<td>11 (8.7)</td>
</tr>
<tr>
<td>6</td>
<td>4 (3.2)</td>
</tr>
<tr>
<td>7</td>
<td>6 (4.7)</td>
</tr>
<tr>
<td>8</td>
<td>6 (4.7)</td>
</tr>
<tr>
<td>9</td>
<td>6 (4.7)</td>
</tr>
<tr>
<td>10</td>
<td>5 (3.9)</td>
</tr>
<tr>
<td>≥11</td>
<td>37 (29.1)</td>
</tr>
</tbody>
</table>

*CBI: Cognitive Behavioral Immersion.*

### Measures

#### Demographics Survey
Participants were asked to complete a self-report survey assessing a variety of demographic variables including age, gender, race, marital status, employment status, and annual household income. This survey was administered upon entering the Innerworld app for the first time.

#### PHQ-9
The PHQ-9 [21] is a 9-item self-report measure based on the diagnostic criteria for major depressive disorder from the Diagnostic and Statistical Manual Fourth Edition. Each item is scored on a 0- to 3-point basis, and total scores can range from 0 to 27 with greater scores indicating greater severity of depression symptoms. A cutoff score of at least 10 has been recommended to detect clinical levels of depression symptom severity [23]. Participants were asked to complete this measure after each CBI session. Internal consistency for PHQ-9 scores in this study was acceptable ($\alpha=.72$ at the first session).

#### GAD-7
The GAD-7 [22] is a 7-item self-report measure based on the diagnostic criteria for generalized anxiety disorder from the Diagnostic and Statistical Manual Fourth Edition. It has been used in primary care and research settings to assess anxiety severity, symptomatology, and functional impairment. Each item is again scored on a 0- to 3-point basis, and total scores can range from 0 to 21 with greater scores indicating greater severity of anxiety symptoms. As on for the PHQ-9, a total cutoff score of at least 10 has been recommended to detect clinical levels of anxiety symptom severity [22]. Participants again were asked to complete this measure after each CBI session. Internal consistency for GAD-7 scores in this study was acceptable ($\alpha=.71$ at the first session).

#### Group Session Ratings Scale
The Group Session Ratings Scale (GSRS) is a 4-item self-report measure of the working alliance measured on 10-point sliding scale [24]. Total scores can range from 4 to 40 with higher scores indicating greater levels of the group alliance. It has demonstrated acceptable validity and reliability [24,25]. Participants again were asked to complete this measure after each CBI session. Internal consistency for GSRS scores in this study was good ($\alpha=.85$ at the first session).

#### Online Social Support Scale
The Online Social Support Scale (OSSS) is a 40-item self-report measure of web-based social support one has received from sessions [26]. We removed 11 items that did not apply to the current intervention, including items that covered instrumental support (eg, the provision of financial aid, material resources, and needed services). Therefore, participants completed a 29-item version of the OSSS, measuring constructs of esteem or emotional support, social companionship, and informational support. Each item is scored from 1 to 5, and total scores on our 29-item version could range from 29 to 145 with higher scores reflecting greater web-based social support. The OSSS has demonstrated evidence of reliability and validity [26]. Participants were asked to complete this measure only once per month. Internal consistency for OSSS scores in this study was excellent ($\alpha=.98$ at the first session).

#### CBI Intervention and Coach Training
CBI was conducted in a metaverse app called Innerworld, which was developed by Innerworld, Inc. [13]. Participants could connect to Innerworld with an Oculus Quest VR head-mounted display, a desktop computer, or mobile phone. Participants are depicted through customizable avatars with anonymous usernames. Participants can view each other’s avatars and body movements while communicating with their actual voices.

The CBI program was created based on the principles of the cognitive behavioral model [4]. Innerworld, Inc handled all...
recruitment and training of coaches providing CBI. All coaches had to be at least 18 years of age, but no prior professional training in psychology or therapy was required for coaches prior to undergoing CBI training. Coaches received a minimum of 18 hours of intensive training in cognitive behavioral principles, cognitive behavioral techniques, basic psychological skills (eg, using open-ended questions and developing an empathetic tone), and ethics training. Coaches also participated in ongoing weekly supervision. Each CBI session began with a “check-in” during which each participant had the opportunity to share a recent challenge and success followed by a discussion on a cognitive behavioral tool. CBI sessions were offered daily, and participants were encouraged to attend as many sessions as they liked.

Procedures

No specific recruitment efforts took place to recruit participants for this study. Upon joining Innerworld, participants were provided a tutorial that explained the app’s routine data collection and monitoring for the purposes of quality improvement and research. The tutorial also noted that the app had funding from the National Institutes of Health. Following the tutorial and before being able to participate in CBI, participants were required to provide consent to these data collection efforts and to agree to Innerworld, Inc’s privacy policy and terms of service. In addition to following the tutorial, applicants were asked to complete an optional demographics survey that appeared as a pop-up window within the Innerworld app.

CBI sessions were available daily, and participants were encouraged to attend as many CBI sessions as they liked. Symptom and interpersonal measures were distributed to participants through pop-up windows that appeared in the app interface. See Table 2 detailing the timing of measure distribution. No incentive was provided for the completion of measures. In addition to these self-report measures, the Innerworld app also automatically tracked the number of sessions attended and the type of device participants used to enter the app.

### Table 2. Timing of measure distribution.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Time of distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics survey</td>
<td>Upon entering Innerworld app</td>
</tr>
<tr>
<td>Symptom measures</td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>After each CBI session</td>
</tr>
<tr>
<td>GAD-7</td>
<td>After each CBI session</td>
</tr>
<tr>
<td>Interpersonal measures</td>
<td></td>
</tr>
<tr>
<td>GSRS</td>
<td>After each CBI session</td>
</tr>
<tr>
<td>OSSS</td>
<td>Once per month</td>
</tr>
</tbody>
</table>

aPHQ-9: 9-item Patient Health Questionnaire.
bCBI: Cognitive Behavioral Immersion.
cGAD-7: 7-item Generalized Anxiety Disorder scale.
dGSRS: Group Session Ratings Scale.
eOSSS: Online Social Support Scale.

Ethical Considerations

Innerworld, Inc passed only deidentified data to this study’s researchers for the purpose of quality improvement as determined by Vanderbilt University’s institutional review board (#200327).

Analytic Strategy

**Changes in Symptoms Across CBI**

A repeated measures ANOVA was conducted to examine differences in symptom scores between each session on the intent-to-treat sample. We conducted a model for each of the 2 symptom measures (ie, PHQ-9 and GAD-7). Given that there was a considerable amount of variability in the number of sessions each participant completed and subsequently the number of measures completed, the session comparisons were limited in the repeated measures ANOVA to the first 10 sessions each participant may have completed. We chose this cutoff because most participants (n=90, 70.1%) completed 10 sessions or less. Based on the recommendation of statisticians analyzing the best ways to handle missing values when conducting an intent-to-treat analysis, it was decided to take a mixed model approach without any ad hoc imputation to run this analysis [27]. We report \( \eta^2 \) as a measure of effect size for these analyses. These models were conducted using PROC MIXED in Statistical Analysis System (SAS; version 9.4; SAS Institute).

**Relation of Interpersonal Variables With Symptom Change**

For our analyses concerning whether the interpersonal variables (ie, GSRS and OSSS) predicted change in symptoms, we first calculated residual change scores for each symptom measure. Residual change scores are calculated by taking the residual from a regression model in which first session symptom scores are entered as predictors of the most recent symptom scores. Given the difference in the number of times participants were asked to complete the GSRS and OSSS (ie, once per session for the GSRS and once per month for the OSSS), average GSRS
and OSSS scores were calculated for each participant. We then used general linear models to examine the interpersonal variables as predictors of symptom scores (measured as residual change scores) while controlling for the total number of sessions each participant completed. One model was run for each symptom measure. Models were run using PROC GLM in SAS 9.4.

**Magnitude of Symptom Change Between VR and Non-VR Users**

We conducted 2-group repeated measures ANOVAs to examine the effects of device type used to access CBI (VR vs non-VR device) and time (ie, session) on symptom scores. We ran 1 model for each symptom measure. Similar to our previous ANOVA models, the session comparisons were limited to the first 10 sessions. These models were conducted using PROC MIXED in SAS 9.4.

**Results**

**Changes in Symptoms Across CBI**

A repeated measures ANOVA determined that depression symptom scores differed significantly across sessions ($F_{9,422}=5.19; P<.01; \eta^2_p=0.16$). A post hoc pairwise comparison using the Tukey correction showed a significant decrease in PHQ-9 scores between a number of sessions, including a significant difference between participants’ first and tenth session ($P=.002$). Notably, participants endorsed moderate to severe depression symptom severity at their first session (mean 16.44, SD 4.77; range 10-27) [21]. Participants’ reports of depression symptoms were significantly lower at the tenth session (mean 11.62, SD 5.59; range 1-24).

A repeated measures ANOVA also showed that anxiety symptom scores differed significantly across sessions ($F_{9,416}=4.45; P<.01; \eta^2_p=0.26$). After applying the Tukey correction, we also found a significant decrease in GAD-7 scores between a number of sessions, including a significant difference between participants’ first and tenth session ($P<.01$). Similar to the depression scores, participants also tended to endorse moderate to severe anxiety symptom severity at their first session (mean 14.79, SD 3.45; range 10-21) [22]. Participants’ reports of anxiety symptoms were substantially lower at their 10th session (mean 11.29, SD 6.42; range 0-21). A table of the significant session comparisons from Tukey post hoc comparisons can be found in Multimedia Appendix 1. See Figure 2 for a graph charting average symptom scores across the first 10 sessions.
Figure 2. (A) Depression and (B) anxiety symptom change across cognitive behavioral immersion. GAD-7: 7-item Generalized Anxiety Disorder scale; PHQ-9: 9-item Patient Health Questionnaire.

Relation of Interpersonal Variables With Symptom Change

We next examined whether alliance or web-based social support (represented by average GSRS and OSSS scores across the course of treatment) predicted change in depression symptoms (represented by a residual change in PHQ-9 scores from participants’ first to most recent session) while controlling for participants’ total number of sessions attended. We found a significant effect for OSSS scores predicting change in PHQ-9 scores, such that greater OSSS scores predicted greater symptom improvement ($\beta_{\text{standardized}}=-1.50; \beta=-.07; SE=0.03; t_{85}=-2.06; P=.04$). However, GSRS scores did not significantly predict change in PHQ-9 scores ($\beta_{\text{standardized}}=-.69; \beta=-.08; SE=0.08; t_{85}=-0.94; P=.35$).
We next examined whether the alliance or web-based social support (averaged GSRS and OSSS scores across the course of treatment) predicted change in anxiety symptoms (represented by a residual change in GAD-7 scores from participants’ first to most recent session). Neither OSSS ($\beta_{\text{standardized}}$=−.14; $\beta$=−.04; SE=0.03; $t_{\text{adj}}$=−1.11; $P_{\text{adj}}$=27) nor GSRS scores predicted change in GAD-7 scores ($\beta_{\text{standardized}}$=0.04; $\beta$=0.02; SE=0.09; $t_{\text{adj}}$=0.28; $P_{\text{adj}}$=.78).

Magnitude of Symptom Change Between VR and Non-VR Users

We first conducted a 2-group repeated measures ANOVA to examine the effects of VR versus non-VR usage and session on PHQ-9 scores. We did not find a significant main effect of device type used on PHQ-9 scores ($F_{1,105}$=2.24; $P$=14; $\eta^2$=0.002) or a significant interaction between device type used and session ($F_{5,413}$=1.79; $P$=07; $\eta^2$=0.005). We then conducted a 2-group repeated measures ANOVA to examine the effects of VR versus non-VR usage and session on GAD-7 scores. The results of this analysis revealed a significant main effect of device type used on GAD-7 scores ($F_{1,97}$=4.14; $P$=04; $\eta^2$=0.002), indicating that there was a significant difference in anxiety symptoms between participants who used a VR head-mounted display to access CBI versus those who did not, regardless of time. Further examination of the least squares means revealed that, on average, participants who used VR head-mounted displays had lower anxiety symptoms than those who did not at nearly every session (the exception being session 7). Of note, we did not find a significant interaction between device type used and session ($F_{9,407}$=1.54; $P$=13; $\eta^2$=0.04).

Discussion

Principal Findings

Given recent advances in technology, the metaverse has been transformed from a science fiction idea into a reality [28]. Because of its seemingly limitless possibilities, the metaverse is gaining attention across many fields including the mental health field [29]. Using the metaverse has the potential to improve the accessibility and affordability of mental health interventions while maintaining their fidelity and (most importantly) their efficacy. Several metaverse apps are being built to seize the opportunities of this technology, but there remains little regulation as to what they do or knowledge regarding their effectiveness. To our knowledge, this study is the first to evaluate symptom outcomes in a mental health intervention conducted in the metaverse. We found evidence of significant reduction in depressive ($\eta^2$=0.16) and anxiety symptoms ($\eta^2$=0.26) across CBI—a novel coach-led cognitive behavioral skills training group conducted in the metaverse. Given the absence of a control group, we cannot attribute these reductions to CBI, but their magnitude was impressive and, in the range, reported in the literature for bona fide treatments [30,31]. This is especially exciting given that the coaches who were trained to lead CBI sessions were not therapists and required no prior professional training in providing mental health services. We are preparing to conduct a randomized controlled trial to evaluate the efficacy of CBI, but these initial pilot data suggest that such a trial is worthy of pursuit.

The primary aim of this study was to examine symptom change across the course of CBI participation, but we were also interested in the process through which these effects might be achieved. One unique contribution of the metaverse as compared to many previous digital modalities is the ability to interact with others while engaging in the electronic app. In doing so, interpersonal elements that so often play an important role in psychological interventions (ie, nonspecific effects) can be maintained [18]. Therefore, we assessed participant’s perception of the working alliance and web-based social support. We found that only participants’ perceived sense of web-based social support was significantly related to depressive symptom improvement, while neither interpersonal variable predicted anxiety symptom change. Both the alliance and social support are similar in that they are interpersonal variables, but it appears that the relationship that is fostered with peers in the web-based community may play a more important role in symptom improvement as compared to the group alliance, particularly in the context of alleviating depression symptoms.

Another strength of CBI is its compatibility to be accessed with different devices, including VR head-mounted displays that can create a truly immersive experience for participants who enter the metaverse. The vast majority ($n=100, 78.7\%$) of participants in the sample for this study used a VR head-mounted display to participate in CBI, while the remainder accessed CBI through the use of their smartphone or desktop computer. Although we did not randomly assign the device participants used, we found that participants who tended to use the VR head-mounted displays also reported a greater magnitude of anxiety symptom change on average than those who used non-VR devices at nearly every session. It may be possible that the level of immersion or extent to which a participant interacts with their virtual environment as if it was real [14] may be an important element of digital interventions for these symptoms. Future research is needed to further explore the effect that the extent of immersion may have on CBI outcomes and other metaverse mental health interventions. Outcomes from such research could be used to assess whether the increased cost of a head-mounted display may be warranted to lead to better outcomes.

Notably, our sample was predominantly male ($n=68, 53.5\%$). This contrasts with the predominantly female composition of typical treatment-seeking samples [32,33]. Men are typically less likely to seek treatment than women, thus their mental health is often overlooked and undertreated. This is a critical problem, especially due to the troubling fact that depression and suicide are among the leading causes of death among men [34]. Thus, our sample composition is especially exciting because it suggests that the metaverse may be a particularly accessible and appealing setting for men to access mental health services, potentially increasing the reach of mental health intervention for this underserved population.

Limitations

We note some key limitations of this study. First, we used self-report measures of the alliance, web-based social support,
and symptoms. While each of the self-report measures used in this study has been validated, there are alternative measurement approaches that can provide more nuanced assessments of these variables. For example, researchers suggest that the congruence between multiple perspectives in rating the alliance may provide more useful information than a single perspective alone [35,36] and that observer-rated alliance may provide an even less biased perspective that is more related to outcomes [37]. Relatedly, we only assessed 2 interpersonal variables and 2 symptom measures. Given the transdiagnostic nature of the CBI program, additional process and outcome variables will be important to assess. We also believe it will be important to assess attitudes related to the provision of mental health services in the metaverse, as attitudes can affect interest in, engagement with, and expectations of the intervention. Second, we cannot establish causality of relations between variables in this study. Without a control group, we are unable to say with certainty that participation in CBI causes symptom change. Given the timing of assessments, we are unable to say whether the alliance or web-based social support occurred prior to the symptom change with which it was associated. It will be important for future studies to consider the timing of assessments. It will also be useful to consider confounding variables that might influence these process-outcome relations (such as educational levels of coaches and participant demographic variables). Third, our sample was comprised of predominantly White adults 50 years or younger of age. Therefore, there should be caution in generalizing these findings to other samples with respect to ethnicity or race and age (17 years or younger and 50 years or older).

Future Directions

Given the significant depression and anxiety symptom improvements our sample experienced, it will be important to continue examining the process of change so we can continue to promote and improve these outcomes. Nonspecific effects are one avenue through which symptom outcomes can be achieved [18]. However, specific factors such as cognitive or behavioral techniques are also frequently examined process variables that can elevate symptom change [38]. Although our research group is aware of the methodological challenges of rating process variables through rigorous traditional observer-coding projects [39], the digital nature of this intervention may open another future opportunity to automate and enhance the coding procedures of process variables. Future studies are encouraged to not only measure additional process variables but also to pay special attention to the timing of variables to ensure temporal precedence of variables in line with causal relations. This will allow us to better understand the process of change as well as elucidate mediators and moderators of process-outcome relations [40].

Moreover, it will be important for future researchers to investigate metaverse mental health interventions in more diverse samples. The CBI intervention can be accessed virtually anywhere at any time, so it has the potential to reach various populations who may otherwise not have access to empirically supported mental health services. More targeted recruitment of underserved populations is needed.

One exciting feature about the Innerworld app used in this study is that it was designed to be a clinical research platform that welcomes research collaborations to continue investigating these relations with sophisticated methods and continuous data collection. We encourage collaborative efforts with team expertise in both technology and therapeutic processes to continue the investigation into and enhancement of metaverse mental health interventions.

Conclusions

This study evaluated the symptom outcomes in a sample of individuals who participated in a coach-led cognitive behavioral skills training group conducted in the metaverse. These participants experienced significant depression and anxiety symptom improvements, and these improvements were related to higher levels of web-based social support. With the increasing popularity of the metaverse and VR, we strongly encourage researchers to continue investigating its potential for further accessibility, affordability, and efficacy of mental health interventions.
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Abstract

Background: The global burden of anxiety and depression has created an urgent need for scalable approaches to increase access to evidence-based mental health care. The Screening and Treatment for Anxiety and Depression (STAND) system of care was developed to meet this need through the use of internet-connected devices for assessment and provision of treatment. STAND triages to level of care (monitoring only, digital therapy with coaches, digital therapy assisted by clinicians in training, and clinical care) and then continuously monitors symptoms to adapt level of care. Triaging and adaptation are based on symptom severity and suicide risk scores obtained from computerized adaptive testing administered remotely.

Objective: This article discusses how the STAND system of care improves upon current clinical paradigms, and presents preliminary data on feasibility, acceptability, and effectiveness of STAND in a sample of US-based university students.

Methods: US-based university students were recruited and enrolled in an open trial of the STAND system of care. Participants were triaged based on initial symptom severity derived from a computerized adaptive test and monitored over 40 weeks on anxiety, depression, and suicide risk to inform treatment adaptation and evaluate preliminary effectiveness.

Results: Nearly 5000 students were screened and 516 received care. Depression and anxiety severity scores improved across all tiers ($P<.001$ in all cases). Suicide risk severity improved in the highest tier (ie, clinical care; $P<.001$). Acceptability and feasibility were demonstrated.

Conclusions: STAND is a feasible and acceptable model of care that can reach large numbers of individuals. STAND showed preliminary effectiveness on all primary outcome measures. Current directions to improve STAND are described.
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Introduction

Background

The public health burden of depression and anxiety is enormous and rising, with effects extending to unemployment, risky substance use, and of greatest concern, suicide. In particular, young adults have seen a substantial increase in anxiety, depression, and suicidal thoughts or behaviors over the past decade [1,2]. Mental health care systems, globally, face significant challenges in meeting the staggering need for care created by this rising public health burden. In particular, access
to traditional forms of mental health care is limited by cost, time, effort, and stigma [3], and the number of clinicians trained in evidence-based treatments is grossly inadequate to meet current needs. The urgency of these needs has stimulated the development of 2 broad strategies for increasing access to care: stepped care approaches and digital provision of therapies.

**Increasing Access to Care Using Stepped Care Approaches and Digital Provision of Therapies**

In stepped care models, typically, all patients begin with low-intensity treatments and only nonresponders are moved to the next (more intensive) step of care [4]. Low-intensity treatments often include digital or online therapies, with or without support, as multiple trials targeting anxiety and depressive disorders have shown that these treatments can be as effective as face-to-face therapy [5-8]. While this “fail-first” approach more efficiently allocates resources than traditional approaches that strive to provide the highest level of clinician-delivered care to all patients, it results in delays to more intensive treatment for those who need it [9], and such delays may lead to symptom worsening and increased disability [10], discouragement for new treatments after initial options fail [11], or dropout before a second course of treatment [12]. An emerging body of literature indicates that stratified models, in which individuals are matched to level of care based on predetermined criteria (typically current symptom severity), produce superior outcomes and are more cost-effective in treating depression and anxiety compared with fail-first stepped care models [13-16].

**Digital Technologies for Delivering Measurement-Based Care and Treatment Adaptation**

The use of data collected from patients during the course of treatment for clinical decision-making (measurement-based care) has the potential to greatly improve outcomes but remains the exception rather than the rule [17]. Specifically, measurement-based care typically outperforms usual care on both symptom reduction and reduced dropout rate [18] and is associated with decreased costs and lower odds of patient deterioration during treatment [19]. Without measurement-based care, clinicians have difficulty identifying patients who are at risk for nonresponse or deterioration [20,21]. Consequently, interventions become reactive to “crisis” needs rather than being proactive. Further, decisions about when treatment has been successfully completed tend to be determined by when the patient or their provider “feels ready” to terminate therapy, which may lead to extending treatment far beyond the point when symptom gains have been attained and maintained.

Even when measurement-based care is utilized, guidelines on how to adjust treatment over time are lacking. As discussed, stepped care approaches typically personalize level of care after a patient has shown nonresponse. Waiting several months to make adaptation decisions could have dire consequences for individuals with depression and anxiety [22]. Moreover, typical stepped care approaches step up only for patients who remained actively engaged in treatment, thereby not addressing the critical issue of how to manage and engage individuals who prematurely discontinue treatment [23].

Furthermore, typical care models fail to fully consider changes in clinical status after the end of acute treatment; relapse is not uncommon (especially for depression), yet rarely are patients monitored in order to identify for whom reinitiation of care is warranted. By identifying those at risk for nonresponse or worsening of symptoms during or after treatment, adaptations can be made to increase treatment intensity or reenter treatment and prevent further worsening of symptoms and their potential consequences. Routine monitoring of clinical status enables dynamic adaptation of treatment as needed, which has the potential to improve effectiveness and reduce attrition, as patients may be more engaged in treatment when they are receiving what they need most at the time they most need it [24-26]. Adaptive interventions can also enhance cost-effectiveness by increasing the efficiency of service delivery and reducing downstream service costs [27].

**Digital Technologies for Identification and Management of Suicide Risk**

Suicidal thoughts and behaviors are a major public health problem, particularly among young adults [28]. Rates of suicide attempts, nonsuicidal self-injury, and suicidal ideation increase markedly during adolescence [29-31], with suicide death rates increasing as youth move into adulthood. Across all adult age groups, the prevalence of serious suicidal thoughts is highest among young adults aged 18-25 (11%) [32]. There is a critical need to embed methods for detection of risk and strategies for suicide/self-harm prevention within systems of care, which go beyond relying on patients to reach out to providers or to call crisis lines, and beyond monitoring at frequencies that fail to capture tipping points toward high risk. Digital tools may be particularly useful in assessing and monitoring such risk, given that they can promote increased self-disclosure of sensitive topics compared with face-to-face assessment and allow for more rapid, in-the-moment identification and response [33].

**STAND: A Novel, Scalable, Dynamic, Digitally Assisted Evidence-Based Solution to Mental Health Care Delivery**

Screening and Treatment for Anxiety and Depression (STAND) is a stratified stepped care model that incorporates online screening, continuous symptom monitoring over ~10 months, and tiered treatment for anxiety and depressive symptoms, with ongoing suicide risk detection and management (Figure 1). After individuals complete a brief online adaptive assessment of symptom severity and suicide risk (selected modules from the Computer Adaptive Test for Mental Health [CAT-MH]; [34]), they are provided feedback, routed to an appropriate level of care, and scheduled for an orientation or intake session, all within minutes of completion of initial screening. The CAT-MH assessment continuously tracks symptoms (both during and after active treatment) to adapt treatment (ie, move to a higher level of care when symptoms worsened or to a lower level of care for maintenance and relapse prevention) and to rapidly detect and respond to signs of elevated suicide risk. For the open trial described herein, there were 4 levels of care, or tiers. Tier 0 was for those with no or minimal symptoms of depression or anxiety on the initial CAT-MH assessment. These participants were offered the option to continue completing the CAT-MH
biweekly [34]. Tier 1 was offered to those with mild depression or mild anxiety on the CAT-MH, and included digital therapy. Coaching was offered to tier 1 participants given evidence for its positive effects on retention and clinical outcomes from digital therapy [8]. Tier 2 involved digital cognitive behavioral therapy (CBT) with advanced (doctoral student) coaches, and was offered to individuals with moderate depressive symptoms or moderate to severe anxiety symptoms. Evidence-based psychological treatment with option for medication management was offered to those with severe depressive (or manic) symptoms or suicidality (tier 3). Core active ingredients of CBT (see the “Methods” section) were selected to match each participant’s problems areas and were delivered by clinical psychology graduate students. Therapy was complemented by protocolized medication management as needed (modified from the STAR*D trial; [35]), delivered by psychiatry residents.

Across all tiers, treatment was adapted according to weekly or biweekly CAT-MH scores (Figure 2). If participants’ scores indicated a need for a higher tier of care at any time, they were contacted to initiate switching to the appropriate level of care. Similarly, participants in tier 3 could be switched to a lower tier and were thus offered access to digital therapy materials when they completed a course of tier 3 treatment and symptoms had shown improvement. Moreover, within tier 3, clinicians used weekly CAT-MH scores to guide decisions regarding treatment strategy (such as switching from behavioral activation to cognitive restructuring).

Frequent monitoring of suicide risk was conducted using a standardized protocol for responding to risk in real time (see the “Measures” section for details). This approach to risk management was implemented for all levels of care within STAND. In addition to outreach, a positive suicidal triggering alert indicated adaptation to tier 3 if the participant was in a lower tier.

**Figure 1.** The STAND system of care. STAND: Screening and Treatment for Anxiety and Depression.

**Figure 2.** Treatment adjustment of a simulated patient in clinical care. CAT-DI: Computerized Adaptive Test-Depression Inventory; STAND: Screening and Treatment for Anxiety and Depression.
Summary of STAND Improvements to Clinical Practice Paradigms

STAND improves standard clinical practice paradigms in several ways. First, STAND provides increased access to evidence-based care by utilizing digital tools for a large proportion of the patient experience from screening through service enrollment to service delivery and risk management. Second, the emphasis on adapting both the level of care and intervention type as needs change is a major improvement over existing approaches (e.g., stepped care), which typically wait until nonresponse is established at predefined points that are months apart before offering an alternative, if at all [16]. Third, STAND focuses on maintaining gains and minimizing relapse, which are rare in systems of care, despite the many benefits to individuals and a health system [36]. Finally, the STAND program focuses on personalization of services based on continuous symptom monitoring and clinical decision-making (both with regard to tier triaging and adaptation as well as choice of treatment modality within tier 3, the highest level of care) that is expected to reduce attrition and improve symptomatic and functional outcomes [23].

This study aimed to develop and evaluate the preliminary acceptability, feasibility, and effectiveness of the STAND program in a large sample of college students in an open trial. It was hypothesized that participants would report high satisfaction with the program, and would show significant improvement in anxiety, depression, and suicide risk severity scores over the course of participation in STAND.

Methods

Participant Recruitment and Initial Triaging

Recruitment and enrollment into the open trial occurred between Fall 2017 and Spring 2020. All University of California, Los Angeles (UCLA) students were made aware of the screener through announcements from UCLA’s Chancellor, tabling at campus events, campus residence hall flyers, classroom announcements, web-based advertisements, banners, and email blasts. Students completed the CAT-MH online and received immediate feedback regarding their scores and recommended tier of care. Those who were interested in and eligible for the study and who provided informed consent were then scheduled for a baseline visit. At the baseline visit, research staff gathered pertinent information about treatment history and other demographics, after which participants were notified about how to start care in their assigned tier, with ongoing completion of the CAT-MH and other assessments over the course of 40 weeks.

Inclusion/Exclusion Criteria

All matriculating UCLA students who were at least 18 years of age and had access to the internet were eligible to complete the initial screener. Additional inclusion criteria for screening were English fluency, willingness to install an app on their phone, and no plans (e.g., upcoming long vacations or studying abroad) that would interfere with participation. Additional exclusion criteria following screening for those entering clinical care (i.e., tier 3) were severe psychopathology requiring intensive day-treatment or inpatient care (e.g., severe eating disorder or substance use disorder, multiple [2+] suicide attempts leading to hospitalization within the past 6 months, significant psychotic symptoms not part of a severe major depressive episode, or bipolar manic episode) and were determined at the initial assessment through further screening. Participants in tier 3 were also excluded if they were unwilling to provide a blood sample (for secondary analyses outside of the scope of this manuscript) or had a current psychiatrist or provider and were unwilling to transfer their care to the study team for the period that they will receive treatment in STAND.

Interventions

Tier 0

Participants whose Computerized Adaptive Test-Depression Inventory (CAT-DI) and Computerized Adaptive Test-Anxiety Inventory (CAT-ANX) scores were in the normal range were offered tier 0 or monitoring of their status using biweekly CAT-MH.

Tier 1

Those whose depression or anxiety scores were in the mild range were offered tier 1 that included an evidence-based digital CBT called ThisWayUp [37]. ThisWayUp provides 6 lessons on CBT strategies for anxiety and depression including behavioral activation, cognitive restructuring, and exposure. This digital therapy program was selected, as randomized controlled trials have demonstrated evidence to support its efficacy [37,38]. Digital CBT was accompanied by the offer of up to 8 phone or video coaching sessions by extensively trained undergraduate student coaches (see the “Methods” section for details) to support the digital therapy material and to assist with troubleshooting (rather than to teach clinical content). As human support has been shown to increase efficacy and retention in digital therapies [8], coaching sessions were offered each week after participants independently completed a ThisWayUp lesson. Coach training had 4 sequential components (see [39] for details). Didactic, interactive classroom meetings and small-group coaching support meetings focused on content and general coaching skills. Discussions were held weekly with opportunities to practice coaching skills under close supervision and with small-group feedback, and to achieve core competencies in professionalism, diversity awareness, ethical standards, and reflective practice and self-care. Advancement to the Certified Coach status was required before coaches could provide video-chat coaching to study participants, under supervision from program faculty. Coaching was initially provided to participants in a group format, and later was provided in an individual 1-on-1 format.

Tier 2

Tier 2 was offered to those who scored in the moderate range for depression or moderate to severe range for anxiety. Participants were assigned to complete ThisWayUp and were strongly encouraged to attend weekly face-to-face, video-chat, or phone coaching sessions following their independent completion of each ThisWayUp lesson. In addition to being trained in ThisWayUp, advanced (doctoral students) coaches participated in the tier 3 clinical training (described below) to...
gain a deeper knowledge of cognitive and behavioral principles. Given their more advanced training, tier 2 advanced coaches had more flexibility to support the CBT material in the coaching sessions. They received weekly supervision by licensed clinical psychologists.

**Tier 3**

Evidence-based psychological treatment with option for medication management was offered to those with severe depressive (or manic) symptoms or suicidality. Evidence-based psychological treatments often consist of multicomponent packages of different cognitive and behavioral strategies, such as cognitive restructuring, self-monitoring, problem solving, relaxation training, assertiveness training, or exposure therapy. Such combination packages prohibit understanding of which ingredient was most accountable for therapeutic change for each individual and the processes responsible for therapeutic change [40,41]. Approaches that rely upon specific active ingredients may enable better treatment personalization and greater treatment efficacy (eg, [42]). Thus, core cognitive behavioral ingredients [43] (Table 1) were delivered to patients according to their individualized needs, as was ascertained during a functional assessment. The goal of this clinician-administered, semistructured interview assessment was to identify the primary processes (eg, fear/avoidance and deficits in extinction; inactivity/sadness and deficits in response-contingent positive reinforcement) that were driving or maintaining symptoms, and then to select the therapeutic strategy that most directly targeted those processes (eg, exposure therapy and behavioral activation). Therapy was complemented by protocolized medication management as needed (modified from the STAR*D trial; [35]), delivered by psychiatry residents. Weekly CAT-MH scores made available to clinicians on a dashboard enabled continuous monitoring of treatment response and need for treatment adaptation. For example, if CAT-MH depression scores did not show improvement within 6 weeks of behavioral activation, the functional assessment was repeated, followed by possible switching to either cognitive restructuring or mindfulness-based approaches. Similarly, medication management changes were considered in light of poor response on the CAT-MH scores.

Weekly individual therapy sessions were delivered by clinical psychology doctoral students and psychiatry residents, as part of their in-house training programs. They were trained through a series of workshops and didactics on each of the evidence-based active ingredients (Table 1), consisting of didactic material, demonstrations of skills by the experts, and role-play practices of skills. They were taught to use the functional assessment and treatment decision-making algorithm to identify the principal process to target and the first-line treatment ingredient that mapped onto that target (eg, worry—cognitive restructuring; low activity/sadness—behavioral activation); and the process for monitoring symptoms to identify when a functional assessment and treatment plan should be updated. After initial training, psychology trainees participated in weekly supervision and an interdisciplinary case conference.

Psychiatry trainees were trained in the STAND medication management algorithm and received regular supervision from attending psychiatrists. Psychiatrists also participated in the same weekly interdisciplinary case conference as psychology trainees, which also included members of the campus crisis response team who could assist with coordination of outreach for high-risk participants.
Table 1. Matching of clinical care to patient problem area.

<table>
<thead>
<tr>
<th>Problem area</th>
<th>Process targeted</th>
<th>First-line therapy module + medication as appropriate</th>
<th>Process targeted</th>
<th>Second-line therapy module + medication as appropriate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low activity/sadness</td>
<td>Low response-contingent positive reinforce</td>
<td>Behavioral activation (mood monitor, activity schedule, problem solve barriers, sleep schedule for barriers)</td>
<td>Cognitive distortions and rumination</td>
<td>Cognitive restructuring or mindfulness and value-driven action and problem solving</td>
</tr>
<tr>
<td>Anhedonia</td>
<td>Reward hyposensitivity</td>
<td>Pleasant event scheduling (hedonic and eudaimonic rewards), memory specificity recounting</td>
<td>Reward hyposensitivity</td>
<td>Cognitive restructuring with positive focus and cultivating positivity</td>
</tr>
<tr>
<td>Fear/phobia</td>
<td>Deficits in extinction, safety learning, avoidance</td>
<td>Exposure therapy</td>
<td>Negative cognitive bias and poor social skills</td>
<td>Cognitive restructuring, mindfulness, value-driven action or social skills training</td>
</tr>
<tr>
<td>Worry</td>
<td>Negative cognitive bias</td>
<td>Cognitive restructuring or mindfulness, value-driven action</td>
<td>Avoidance (experimental and in vivo)</td>
<td>Exposure therapy or mindfulness and value-driven action or social skills training</td>
</tr>
<tr>
<td>Sleep dysregulation</td>
<td>Sleep dysregulation</td>
<td>Brief behavioral therapy for insomnia</td>
<td>Negative cognitive bias</td>
<td>Cognitive restructuring</td>
</tr>
<tr>
<td>Trauma—fear</td>
<td>Deficits in extinction, safety learning, avoidance</td>
<td>Imaginal and in vivo exposure</td>
<td>Negative cognitive bias</td>
<td>Cognitive restructuring and impact statement</td>
</tr>
<tr>
<td>Trauma—guilt, shame, cognitive distortions</td>
<td>Negative cognitive bias</td>
<td>Trauma narrative with cognitive restructuring and impact statement</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Chronic suicidality, self-harm, affective instability</td>
<td>Low tolerance of distress</td>
<td>Distress tolerance skills in DBT</td>
<td>Poor emotion regulation and interpersonal difficulties</td>
<td>Emotion regulation skills and interpersonal effectiveness in DBT</td>
</tr>
<tr>
<td>Mania</td>
<td>Circadian dysregulation</td>
<td>Brief behavioral therapy for insomnia</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Major life stressors (any symptom profile)</td>
<td>Poor coping</td>
<td>Problem solving for controllable stressor, mindfulness, value-driven action for uncontrollable stressor</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Interpersonal relations (any symptom profile)</td>
<td>Social skills deficits</td>
<td>Interpersonal effectiveness training in DBT</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable (ie, no second-line therapy module for trauma, mania).
bDBT: dialectical behavioral therapy.

**Tier Adaptation**

Across all tiers, treatment was adapted according to weekly or biweekly CAT-MH scores. If participants’ scores indicated a need for a higher tier of care at any time (ie, showed a 30% worsening of symptom severity from baseline over 2 consecutive assessments), they were contacted to initiate switching to the appropriate level of care. Similarly, participants in tier 3 were switched to a lower tier when their symptoms remained consistently low (ie, in the moderate to normal range of severity following ~12-16 weeks of treatment). Thus, when participants completed treatment in tier 3 they were offered access to ThisWayUp materials from tiers 1 and 2. Moreover, within tier 3, clinicians used weekly CAT-MH scores to switch treatment strategies (such as switching from behavioral activation to cognitive restructuring).

**Suicide Risk Monitoring**

The CAT-MH [34] digitally identified participants at risk of suicide; scores above a preset threshold triggered an alert to initiate a risk management protocol. The CAT-MH includes (but is not limited to) the screener module from the Columbia Suicide Severity Rating Scale (CSSRS; [44]). The CSSRS yields a positive case as indicated by the presence of current suicide ideation plus current intent or current method or recent suicidal behavior (eg, suicide attempt, steps taken toward an attempt). A positive case automatically triggered a 24/7 crisis service that made up to 3 attempts to contact the participant to conduct a risk assessment and appropriate care management. All participants in the STAND program consented to be contacted by this crisis service at study entrance. Relevant STAND staff and clinicians were also informed, and could make additional outreach efforts if the crisis service outreach attempts were unsuccessful. In the event that the participant was unable to be reached by the crisis service or STAND staff and clinicians, the deployment of other community-based crisis units was considered on a case-by-case basis.
Measures

Clinical Outcomes

The primary outcome measure was the CAT-MH [34]. The CAT-MH is a commercially available (Adaptive Technologies) computerized adaptive test for assessing a variety of symptoms including those of anxiety (CAT-ANX; [45]), depression (CAT-DI; [46]), and suicide risk severity (Computerized Adaptive Test-Suicide Scale [CAT-SS]; [47]). The CAT-MH scores included symptom severity as a cumulative score of endorsed symptoms (0-100) or severity categories per symptom cluster for the CAT-DI and CAT-ANX (normal, mild, moderate, and severe) based on empirically derived cut points.

Depression scores (CAT-DI severity) of <50.0 were considered normal, 50.0-65.0 mild, >65.0-75.0 moderate, and ≥75.0 severe for the majority of the recruitment period (through June 2019) [46,48], and anxiety scores (CAT-ANX severity) of <35.0 were considered normal, 35.0-50.0 mild, ≥50.0-65.0 moderate, and >65.0 severe [45,48]. From June 2019 to June 2020 (ie, end of recruitment), CAT-DI categories were slightly changed based on findings from [48] that led to recommendations from the CAT-MH developer team (R. D. Gibbons, PhD, personal communication, June 9, 2019). During this latter period, the threshold for mild depressive symptoms was lowered such that scores <35.0 were considered normal, and the mild range was 35.0-65.0. The CAT-MH was administered weekly (tier 3) or biweekly (tiers 0-2) across the entire course of participation in STAND. The CAT-MH categories were used to triage participants into initial tier, and were used to inform adaptation to tiers (ie, tier switching) during the next 40 weeks. Therefore, the primary outcomes gathered from the CAT-MH (ie, CAT-ANX severity score, CAT-DI severity score, and CAT-SS severity score) were the dependent variables. See [34,45-47] for details regarding the excellent psychometric properties of the CAT-ANX, CAT-DI, and CAT-SS.

Participant Acceptability

Participants were asked to provide feedback on their experience in the STAND program when they reached the final 40-week assessment (this assessment was initiated halfway through the study). Participants were asked to rate how logical the program seemed (on a scale from 1 to 9, where 1=completely failed to meet expectations, 3=met expectations, and 5=greatly exceeded expectations), how satisfied they were (on a scale from 1 to 7, where 1=completely dissatisfied, 4=neither satisfied nor dissatisfied, and 7=extremely satisfied), and how likely they would be to recommend the program to a friend (on a scale from 1 to 7, where 1=extremely unlikely, 4=neither likely nor unlikely, and 7=extremely likely).

Statistical Analysis

Descriptive statistics were used to characterize the data and to identify indices of feasibility and acceptability. With regard to the primary outcome data, a series of hierarchical linear models (1 per tier per outcome measure) were conducted with time as the level 1 predictor and the outcome of interest (CAT-ANX, CAT-DI, and CAT-SS scores for tier 3, and CAT-ANX and CAT-DI scores for tiers 1 and 2). In line with an effectiveness paradigm, we included all participants who were assigned to a tier and had at least one CAT-MH datapoint, regardless of how many sessions/lessons were completed or how much missing data on the CAT-MH was observed. Parallel sets of analyses were run with and without a covariate (number of sessions/lessons completed on level 2). The survey data were not consistently collected for participants in tiers 1 and 2 after completion of the ThisWayUp program. Therefore, results for tiers 1 and 2 reflect CAT-MH scores over the course of ThisWayUp program completion only (ie, 8 weeks). Further, of the 11 participants who completed a baseline assessment for tier 0, only 5 participants completed more than 3 additional assessments. For this reason, CAT-MH scores are not reported for tier 0.

As a secondary analysis, the percentages of those within each tier who achieved at least 30% improvement on each CAT-MH index (ie, CAT-DI, CAT-ANX, and CAT-SS) were calculated among participants considered at least moderately engaged (ie, completed at least four sessions/lessons).

Ethics Approval

The project was approved by the UCLA Institutional Review Board (approval numbers 17-001938, 16-001395, and 17-001365).

Results

Indices of Feasibility

Coach and Clinician Training

A total of 530 student coaches (including undergraduates in the resilience peer network for tier 1 and doctoral students for tier 2) were trained (to an adequate or better level, thus allowing them to deliver coaching; see [39]), and 47 psychology and psychiatry clinicians were trained to deliver psychological and psychiatric care in tier 3. For further details on student coach training and competency assessment, see [39].

STAND Participant Uptake, Engagement, and Adaptations

A total of 4845 unique students completed screening using the CAT-MH; 3580 out of the 4845 students who completed screening (73.89%) were eligible and offered care in tiers 1, 2, or 3; 516 out of the 3580 eligible students who were offered care (14.41%) initiated therapy in one of the tiers. As many as 327 individual suicide risk alerts were detected at screening, and additional risk assessments (after screening) were conducted for 1054 alerts indicating a risk of suicide or severely worsening depression over the course of the study. A total of 180 students received care (ie, completed at least one lesson) in tier 1 and 197 in tier 2. Those in tier 1 completed on average 4.22 (SD 1.91) out of 6 digital therapy lessons, which was similar or better than adherence reported in previous studies [37,38]. Tier 1 participants completed on average 0.88 (SD 2.07) coaching sessions. The correlation between number of coaching sessions and digital therapy lessons completed in tier 1 was small but significant and positive (r=0.25, P<.001).
Students in tier 2 completed on average 4.09 (SD 2.06) out of 6 digital therapy lessons and 2.09 (SD 2.56) group or 1-on-1 coaching sessions. The correlation between number of coaching sessions and digital therapy lessons completed in tier 2 was moderately large and significant ($r=.54$, $P<.001$). With regard to “tier switching”/adaptation, only 5 participants who were in tiers 1 or 2 were moved up to tier 3 due to a symptom worsening or suicide risk alert. A total of 139 students received clinical care in tier 3 (ie, attended at least one therapy session), and attended on average 13.86 (SD 7.94) therapy sessions. Following the acute course of tier 3 treatment, all tier 3 participants were offered online CBT via ThisWayUp (tier 1 without coaching).

Demographic, diagnostic, and baseline clinical data for tiers 0-3 are presented in Table 2.
Table 2. Demographic characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Tier 0</th>
<th>Tier 1</th>
<th>Tier 2</th>
<th>Tier 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completed baseline assessment, n</td>
<td>11</td>
<td>225</td>
<td>239</td>
<td>144</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.91 (6.56)</td>
<td>23.01 (5.81)</td>
<td>21.93 (4.47)</td>
<td>21.14 (3.36)</td>
</tr>
<tr>
<td>Assigned sex at birth, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>5</td>
<td>160</td>
<td>184</td>
<td>107</td>
</tr>
<tr>
<td>Male</td>
<td>6</td>
<td>63</td>
<td>53</td>
<td>36</td>
</tr>
<tr>
<td>Current gender identity, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>5</td>
<td>159</td>
<td>181</td>
<td>105</td>
</tr>
<tr>
<td>Male</td>
<td>6</td>
<td>61</td>
<td>51</td>
<td>35</td>
</tr>
<tr>
<td>Transgender</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Does not identify as either</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Sexual orientation(^b), n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asexual</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Bisexual</td>
<td>0</td>
<td>12</td>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td>Heterosexual/straight</td>
<td>8</td>
<td>49</td>
<td>82</td>
<td>81</td>
</tr>
<tr>
<td>Homosexual, gay or lesbian</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Queer</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Questioning or unsure</td>
<td>1</td>
<td>8</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>Not listed</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Prefers not to answer</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Marital status, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single, never married</td>
<td>10</td>
<td>195</td>
<td>211</td>
<td>131</td>
</tr>
<tr>
<td>Living with partner</td>
<td>1</td>
<td>10</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>Domestic partnership</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Married</td>
<td>0</td>
<td>14</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>Separated</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Divorced</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Do not know</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Prefers not to answer</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>First language, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>11</td>
<td>159</td>
<td>161</td>
<td>104</td>
</tr>
<tr>
<td>Spanish</td>
<td>0</td>
<td>22</td>
<td>23</td>
<td>15</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>42</td>
<td>53</td>
<td>24</td>
</tr>
<tr>
<td>Country of birth, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>10</td>
<td>171</td>
<td>174</td>
<td>111</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>52</td>
<td>63</td>
<td>32</td>
</tr>
<tr>
<td>Immigration status, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domestic</td>
<td>11</td>
<td>194</td>
<td>201</td>
<td>126</td>
</tr>
<tr>
<td>International</td>
<td>0</td>
<td>25</td>
<td>31</td>
<td>13</td>
</tr>
<tr>
<td>Undocumented</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Prefers not to answer</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Tier 0</td>
<td>Tier 1</td>
<td>Tier 2</td>
<td>Tier 3</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td><strong>Racioethnic group, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1</td>
<td>40</td>
<td>59</td>
<td>36</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>3</td>
<td>85</td>
<td>71</td>
<td>35</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>2</td>
<td>4</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>4</td>
<td>72</td>
<td>71</td>
<td>52</td>
</tr>
<tr>
<td>Non-Hispanic multiple</td>
<td>1</td>
<td>17</td>
<td>17</td>
<td>12</td>
</tr>
<tr>
<td>Non-Hispanic Native American/Pacific Islander</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Unknown</td>
<td>0</td>
<td>5</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td><strong>Highest level of education, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>2</td>
<td>34</td>
<td>44</td>
<td>43</td>
</tr>
<tr>
<td>General educational development or equivalent</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Some college</td>
<td>4</td>
<td>85</td>
<td>96</td>
<td>59</td>
</tr>
<tr>
<td>Associate’s degree (occupational, technical, or vocational)</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Associate’s degree (academic program)</td>
<td>0</td>
<td>12</td>
<td>27</td>
<td>14</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>5</td>
<td>66</td>
<td>46</td>
<td>18</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>0</td>
<td>23</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td>Professional degree</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>PhD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Prefers not to answer</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Employment, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>3</td>
<td>20</td>
<td>26</td>
<td>16</td>
</tr>
<tr>
<td>Only temporarily laid off, sick leave, or maternity leave</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Looking for work, unemployed</td>
<td>0</td>
<td>6</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Disabled, permanently or temporarily</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Student</td>
<td>8</td>
<td>194</td>
<td>201</td>
<td>121</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td><strong>Student enrollment status, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>10</td>
<td>215</td>
<td>229</td>
<td>138</td>
</tr>
<tr>
<td>Part-time</td>
<td>0</td>
<td>4</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td><strong>College level, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freshman</td>
<td>3</td>
<td>30</td>
<td>35</td>
<td>34</td>
</tr>
<tr>
<td>Sophomore</td>
<td>0</td>
<td>29</td>
<td>41</td>
<td>25</td>
</tr>
<tr>
<td>Junior</td>
<td>1</td>
<td>42</td>
<td>61</td>
<td>32</td>
</tr>
<tr>
<td>Senior</td>
<td>2</td>
<td>37</td>
<td>36</td>
<td>26</td>
</tr>
<tr>
<td>Graduate student</td>
<td>4</td>
<td>70</td>
<td>55</td>
<td>22</td>
</tr>
<tr>
<td>Professional student</td>
<td>0</td>
<td>9</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td><strong>Baseline CAT-MH Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression severity, mean (SD)</td>
<td>33.63 (9.04)</td>
<td>49.90 (11.44)</td>
<td>59.96 (12.25)</td>
<td>73.21 (11.32)</td>
</tr>
<tr>
<td>Minimal to none depression, n</td>
<td>10</td>
<td>96</td>
<td>36</td>
<td>5</td>
</tr>
<tr>
<td>Mild depression, n</td>
<td>1</td>
<td>109</td>
<td>116</td>
<td>21</td>
</tr>
</tbody>
</table>
### Characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Tier 0</th>
<th>Tier 1</th>
<th>Tier 2</th>
<th>Tier 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moderate depression, n</td>
<td>N/A d</td>
<td>19</td>
<td>65</td>
<td>61</td>
</tr>
<tr>
<td>Severe depression, n</td>
<td>N/A</td>
<td>N/A</td>
<td>21</td>
<td>57</td>
</tr>
</tbody>
</table>

### Baseline CAT-MH Anxiety

<table>
<thead>
<tr>
<th>Anxiety severity, mean (SD)</th>
<th>Tier 0</th>
<th>Tier 1</th>
<th>Tier 2</th>
<th>Tier 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.42 (12.74)</td>
<td>39.65 (12.51)</td>
<td>55.60 (14.37)</td>
<td>60.14 (16.10)</td>
<td></td>
</tr>
<tr>
<td>Minimal to none anxiety, n</td>
<td>10</td>
<td>82</td>
<td>19</td>
<td>8</td>
</tr>
<tr>
<td>Mild anxiety, n</td>
<td>1</td>
<td>104</td>
<td>74</td>
<td>32</td>
</tr>
<tr>
<td>Moderate anxiety, n</td>
<td>N/A</td>
<td>33</td>
<td>79</td>
<td>45</td>
</tr>
<tr>
<td>Severe anxiety, n</td>
<td>N/A</td>
<td>6</td>
<td>66</td>
<td>59</td>
</tr>
</tbody>
</table>

### Baseline CAT-MH Suicidality

<table>
<thead>
<tr>
<th>Suicidal ideation diagnosis, n</th>
<th>Tier 0</th>
<th>Tier 1</th>
<th>Tier 2</th>
<th>Tier 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.49 (12.95)</td>
<td>39.62 (12.67)</td>
<td>50.29 (11.99)</td>
<td>62.19 (11.76)</td>
<td></td>
</tr>
</tbody>
</table>

### Overview

There was no difference in the pattern or significance of any findings when the covariate (ie, number of sessions/lessons completed) was included. Therefore, analyses without statistically adjusting for the number of sessions/lessons completed are reported below as a conservative approach. Specific trajectories for each tier/outcome combination are described below in more detail. Figures 3 and 4 show the decline slopes for the CAT-ANX and CAT-DI within each tier, and Figure 5 shows the CAT-SS decline slope in tier 3.

**Figure 3.** Tier 1 changes in CAT-DI and CAT-ANX scores over time. CAT-ANX: Computerized Adaptive Test-Anxiety Inventory; CAT-DI: Computerized Adaptive Test-Depression Inventory; SI: suicidal ideation.
**Tier 1**

The CAT-DI and CAT-ANX scores significantly declined over the course of STAND participation ($b=-2.03$, $t_{732}=-10.71$, $P<.001$ and $b=-2.26$, $t_{732}=-12.47$, $P<.001$, respectively). Based on the regression lines, scores moved from the mild to normal range for both depression and anxiety severity (Figure 3). Among participants who completed at least four digital therapy lessons (n=110), 51 participants (46.4%) showed ≥30% improvement in CAT-DI scores and 62 participants (56.4%) showed ≥30% improvement in CAT-ANX scores, notable for a sample likely to have a floor effect, with minimal room for significant symptom improvement.

---

**Figure 4.** Tier 2 changes in CAT-DI and CAT-ANX scores over time. CAT-ANX: Computerized Adaptive Test-Anxiety Inventory; CAT-DI: Computerized Adaptive Test-Depression Inventory.

**Figure 5.** Tier 3 changes in CAT-DI, CAT-ANX, and CAT-SS scores over time. CAT-ANX: Computerized Adaptive Test-Anxiety Inventory; CAT-DI: Computerized Adaptive Test-Depression Inventory; CAT-SS: Computerized Adaptive Test-Suicide Scale.
Tier 2

The CAT-DI and CAT-ANX scores significantly declined over the course of STAND participation ($b=-2.10$, $t_{696}=-9.64$, $P<.001$ and $b=-2.73$, $t_{696}=-12.42$, $P<.001$, respectively). As shown in Figure 4, although scores for depression began and ended in the mild range (following the adjustment of categories in June 2019), they moved from the top of the mild range into the lower end of the mild range (and into what was considered the normal range prior to June 2019). Anxiety severity scores moved from the moderate range to the mild range. Among participants who completed at least four digital therapy lessons (n=106), 33 participants (31.1%) showed ≥30% improvement in CAT-DI scores and 47 participants (44.3%) showed ≥30% improvement in CAT-ANX scores.

Tier 3

The CAT-DI and CAT-ANX scores significantly declined over the course of STAND participation ($b=-0.61$, $t_{2805}=-11.91$, $P<.001$ and $b=-0.51$, $t_{2805}=-9.64$, $P<.001$, respectively). The CAT-SS severity also declined over time ($b=-0.52$, $t_{2805}=-11.05$, $P<.001$). As depicted in Figure 5, the regression line shows depression scores moved from the moderate range to the mild range (and what was considered the normal range prior to June 2019) and anxiety scores moved from the moderate range to the normal range. Among participants who completed at least four therapy sessions (n=131), 74 participants (56.5%) showed ≥30% improvement in CAT-DI scores, 81 participants (61.8%) showed ≥30% improvement in CAT-ANX scores, and 78 participants (59.5%) showed ≥30% improvement in CAT-SS scores.

Participant Acceptability

Results on the subsample (n=79) who completed the satisfaction survey are reported in Table 3. In sum, participants across tiers 1-3 rated their care as highly logical (scores ranging from 6.65 to 7.60 out of 9), that the program succeeded in meeting their expectations (scores ranging from 3.47 to 3.95 out of 5), that they were satisfied with the program (scores ranging from 5.24 to 5.90 out of 7), and that they would recommend it to a friend (scores ranging from 5.47 to 6.14 out of 7). Tier 0 participants also rated these categories highly but scores should be interpreted with caution, given the small sample size in tier 0 (Table 3).

Table 3. Program feedback.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Tier 0</th>
<th>Tier 1</th>
<th>Tier 2</th>
<th>Tier 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, n</td>
<td>3</td>
<td>17</td>
<td>17</td>
<td>42</td>
</tr>
<tr>
<td>Logical, mean (SD)</td>
<td>7.33 (0.58)</td>
<td>6.65 (2.23)</td>
<td>6.59 (1.28)</td>
<td>7.60 (1.62)</td>
</tr>
<tr>
<td>Expectation, mean (SD)</td>
<td>3.00 (0.00)</td>
<td>3.47 (1.01)</td>
<td>3.76 (0.83)</td>
<td>3.95 (1.04)</td>
</tr>
<tr>
<td>Satisfaction, mean (SD)</td>
<td>4.67 (0.58)</td>
<td>5.24 (1.56)</td>
<td>5.47 (1.01)</td>
<td>5.90 (1.25)</td>
</tr>
<tr>
<td>Recommendation, mean (SD)</td>
<td>4.67 (0.58)</td>
<td>5.65 (1.37)</td>
<td>5.47 (0.94)</td>
<td>6.14 (1.18)</td>
</tr>
</tbody>
</table>

Discussion

Summary of Outcomes

This preliminary study demonstrated that STAND, a technology-assisted and scalable system of care, is feasible and effective on a college campus. STAND facilitated the deployment of a significant number of suicide risk assessments as needed in real-time, a critical index of risk prevention. As part of the STAND model, a large number of coaches (n=530) and clinicians (n=47; in psychiatry and psychology) were trained to provide support for or deliver evidence-based treatment for anxiety and depression, respectively. Care was delivered to 516 UCLA students (ie, those who completed at least one session of therapy/digital therapy lesson), who, on average, experienced significant reductions in their anxiety and depression symptoms across all tiers. Participant acceptability on the satisfaction survey revealed moderately high ratings of satisfaction with participants’ assigned tier. Importantly, the stratified model of initial triaging to the appropriate level of care was successful in that the vast majority of participants showed significant improvement in their originally assigned tier. Indeed, only 5 participants required a higher level of care during their initial participation in a lower tier.

Although only a small percentage of participants who completed the initial CAT-MH screening assessment and were offered care actually initiated care in one of the tiers (516/3580, 14.41%), there is a wide range of uptake reported in similar digital interventions, with the rate in this study falling within that range [5,49,50], and promising outcomes emerged among those who did participate. Additionally, a prior analysis of racial/ethnic differences in STAND treatment uptake midway through the recruitment period found that students from ethnic/racial minority groups were not less likely to enroll or engage in treatment compared with non-Hispanic White students (see [51]), indicating that STAND has the potential to reach and be acceptable to a diverse student population, which is important for our current work that aims to implement STAND in underserved communities. Of note, although significant improvement over time was observed across all outcome measures within each tier, a relatively lower percentage of participants in tier 2 showed clinically meaningful change across outcomes than tiers 1 and 3, suggesting that there may be some participants who were assigned to tier 2 who may have benefited more from a higher level of care. Our current work is examining whether including other variables (eg, life stress, trauma, demographics) in multivariate predictive models alongside symptom severity can improve upon and personalize tier triaging to improve clinical outcomes.

Taken together, these findings support the feasibility, acceptability, and preliminary effectiveness of STAND; and this initial demonstration of the STAND model of care provided...
an opportunity to identify areas for improvement and refinement of the model, including increasing engagement and retention in care.

Limitations
The data presented represent the initial implementation of this system in an open trial. Therefore, conclusions about the effectiveness of STAND compared with another treatment cannot be drawn. Further, as is common practice with initial implementations that aim to iteratively refine and improve upon methodology, some minor data-driven changes were made throughout the course of the study (eg, changing CAT-DI categories based on incoming psychometric information, shifting from group to individual coaching sessions). Another limitation was the low response rate, particularly in tier 0 and following the ThisWayUp intervention in tiers 1 and 2. This low response rate precludes our ability to evaluate the longer-term outcome in the lower tiers. Finally, with regard to booster treatment during the monitoring period following the initial acute phase of care, in the present demonstration of STAND, we opted to provide the digital therapy to all participants who had completed tier 3 treatment. However, we did not track usage during this preventative/maintenance phase. Future work we have planned will more precisely identify those who may need this additional booster and at what point in their trajectory. Finally, we did not systematically collect demographic data (eg, gender, race/ethnicity) on coaches and clinicians, which would have been interesting to examine both descriptively and correlations between participant/clinician match on demographic factors and clinical outcomes/engagement. Our current work is now collecting these data on coaches in tier 2 as well as conducting a randomized trial to examine the potential impact of racial/ethnic matching between coaches and participants on engagement and clinical outcomes.

Lessons Learned and Current Directions in STAND
Two notable observations in this initial implementation of STAND were the low initial uptake of STAND services, and the relatively modest ongoing engagement in the digital therapy tiers. With regard to the former, the vast majority of students who were screened and eligible to receive services in STAND actually engaged in care. Despite our multipronged approach to recruitment, and the possibility that a lack of financial incentive to participants in the study may have contributed to some extent in low uptake, improvements to our recruitment strategies are clearly needed. Specifically, additional research is needed to identify recruitment strategies (possibly tailored to each new population that adopts STAND) that provide messaging that resonates with the student population. We are currently partnering with social marketing experts to use inclusive, nonstigmatizing messaging and improve upon our outreach efforts; and current research projects underway are seeking feedback from students who did not engage in care to identify barriers and develop solutions.

With regard to the latter, consistent with prior evidence [49,52], retention in digital therapy was somewhat problematic, and utilization of coaching support was particularly low. This is a ubiquitous challenge in digital therapy research for which creative solutions are being developed and evaluated (eg, the use of gamification, avatars, personalization, feedback, and individual support; see [53] for a review). Although our digital therapy approach already incorporates several of these features, we have made several changes to improve retention in digital therapy and coaching, which are currently being implemented and evaluated in ongoing trials. These include automatic scheduling of all digital therapy participants for coaching sessions, rather than making it an add-on option, and personalizing digital therapy by switching from a unified, one-size-fits-all approach to a modularized suite of digital components that are selected using embedded measurement systems to match an individual’s presenting concerns. The change to a personalized approach to module selection is expected to increase retention given evidence for students to prefer tailored online therapy [54]. Current studies are also underway to develop and evaluate engagement strategies (with an emphasis on culturally responsive messaging) and to implement text messaging as a method to increase engagement.

Other changes to our current iteration of STAND include collapsing tiers 1 and 2 into 1 tier (tier 2), with streamlined coach training and supervision, as well as provision of a self-guided wellness digital program in the original tier 0 (now called tier 1). Given that we found such low engagement in tier 0 (the monitoring-only program), we were unable to analyze data collected from tier 0 participants. Possibly, students did not see the benefit of participating in a monitoring-only program when they had minimal to no symptoms (and were not being financially compensated). Our expectation is that by providing digital prevention tools framed as stress management and wellness, students with no symptoms will be more interested in participating in STAND.

Conclusions
The need for effective and scalable treatments for depression and anxiety is enormous given the high (and rising) rates of these disorders and pervasive lack of availability of accessible, evidence-based care. The Screening and Treatment of Anxiety and Depression (STAND) system of care was developed to address this need. STAND is based on the principles of stratified stepped care, adaptation of care in response to continuous symptom monitoring, and routine detection and prevention of suicidality. The STAND system of care was tested in a large sample of UCLA students, where it led to significant reductions in depression and anxiety symptoms and suicide risk. Efforts are underway to continue to refine and enhance the STAND system of care, while increasing its reach, with an emphasis on reaching underserved, diverse populations, conducting randomized clinical trials to identify the optimal ways to deliver STAND, and developing a pathway for sustainability of STAND as it is rolled out on a larger scale. These sustainability efforts will include stakeholder input and economic analyses to identify specific resources needed to carry out each component of STAND, including ensuring that a sufficient clinical and coaching workforce is available and trained to fidelity in partnership with a college campus that wishes to implement STAND.
Acknowledgments

We thank Ariel Seroussi, MD, Jonathan Heldt, MD, Amanda Gorlick, PhD, and Raphael Rose, PhD, for their clinical supervisory roles in the project, as well as the numerous clinicians, coaches, and research staff who supported this project.

Conflicts of Interest

None declared.

References


15. Ho FY, Yeung W, Ng TH, Chan CS. The Efficacy and Cost-Effectiveness of Stepped Care Prevention and Treatment for Depressive and/or Anxiety Disorders: A Systematic Review and Meta-Analysis. Sci Rep 2016 Jul 05;6:29281 [FREE Full text] [doi: 10.1038/srep29281] [Medline: 27377429]


Abbreviations

CAT-ANX: Computerized Adaptive Test-Anxiety Inventory
CAT-DI: Computerized Adaptive Test-Depression Inventory
CAT-MH: Computerized Adaptive Test for Mental Health
CAT-SS: Computerized Adaptive Test-Suicide Scale
CSSRS: Columbia Suicide Severity Rating Scale
STAND: Screening and Treatment for Anxiety and Depression
UCLA: University of California, Los Angeles
Original Paper

Relationship Factors in Internet-Delivered Psychological Interventions for Veterans Experiencing Postpartum Depression: Qualitative Analysis

Cara L Solness1, PhD; Paul J Holdefer2, BA; Ti Hsu2, MS; Emily B K Thomas2, PhD; Michael W O’Hara2, PhD

1Department of Psychiatry, School of Medicine, University of Colorado, Aurora, CO, United States
2Department of Psychological and Brain Sciences, University of Iowa, Iowa City, IA, United States

Corresponding Author:
Cara L Solness, PhD
Department of Psychiatry, School of Medicine
University of Colorado
1890 N Revere Court
Anschutz Medical Campus
Aurora, CO, 80045
United States
Phone: 1 319 331 3566
Email: cara.solness@cuanschutz.edu

Abstract

Background: Internet-delivered psychological interventions (IPIs) have been shown to be effective for a variety of psychological concerns, including postpartum depression. Human-supported programs produce better adherence and larger effect sizes than unsupported programs; however, what it is about support that affects outcomes is not well understood. Therapeutic alliance is one possibility that has been found to contribute to outcomes; however, the specific mechanism is not well understood. Participant perspectives and qualitative methodology are nearly absent from the IPI alliance research and may help provide new directions.

Objective: In this study, we aimed to provide participant perspectives on engagement with an IPI for postpartum depression to help inform alliance research, development of new IPIs, and inform resource allocation.

Methods: A qualitative methodology was used to explore participant perspectives of veteran women’s engagement with the MomMoodBooster program, a human-supported internet-delivered intervention for postpartum depression. Participants were asked 4 open-ended questions with the 3-month postintervention survey, “In what ways did you find the MomMoodBooster most helpful?” “How do you think the MomMoodBooster could have been improved?” “In what ways did you find the personal coach calls to be helpful?” and “How do you think the personal coach calls could have been improved?”

Results: Data were collected from 184 participants who responded to at least 1 of the open-ended questions. These were analyzed using thematic analysis and a process of reaching a consensus among coders. The results suggest that not only the engagement with the support person is perceived as a significant contributor to participant experiences while using the MomMoodBooster content but also the relationship factors are particularly meaningful. The results provide insights into the specific qualities of the support person that were perceived as most impactful, such as warmth, empathy and genuineness, and feeling normalized and supported. In addition, the results provide insight into the specific change processes that can be targeted through support interactions, such as encouraging self-reflection and self-care and challenging negative thinking.

Conclusions: These data emphasize the importance of relationship factors between support persons and an IPI program for postpartum depression. The findings suggest that focusing on specific aspects of the alliance and the therapeutic relationship could yield fruitful directions for the training of support personnel and for future alliance-based research of internet-delivered treatments.

(JMIR Ment Health 2023;10:e46061) doi:10.2196/46061
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Introduction

Background

Internet-delivered psychological interventions (IPIs; see the Terminology section) for postpartum depression are an important part of expanding the reach of specialized mental health services and thus reducing barriers to treatment. Less than half of those affected by mental health concerns seek or receive evidence-based treatments owing to costs, limited access, stigma, and preference to self-manage [1]. IPIs address these issues and offer anonymity, flexibility, and cost-effectiveness [2]. Several meta-analyses have found IPIs to be efficacious for treating depression [3-6] and specifically for postpartum depression [7].

Previous research has demonstrated that human-supported IPIs are more effective than unsupported ones [7-9]. However, what it is about support that makes treatment more effective is not well understood [10]. Research incorporating the perspectives of those who use IPIs may provide insight into these mechanisms. Given the importance of resource allocation, more work is needed to understand the specific mechanisms that account for the effect of support, and qualitative methods are central to this endeavor [10,11].

Therapeutic alliance is one possible explanation for the effects of support. Therapeutic alliance, as most commonly defined in the IPI literature, is based on the definition by Bordin [12,13] who suggests the conceptualization of a positive emotional bond between a therapist and a client, including mutual agreement on the goals and tasks of the treatment. In face-to-face (FTF) therapy, the therapeutic alliance is widely regarded as an important pantheoretical ingredient and accounts for approximately 8% of the variability in outcomes in FTF therapy [14,15]. Meta-analyses examining the association between therapeutic alliance and outcomes for IPIs indicate that there is a small and significant correlation between therapeutic alliance and various treatment outcomes (eg, anxiety disorders, anxiety related to preterm labor, obsessive compulsive disorder, depression, posttraumatic stress disorder, psychosis, schizophrenia, and tinnitus) [16,17]. Furthermore, this association does not appear to depend on the frequency of contact or on the mode of contact with the therapist or on the availability of self-help content [16]. The association between therapeutic alliance and treatment outcomes also does not depend on the amount of contact, the occurrence of FTF contact, or the timing of the alliance assessment [17].

Within the growing body of literature examining the therapeutic alliance in IPIs in general [16,18] and those examining depression outcomes specifically [10], some studies explore the alliance between participants and the computerized content [19], whereas others examine the alliance between participants and the support personnel [20,21]. In general, ratings of alliance in IPIs have been found to be similar to those in FTF therapies, and these ratings are positively associated with outcomes, although they do not reach statistical significance in some studies [22,23]. The systematic review of the alliance literature for guided IPIs by Pihlaja et al [23] examined only studies for which support was delivered via email and similarly found that the strength of the alliance was predictive of outcomes in some studies, whereas in others, the direction was positive but did not reach statistical significance. Other authors have concluded that the IPI alliance literature has provided mixed results [18]. However, more recent work on the alliance in IPIs such as the meta-analysis by Probst et al [17] found high homogeneity of effect sizes among their included studies. To summarize, although previous research on the role of the therapeutic alliance in IPIs provided some support but with mixed results, newer meta-analyses are less ambiguous about its contribution to various mental health outcomes [16,17].

Out of various IPIs, internet-delivered cognitive behavioral therapy (iCBT) has emerged as the most common and most studied intervention [18,24]. Previous research on iCBT has also examined the contribution of therapeutic alliance in this specific approach. For instance, a recent meta-analysis of phone-supported iCBT found a large effect size between alliance and outcomes [16], with the strength of the association only slightly smaller than that of FTF cognitive behavioral therapy (CBT; $r=0.20$ and $r=0.29$, respectively). The narrative review of the IPI alliance literature by Berger [18] concludes that guidance in iCBT plays a crucial role in outcomes and that the specific aspects of the alliance and therapist factors that facilitate positive outcomes are not yet well understood in the IPI literature.

Previous studies have examined therapist factors that contribute to the alliance. For example, Hilsenroth et al [25] found positive associations between the alliance and therapist characteristics such as openness, warmth, confidence, flexibility, honesty, tension, use of self-disclosure and negative associations with the alliance for characteristics such as rigidity, defensiveness, self-focus, and others in FTF therapy. The meta-analysis by Nienhuis et al [14] examined the associations between therapist empathy and genuineness and therapeutic alliance in individual FTF therapy and found a moderate association. When examining email-supported iCBT for generalized anxiety disorder, Paxling et al [26] identified the most common therapist behaviors in written correspondence as deadline flexibility, task reinforcement, alliance bolstering, task prompting, psychoeducation, self-disclosure, self-efficacy shaping, and empathetic utterances. Similarly, Holländare et al [27] examined common behaviors within email content between therapists and patients and found positive associations between therapists’ behaviors, such as encouraging, guiding, and urging the patients and affirming their thoughts, and outcomes in iCBT for depression. Similar work on factors affecting alliance has not yet been completed specifically for telephone-supported IPIs. Furthermore, it is not possible to establish best practices for the provision of differently delivered support without first understanding the specific mechanisms identified by those using these interventions. As such, there is much to be gained from participant perspectives of their experiences with a telephone-supported IPI.

Questions related to the broad conceptualization of the alliance for IPIs and the extent to which traditional measures accurately represent what is occurring in IPIs are just beginning to be asked. For example, Askjer and Mathiasen [28] raised the question as to how to conceptualize the therapeutic alliance in
blended treatments and suggested that an aggregated alliance (ie, to the program and to the support person or therapist) may be a more accurate representation of alliance in the blended format. Blended formats consist of self-directed content interspersed with FTF sessions. It may be that IPIs with regular, synchronous, phone-based support are more similar to blended treatments than asynchronous, text-supported IPIs are, which raises the question of how alliance is being measured for each IPI format. To address this question, Linder et al [29] compared telephone- and email-supported interventions for depression and found no difference, but their study was limited by a small sample size. The meta-analysis by Kaiser et al [16] provides additional information but leaves some questions that may be addressed via participant perspectives. For example, their meta-analysis found no impact on the association between alliance and outcomes for the frequency of contact with a therapist, mode of contact, or availability of self-help content. However, no information was provided about approach to the contact (ie, accountability based, support based, review based, education based, etc), which leaves open the possibility that categorical coding of support type may not be sufficient for detecting differences. More work is needed in this area.

Current literature examining the alliance commonly uses the Working Alliance Inventory (WAI) [30], which was developed for FTF therapy. Recent literature suggests that the task and goal subscales of the therapeutic alliance are more important than the therapeutic bond subscale in supported IPIs [10,17,18,31]. However, the literature has yet to examine the psychometric properties of the WAI, specifically with IPI users. Askjer and Mathiasen [28] found that clients and therapists rated the goal dimension higher than task and bond and that therapists rated bond higher than clients did; however, the literature does not address whether there is a difference in these subscales depending on the format of support. For example, it may be that IPI users perceive the therapeutic bond differently between these 2 types of support models. The question becomes whether the WAI is sensitive enough to be able to make this kind of distinction and whether it is in fact measuring the same construct in each case. In order to begin to address questions such as these, participant perceptions and experiences of IPIs, the support relationship, and the relative importance of each will be helpful toward the endeavor of conceptualizing alliance within synchronous, telephone-supported IPIs.

Objectives of This Study

To address the gap in the literature of participant experiences with IPIs and the conceptualization of alliance in IPIs, this study examined participant-identified program and coach contributions to their experiences of using a human-supported iCBT delivered to veteran women with postpartum depression. The MomMoodBooster (MMB) program is an empirically supported iCBT intervention [32-34] administered to veteran women in the postpartum period [35] for which support was provided synchronously by telephone. The program from which these data were collected consisted of 6 self-directed, postpartum-specific, web-based CBT–based modules and 6 weekly concurrent phone coaching calls. A previous study described quantitative metrics of engagement and outcomes and provided further information regarding the methods of the intervention study [35]. On average, veterans engaged in 3.35 coaching calls and spent an average of 49.19 minutes on the phone with their coach over the course of their engagement with the program. Effect sizes for depressive symptoms, behavioral activation, and automatic thoughts were large [35]. Because alliance effects for IPIs have been attributed to participant relationships with the IPI programs in some studies [19,28], this analysis quantifies the frequency of responses related to each for comparison.

The findings bear on IPI treatment design, future directions for IPI alliance research, and the training of support personnel. As qualitative analysis is an inductive process, a priori hypotheses were not made.

**Terminology**

IPIs are used in this manuscript as an umbrella term for mental health interventions that are wholly or partly administered through technology such as the internet or other electronic means. The use of IPIs throughout this paper is intended to refer to the broader literature of electronic-delivered interventions and to acknowledge that alliance is a pantheoretical construct that is present to greater or lesser degrees between users of IPIs and the program itself and the support person. We will use more specific terminology such as iCBT when referring to the data from this study and when relevant in reference to specific cited studies.

**Methods**

**Participants**

Participants in this study were a subset of those included in the program evaluation for MMB for veteran mothers [35]. Of the final sample (N=200) from the program evaluation, 184 (92%) veterans provided at least 1 response to the 4 open-ended questions and were therefore included in this analysis. A total of 758 individual responses were provided.

**Inclusion and Exclusion Criteria**

The study sample consisted of veteran women enrolled in the MMB program who had completed a follow-up assessment at the 3-month postenrollment time point and had provided responses to at least 1 of the qualitative questions. Participants were excluded from the analysis if they did not provide a response to any of the 4 qualitative questions (16/200, 8%). Individual responses (10/758, 1.3%) were excluded if they were uninterpretable or ambiguous due to indecipherable words or uninterspretable brevity.

**Procedure**

Participants for the larger MMB study were identified nationwide through the Veterans Affairs database of veterans whose private obstetrical care was paid for by the Veterans Affairs. Full recruitment and enrollment descriptions can be found in the initial program evaluation [35]. Participants were sent a follow-up questionnaire 3 months after the initial screening and enrollment in the MMB program, and the questionnaire included self-rated outcomes measures and 4 open-ended questions about the program, for which participants had unlimited characters to comment. Participants were free to
skip questions that they did not wish to answer. Several participants opted not to answer any of the qualitative questions, whereas others answered only select questions. All the responses for the cohort included in the program analysis paper were included in this analysis [35]. The questions are referenced throughout the manuscript using the headings program helpful, program improve, coach helpful, and coach improve and are as follows:

1. Program helpful: “In what ways did you find the MomMoodBooster most helpful?”
2. Program improve: “How do you think the MomMoodBooster could have been improved?”
3. Coach helpful: “In what ways did you find the personal coach calls to be helpful?”
4. Coach improve: “How do you think the personal coach calls could have been improved?”

Analysis
A modified iterative thematic analysis approach was used for data analysis. Coders used a consensual qualitative approach to the coding process and tailored themes to indicate the relative representation within the thematic structure. The six stages of thematic analysis delineated by Rennie [36] are as follows: (1) familiarization with the data via deep emersion, (2) systematic coding with collation of similar codes, (3) deriving themes and gathering relevant codes, (4) reviewing themes and checking for fit across individual codes and entire data set, (5) defining themes and ongoing refinement, and (6) producing the report. The first 2 authors independently assigned codes to each datum and then met regularly for an iterative process of reaching a consensus. Once a consensus was reached, an internal auditor reviewed the codes and provided feedback. The coders then reviewed the auditor comments until consensus was reached again, wherein the 2 coders resumed independent coding of domains and themes before meeting again to build consensus. The processes of internal audit and subsequent review and revision were undertaken at this stage as well.

Positionality
The first author identifies as a mother who experienced postpartum depression and is a coach for the MMB program with 6 years of experience, working with 105 participants in this sample. In addition, the first author has significant clinical experience working with women in the postpartum period. The second author identifies as a preparenthood man who functioned as the primary recruiter and contact person for the participants and was responsible for data management. The first and second authors acknowledged their experiences and power differences and worked to mitigate the effect of these factors during the coding process. The third author, who functioned as the auditor for the coding process, identifies as a woman without direct experience of motherhood or postpartum depression. This author, however, is familiar with the structure and content of the program in her role as a phone coach, commencing after this sample was collected. The fourth author identifies as a woman and is the principal investigator of this project. The fifth author identifies as a man and was the creator of the larger MMB for veteran women research project. He has worked in the area of perinatal depression research for 42 years. The fourth and fifth authors were involved in manuscript review and did not participate in data analysis. As a team, all authors are invested in women’s and veteran’s mental health and as such are most interested in how to improve the services provided through the MMB program.

Given the coders’ close ties to the program and direct experience with participants, the research team anticipated that relational aspects of the coaching interactions would emerge as important in the data. In order to check their biases related to the importance of the relationship, ambiguous codes referencing the coach were not coded as interpersonal unless the participant directly named their specific coach; however, they may have eventually been subsumed under interpersonal during the process of distilling down to themes. Coders worked hard to challenge each other with respect to the interpretation of interpersonal themes.

Trustworthiness
The research team took several steps to attend to trustworthiness. The first was identifying positionality [37] to be transparent about their connection to the study participants and potential biases. Second, the team used an internal auditor and the process of consensus [38] throughout all the stages of coding and assigning to themes and domains. Third, the team journaled about their process during coding to document thought processes, challenges, and decision points. These have been included in the general audit trial [37]. Finally, an external auditor, a qualitative method expert who has no affiliation with the MMB program performed an audit of the coding process and randomly selected codes, the final thematic structure, and overall adherence to trustworthiness. No concerns were noted or changes were suggested.

Ethics Approval
This study was approved by the University of Iowa Institutional Review Board (201310766 [IRB-03] and 201603779 [IRB-01]).

Results
Overview
The final sample consisted of 184 veterans who provided at least 1 qualitative response. Responses to the 4 questions from these participants were coded into a total of 748 codes due to multiple codes being assigned to some responses. Of the 748 total codes, 390 (52.1%) were program related and 358 (47.9%) were coach related. The 184 participants answered the 4 questions that are referred by the following headings: program helpful (n=176, 95.7%); program improve (n=142, 77.2%); coach helpful (n=162, 88%); and coach improve (n=118, 64.1%).

The thematic analysis resulted in a final structure consisting of five domains: (1) program accessibility and functionality, (2) content, (3) coaching, (4) change processes, and (5) barriers.

Table 1 delineates the thematic structure by including frequencies for each domain, and Multimedia Appendix 1 displays the thematic structure with definitions and example quotes. Quotes from participants have been numbered in the order they appear in this manuscript to further protect
anonymity. Each participant number represents a unique individual, with relevant quotes provided by a wide range of participants.

Table 1. Relative representation of codes.

<table>
<thead>
<tr>
<th>Domains, themes, and subthemes</th>
<th>Relative frequency, n (%)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Program accessibility and functionality</strong></td>
<td></td>
</tr>
<tr>
<td>All program-related codes (n=390)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>17 (4.4)</td>
</tr>
<tr>
<td>Improve (n=55)</td>
<td>55 (14.1)</td>
</tr>
<tr>
<td>Access</td>
<td>13 (23.6)</td>
</tr>
<tr>
<td>Delivery mode</td>
<td>16 (29.1)</td>
</tr>
<tr>
<td>Functionality</td>
<td>11 (20)</td>
</tr>
<tr>
<td>Technical</td>
<td>15 (27.3)</td>
</tr>
<tr>
<td>Content (n=390)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>31 (7.9)</td>
</tr>
<tr>
<td>Improve</td>
<td>61 (15.6)</td>
</tr>
<tr>
<td>Specific helpful content</td>
<td>45 (11.5)</td>
</tr>
<tr>
<td><strong>Coaching</strong></td>
<td></td>
</tr>
<tr>
<td>All coach-related codes (n=358)</td>
<td></td>
</tr>
<tr>
<td>General positives</td>
<td>36 (10.1)</td>
</tr>
<tr>
<td>Amount (n=34)</td>
<td>34 (9.5)</td>
</tr>
<tr>
<td>Increase</td>
<td>26 (76.5)</td>
</tr>
<tr>
<td>Did not want, did not receive, or got no benefit</td>
<td>6 (17.6)</td>
</tr>
<tr>
<td>Decrease</td>
<td>2 (5.9)</td>
</tr>
<tr>
<td><strong>Change processes</strong></td>
<td></td>
</tr>
<tr>
<td>Program (n=390)</td>
<td></td>
</tr>
<tr>
<td>Intrapersonal</td>
<td>108 (27.7)</td>
</tr>
<tr>
<td>Coach</td>
<td>34 (8.7)</td>
</tr>
<tr>
<td>Accountability</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>Coach (n=358)</td>
<td></td>
</tr>
<tr>
<td>Intrapersonal</td>
<td>41 (11.5)</td>
</tr>
<tr>
<td>Relationship or interpersonal</td>
<td>98 (27.4)</td>
</tr>
<tr>
<td>Qualities</td>
<td>69 (19.3)</td>
</tr>
<tr>
<td>Practical assistance</td>
<td>32 (8.9)</td>
</tr>
<tr>
<td>Accountability</td>
<td>33 (9.2)</td>
</tr>
<tr>
<td><strong>Barriers (n=748)</strong></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>12 (1.6)</td>
</tr>
<tr>
<td>Motivation and mood</td>
<td>3 (0.4)</td>
</tr>
<tr>
<td>Contextual factors</td>
<td>7 (0.9)</td>
</tr>
<tr>
<td>Scheduling or rescheduling problems</td>
<td>16 (2.1)</td>
</tr>
<tr>
<td>Coaching delivery method</td>
<td>6 (0.8)</td>
</tr>
</tbody>
</table>

\(^a\)Percentages represent the relative number of responses for each theme or subtheme with the respective sample.
Domain 1: Program Accessibility or Functionality
The program accessibility/functionality domain refers to comments addressing how participants accessed or would like to have accessed the content and how it functioned from a technical standpoint. This domain includes two themes: (1) positive (17/390, 4.4% of the program-related codes), which refers to nonspecific positive comments such as the one shared by participant 1: “Convenient, self-paced”; and (2) improve (55/390, 14.4% of the program-related codes). The improve theme captures four subthemes: (1) access, (2) delivery mode, (3) functionality, and (4) technical. The subtheme access, which represented 24% (13/55) of the improve codes, refers to recommendations related to the timing or duration of access to the program. For example, participant 2 suggested, “given at discharge from the hospital.” The subtheme delivery mode, which represented 29% (16/55) of the improve codes, refers to alternative modes of delivery that participants felt would have been beneficial such as those noted by participant 3: “Offered in a classroom setting.” The functionality subtheme, which represented 20% (11/55) of the improve codes, identified electronic formatting that would have facilitated greater engagement; for example, participant 4 suggested the program be, “More game like, not literature.” Finally, the technical subtheme, which represented 27% (15/55) of the improve codes, identified technological issues that affected participant experience such as the one commented by participant 5: “I had issues with inputting my daily mood.”

Domain 2: Content
The content domain refers to comments identifying specific content from the program or more general comments made under the program helpful and program improve questions. This domain includes three themes: (1) positive, (2) improve, and (3) specific helpful content. Positive, referring to positive comments that were specific to content, accounted for 7.9% (31/390) of the program-related codes; for example, participant 6 noted, “I enjoyed the interactive [aspects].” Improve, accounting for 15.6% (61/390) of the program-related codes, refers to specific suggestions for ways the content could have better met participant needs such as the one requested by participant 7: “Make the program more diverse.” The specific helpful content subtheme, representing 11.5% (45/390) of the program-specific codes, refers to codes in which participants named specific pieces of content that they appreciated; for example, participant 8 noted, “Identifying negative thoughts and downward mood spiral.”

Domain 3: Coaching
The coaching domain refers to general comments relating to the coach or the amount of coaching from any of the 4 questions. This domain consists of two themes: (1) general positives, accounting for 10.1% (36/358) of the coach-related codes, and (2) amount, accounting for 9.5% (34/358) of the coach-related codes. The codes under the theme general positives were nonspecific satisfaction comments such as the one commented by participant 9: “No improvements needed.” Three subthemes emerged under the amount theme: (1) the increase subtheme, which accounted for 77% (26/34) of the codes, was exemplified by participant 10, who expressed, “Continuation a week or two after the program ended,” and participant 11, who shared, “More phone calls”; (2) the didn’t want, didn’t receive, or got no benefit subtheme was less common, representing only 18% (6/34) of the amount codes; for example, participant 12 expressed, “What calls?? Received none,” and participant 13 stated, “I never spoke with anyone, that is not what I wanted from the program”; and (3) the decrease subtheme was the least common, representing only 6% (2/34) of the amount codes; for example, participant 14 stated, “More online activities, less calls.” (see Figure S1 in Multimedia Appendix 2 for visual depiction).

Domain 4: Change Processes
The fourth domain, change processes, refers to specific intrapersonal, relational, and practical influences that participants identified. These are captured by two themes: (1) program and (2) coach, with 3 and 5 subthemes, respectively. The program theme refers to codes that identified change processes either specifically related to program content or nonspecifically under the program helpful question. The coach theme refers to codes that specifically indicated a link to coaching or were responses under the coach helpful or coach improve questions. Replicated subthemes (interpersonal and accountability) across program and coach themes emerged through the inductive coding process. Coding these subthemes separately, rather than collapsing, was prioritized to compare the relative contributions across themes (see Figure S2 in Multimedia Appendix 2 for visual depiction).

Under the program theme, the first subtheme, intrapersonal, refers to the internal process of personal growth and change identified by the participants. Of the 390 program-related codes, 108 (27.7%) codes were included under this subtheme. These included codes were managing negative thoughts, increased self-awareness, learning coping strategies, increased agency, and others. Participant 15 commented, “I learned how to be calm and take care of my baby.” Some participants indicated that the coach was the most helpful aspect of the program; for example, in response to the program helpful question, participant 16 commented, “Helpful to talk to someone who is supporting.” Of the 390 program-related codes, 34 (8.7%) codes referenced the coach and were therefore included as a subtheme of the program-related change processes. These were coded separately from the coach theme for 2 reasons. First, these comments were more general than those captured under the coach theme and second, because it felt important to differentiate and identify how often the coach was named as the salient helpful aspect of the program as a whole. The third subtheme under program theme was accountability. This subtheme refers to comments indicating that being held accountable was the most helpful aspect of the program. Only 3 respondents identified accountability in response to the program helpful question, and it represented 0.8% (3/390) of the program-related codes. Interestingly, 2 of these participants also named relationship factors in other responses; for example, participant 17 who commented under program helpful, “Having a system to be accountable to,” which was coded as accountability, also commented under coach helpful “having a live person to check in with is very comforting,” which was coded as relationship/interpersonal (which are subthemes under coach theme).
The second theme under the change processes domain is coach, which included 5 subthemes. Intrapersonal (41/358, 11.5% of the coach-related codes) refers to growth and change identified by the participant specifically credited to the coaching interaction. Some of the intrapersonal processes include self-reflection, challenging negative thinking, perspective-taking, increased self-confidence, normalizing, and processing problems. For example, participant 18 commented, “Helped me reflect on myself and identify negative talk to myself.” (see Figure S3 in Multimedia Appendix 2 for visual depiction).

The second coach subtheme, relationship/interpersonal (98/358, 27.4%), refers to codes that referenced the importance of the relationship between the participant and the coach. Some of the codes in this domain were requests from participants for what they would like to be different in the coaching interactions such as the one shared by participant 19: “more input, deeper conversation,” which was coded as increase depth. Others were experienced by the participant; for example, participant 20 shared “[specific coach name] listens even if I haven’t completed the week and gives praise and good thoughts,” which was coded as relationship because of the use of the coach’s name and coach qualities, active listener and supportive. Participant 21 shared, “I really liked my coach” which was coded as interpersonal relationship.

The third coach subtheme, qualities, represented 19.3% (69/358) of the coach-related codes and refers to specific attributes named by participants. For example, the comment by participant 22, “Felt very genuine,” was coded as genuine, and the comment by participant 23, “No matter what was going on in my life she always empathized and worked with me,” was coded as empathetic. Note that this response, which is similar to the one shared by participant 20 above, was not coded as relationship, as the participant did not name her specific coach (see Figure S4 in Multimedia Appendix 2 for visual depiction).

The fourth coach subtheme, practical assistance, refers to codes that identified specific practical ways that coaches helped participants such as assistance with technical difficulties and clarification of content. This subtheme accounted for 8.9% (32/358) of the coach-related codes.

The fifth coach subtheme, accountability, refers to codes that specifically identified the coach as the agent of holding participants accountable. These codes represented 9.2% (33/358) of the coach-related codes. Interestingly, 24% (8/33) of the participants who provided responses that were coded under coachaccountability subtheme also provided responses that were coded under relationship/interpersonal subtheme.

Domain 5: Barriers

The final domain refers to the challenges that respondents named that prevented them from engaging with the content and coaching. Five themes were captured under barriers including (1) time, (2) motivation and mood, (3) coaching delivery method, (4) contextual factors, and (5) scheduling and rescheduling problems (representing n=12, 1.6%; n=3, 0.4%; n=7, 0.9%; n=16, 2.1%; and n=6, 0.8%; respectively, of all 748 codes). Table 1 provides the relative frequency of the themes under barrier domain, and Multimedia Appendix 1 provides descriptions and selected quotes for each of these themes.

Discussion

This study aimed to illuminate participant perspectives regarding engagement with a telephone-supported IPI for postpartum depression, the iCBT MMB program. Results of this study will inform future IPI alliance research, training of support personnel, program development, and allocation of resources for supported IPIs.

Principal Findings

Our thematic analysis of 184 veterans’ responses to 4 open-ended questions regarding MMB program content and impressions of the support person provided a unique look at participant perspectives of this supported iCBT. Furthermore, we were able to compare participant perspectives across program content and the support person specifically. Overall, 3 of the 5 identified domains, program content, accessibility/functionality, and barriers, provide ideas for program developers regarding particularly helpful aspects of program content and design. In addition, some of the information found in the intrapersonal theme under change processes domain may identify specific processes that can be targeted via content in future human-supported programs.

More significantly, these data illuminate some of the important change processes facilitated by the support relationship and specific qualities of the support person that elicit participant responses. For example, the intrapersonal subthemes and relationship or interpersonal subthemes represent the largest proportion of codes. This indicates that interpersonal processes and relationship factors may warrant further investigation in the context of alliance-based research for iCBT specifically and IPIs more generally. Although some program-related intrapersonal processes are clearly attributable to the program content (eg, video content that served a normalizing purpose), others may be attributed to either the content or the coach. Without a clear reference to one or the other, such processes were assigned to the content. However, given the number of participants who referred to the coach under the program helpful question, it is clear that some were considering the entirety of the program, rather than strictly the content, when referencing intrapersonal processes. Future IPI alliance research may want to be mindful of construct validity issues and whether questionnaires probe intrapersonal or interpersonal processes. Similarly, qualitative researchers may want to be mindful of how they query these processes.

Our findings also suggest that the coach is perceived as one of the most important aspects of the program, as approximately 20% of the responses under program helpful referenced the coach. Furthermore, of the participants who identified the amount of time with the coach under coach improve, approximately 3 times as many indicated wanting more contacts compared with the combined total across no change, didn’t need, or decrease codes, suggesting that participants valued the support time and, in many cases, wished for more. Significantly, approximately 60% of the coach codes (from the coach helpful
and coach improve questions) identified relationship or interpersonal factors, and >40% identified coach qualities that cannot exist outside of an interpersonal relationship. In summary, the participants acknowledged the importance of the coaching relationship. This is in line with previous research emphasizing the importance of the therapeutic alliance in supported IPIs [10,16,17].

In contrast, fewer participants identified accountability as an important aspect of the program or coaching compared with other themes under change process domain. Accountability was identified in <1% of the program helpful codes, and in response to the coach helpful question, accountability was identified in <20% of the codes. However, because accountability has been found to be related to better adherence to IPIs [39], it is important to consider this finding more closely. Previous findings have shown that clinician contact during iCBT has been positively associated with adherence [40] and that adherence is positively associated with outcomes [41], suggesting that greater doses of the intervention improve outcomes.

Limitations

This study has several limitations that should be acknowledged. First, the 4 questions that were used to collect these data were not crafted with the intention of completing a qualitative analysis and were not designed for exploring the importance of the coach relationship in comparison with the program content. As a result, there is some ambiguity in the responses provided under the program helpful question. In addition, some of the emphases in the results on coaching and the relationship could be reflecting the specificity of one set of questions compared with the other. Second, participant responses were very brief in many cases, meaning that coders had to interpret meaning using familiarity with this sample and the program overall. Despite constantly challenging assumptions and biases, elements of bias may have certainly influenced the final coding and thematic structure. Finally, the final thematic structure does not represent the importance of the program or coaching compared with other themes under the accountability domain.

Comparison With Prior Work

One model of support, Supportive Accountability [42], a manualized model developed to address the low adherence rates found for unsupported iCBT [41], posits that reciprocity exists in the participant-coach relationship, and a strong therapeutic bond should enhance the effects of accountability [39]; however, the mechanism of the association between clinician contact and adherence is unclear. Therapeutic alliance is one possibility; however, previous findings suggest that the therapeutic alliance and adherence may contribute separately to outcomes. For instance, Bur et al [10] found that alliance and adherence mediated the effect of guidance; however, alliance contributed to better outcomes separately from adherence. This is consistent with the results of this analysis, which suggests that the focus of the support person is more importantly placed on alliance-building factors than on accountability and adherence by most participants.

It should be noted that accountability and alliance are not mutually exclusive, and one should not be used at the expense of the other. Our findings suggest that being responsive to client needs in IPIs is likely as important as it is in FTF therapy [43], and support should be approached from a client-centered perspective. Although some researchers have found that standardized feedback was as effective as individualized guidance [10], participants in this study, by contrast, identified the importance of experiencing the program as responsive and named ways by which a supported IPI could meet individual needs. One of these is to understand the individual needs for accountability, as seemingly few participants are motivated by accountability alone. Other program-based responsiveness strategies identified by these results includes maximizing access options, representing diverse identities, including social components, and providing interactive components. Other support-based responsiveness strategies included translating tools into real life, deepening the conversations, and focusing on the unique dyadic relationship and unique needs of program users.

Inherent in the adherence literature is the idea that specific ingredients of the IPI or iCBT content are responsible for outcomes, and higher “doses” of these ingredients are associated with more positive outcomes. In contrast to this medical model of therapeutic change is the contextual model [15], which emphasizes therapeutic alliance. Within the IPI literature, the alliance has thus far been defined in terms of task, goal, and bond subscales given by Bordin [12,13]. The present results suggest that more recent work on therapeutic alliance may be a better fit in the case of IPIs. For example, in the tripartite model of the therapeutic relationship (ie, the real relationship, the working alliance, and the transference configuration) given by Gelso [44], the real relationship is defined as “the personal relationship between therapist and patient marked by the extent to which each is genuine with the other” [44] and perceives and experiences the other in (realistic) ways. The results of this study appear to reflect this definition, as participants identified coach genuineness as an important aspect of their experience and expressed the desire for the coaching interactions to be personal and deeper than is possible with standardized support or an emphasis on accountability to completing content.

Further refinement of the model given by Gelso [44] has resulted in the tripartite model of the real relationship composed of belongingness, empathy, and expectations [45]. Belongingness, in this framework, references “Attachment Theory” by Bowlby and Base [46] and as such is proposed to influence positive outcomes through the effects of a participant feeling connected to another person who cares about their well-being. This is consistent with the suggestion by Bur et al [10] that it is not the actual contact itself that increases alliance but that the participant knows that a real person will support them during treatment. Our data appear to align with this idea as codes emerged such as feeling connected, human connection, and feeling supported, even when total time in contact with the coach was relatively low. However, the preponderance of codes indicating relationship factors suggests that additional work will be needed to further define the role of attachment and relationship factors in supported IPIs. The results of this study, therefore, provide
future research directions, including more nuanced definitions of the alliance and the real relationship, that align more closely with the current literature.

Further refinement may also be necessary in terms of differentiating alliances based on the mode of contact. The meta-analysis by Kaiser et al [16] determined that there was no difference in outcomes based on the frequency of contact with the support person, mode of contact, or availability of self-help content. However, most of the studies included in the meta-analysis by Kaiser et al [16] used email as the mode of support. It may be that different forms of support elicit different reactions to the task, goal, and bond subscales of the WAI or that different alliance measures are needed for differently supported IPIs. The results of this study suggest that the bond subscale could emerge as more important for support provided synchronously by phone. In addition, other researchers have suggested that the relevance of the alliance for therapy outcomes could differ among different kinds of disorders and different client groups [17]. The emphasis on the relationship with the coach in this study could be a reflection of the specific population (ie, veteran women in the postpartum period) and the specific concern (ie, postpartum depression).

Conclusions

These findings provide a unique perspective regarding participant experiences in a supported iCBT program for postpartum depression. These data suggest that the most helpful coaches are those who are empathetic and validating, supportive and nonjudgmental, flexible, patient, and genuine. These qualities are highly relevant for trainees in health service delivery and research. Similarly, coaches might avoid emphasizing accountability alone unless the participant specifically identifies this as their primary need from support. Several participants commented that they wanted their coaching sessions to feel personal, to include conversation beyond simply what was happening with program content, to deepen and explore emotions, and to feel that the coach was genuinely interested in how they were feeling. As such, coaches might work to flexibly apply program content to the participant’s ongoing experience and context while prioritizing responding with genuineness and empathy. Creators of manualized support models should consider how these results inform the training of their support personnel.

Future research may explore associations among qualities of coaches, amount of synchronous telephone contact, alliance ratings, and participant outcomes. Our findings demonstrate that the participants were capable of discerning beneficial coach qualities through an IPI program in which there was synchronous audio contact. Previous research has suggested that it is possible to form therapeutic alliance within 2 weeks of initiating an intervention and that early alliance associations with outcomes may indicate that guidance may not be necessary for the entire duration of the IPI [10]. This study’s data suggest that the users of iCBT supported by phone may desire more contact with support personnel and therefore engagement throughout their use of the IPI. Given that most participants in this sample wanted more coaching, in terms of frequency, length, or duration, program designers will want to carefully consider the balance between participants’ wishes, efficient resource allocation, and therapeutic benefit. These considerations may be specific to telephone-based support and will therefore need follow-up research to discern questions of timing and dose effects of telephone-based support.

These results call into question previous research that has indicated that the bond subscale of the model by Bordin [12,13] is less impactful to the alliance-outcome relationship than the task and goal subscales [10,18]. It may be that conceptualization of the alliance in IPIs needs to be further developed and that commonly used measures of the alliance, the WAI [30], need to be further studied for psychometric validity when used to assess alliance in IPIs.

Kaiser et al [16] call for attention to therapeutic alliance in the design of IPIs and specifically the elements that may promote alliance such as mode of communication, individualizing feedback, and elements that contribute to therapist credibility. Pihlaja et al [23], however, commented that detailed descriptions of therapist characteristics for iCBT were challenging and therefore beyond scientific scrutiny because of the range of probable predictors of alliance. The data of this study provide some information for how designers and alliance researchers might consider the support aspect of IPIs.

Although some have suggested that alliance-related factors may be less impactful in IPIs [22], the participant perspectives conveyed in these findings suggest otherwise and are consistent with more recent research. However, a large gap in the IPI literature is the provision of support from a theoretical perspective. The conceptualization of the real relationship within the tripartite model of the alliance by Gelso [44] and further expansion to the tripartite model of the real relationship by Budge and Wampold [45] may be fruitful directions for IPI researchers.

Important to consider in future research is the model from which coaches are trained and supervised, as this is likely to impact treatment outcomes, engagement, adherence, and attrition. Future research with these data is planned that will compare the association between relationship factors, engagement measures, and outcomes under accountability-focused and alliance-focused support models.

The literature on therapist responsiveness also suggests that strict standardization of support may be counterproductive. Swift et al [47] summarized that matching a treatment to client preferences, compared with not matching the treatment to the client preferences, increased success rates, led to more progress, and resulted in fewer dropouts. When a participant is engaging with the IPI content, an appropriate place to tailor treatment to the individual, via attending to preferences, is the support relationship. Our findings support therapist responsiveness to relationship factors as a particularly important component of treatment.

Although these participants engaged with their coaches for an average of 12 minutes per coaching session [35], much less than the typical FTF therapy, some of these findings may be alluding to the distinction between counseling therapy and supportive coaching. Future work is warranted to examine the extent to
which human contact is perceived as adjunctive to IPIs and vice versa and for whom it is adjunctive.

Perhaps the most important feature in the training context was that the coaches for this program were doctoral level trainees in clinical and counseling psychology. Future implementations of icBT for postpartum depression and other IPIs may use trainees knowing that the therapeutic alliance and responsiveness variables identified as beneficial herein are trainable and regarded highly by participants. However, given the nature of the valued coach characteristics identified herein, properly trained peers may also be a viable and scalable option for future IPIs and research.

One strength of this study is the relatively large sample size (n=184), particularly in terms of typical qualitative studies. Several characteristics of the sample suggest that the results are generalizable to other supported iCBT interventions and supported IPIs. For example, participant demographics were diverse and, through nationwide recruitment, represented diverse areas of the country, including both rural and urban locations. In addition, previous work demonstrated that engagement and outcomes of this program were comparable with those of other IPIs [35].

Given that most codes were not specific to CBT ingredients or to the functioning of this specific program, but instead were intrapersonal and process comments, these results are likely generalizable to non-CBT IPIs. Furthermore, qualitative analysis, as a methodology, is nearly absent from the IPI literature, and as such, these data provide a unique perspective into potential mechanisms of change, which has been an elusive aspect of process and outcomes research [48].
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Abstract

Background: Firearm suicide has been more prevalent among males, but age-adjusted female firearm suicide rates increased by 20% from 2010 to 2020, outpacing the rate increase among males by about 8 percentage points, and female firearm suicide may have different contributing circumstances. In the United States, the National Violent Death Reporting System (NVDRS) is a comprehensive source of data on violent deaths and includes unstructured incident narrative reports from coroners or medical examiners and law enforcement. Conventional natural language processing approaches have been used to identify common circumstances preceding female firearm suicide deaths but failed to identify rarer circumstances due to insufficient training data.

Objective: This study aimed to leverage a large language model approach to identify infrequent circumstances preceding female firearm suicides in the unstructured coroners or medical examiners and law enforcement narrative reports available in the NVDRS.

Methods: We used the narrative reports of 1462 female firearm suicide decedents in the NVDRS from 2014 to 2018. The reports were written in English. We coded 9 infrequent circumstances preceding female firearm suicides. We experimented with predicting those circumstances by leveraging a large language model approach in a yes/no question-answer format. We measured the prediction accuracy with $F_1$-score (ranging from 0 to 1). $F_1$-score is the harmonic mean of precision (positive predictive value) and recall (true positive rate or sensitivity).

Results: Our large language model outperformed a conventional support vector machine–supervised machine learning approach by a wide margin. Compared to the support vector machine model, which had $F_1$-scores less than 0.2 for most infrequent circumstances, our large language model approach achieved an $F_1$-score of over 0.6 for 4 circumstances and 0.8 for 2 circumstances.

Conclusions: The use of a large language model approach shows promise. Researchers interested in using natural language processing to identify infrequent circumstances in narrative report data may benefit from large language models.

(JMIR Ment Health 2023;10:e49359) doi:10.2196/49359
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**Introduction**

Suicide is a leading cause of death in the United States. Suicide risk factors include physical and mental health disorders, substance use disorders, prior exposure to violence, and having a firearm at home [1-4]. Firearm suicide has been more prevalent among men, but age-adjusted female firearm suicide rates have increased by 20% from 2010 to 2020, outpacing the rate increase among males by about 8 percentage points [5]. However, relatively few studies have focused specifically on female firearm suicide instead focusing on samples in which males are overrepresented (eg, military veterans) [6,7]. More data are needed to identify circumstances surrounding female firearm systems, and a primary source of these data derives from unprocessed narrative reports in the National Violent Death Reporting System (NVDRS).

In a previous study [1], we found that conventional natural language processing (NLP) algorithms could successfully identify some relatively common circumstances preceding female firearm suicide, using coroners’ and medical examiners’ (CMEs’) and law enforcement (LE) narrative reports provided by the NVDRS. However, because reliably training a conventional NLP pipeline requires a sizeable training data set, the approach worked well only for the most common preceding circumstances.

Recently, large language models such as ChatGPT were found to perform well on tasks such as answering yes/no questions and document classification [8-10]. Large language models were developed on the basis of large corpora of data crawled from the web and can be used to solve machine learning tasks in a question-answer format. Moreover, these large language models do not rely on the task’s data set size. In this study, we explored the value of a large language model approach by framing our coding task as a binary response for classification. Specifically, we tested a large language model approach to identify infrequent circumstances preceding female firearm suicide and compared this approach’s performance to that of traditional machine learning models.

**Methods**

**Overview**

ChatGPT is the state-of-the-art large language model, but we could not use it directly in this study. Our data contain protected information; hence, we could not upload them directly to ChatGPT. Instead, we used open-source large language model alternatives. We ran these models locally to protect potentially sensitive information in the data. These models are developed similarly and are competitive in certain areas compared to ChatGPT. In a benchmark evaluation of large language models’ ability in problem-solving [11], FLAN-T5 [12] and FLAN-UL2 [13] were found to be less accurate than ChatGPT for world knowledge understanding and programming but competitive in following complex instructions, comprehension and arithmetic, and causal reasoning. In preliminary studies, we experimented with multiple large language models (FLAN-T5 [12], FLAN-UL2 [13], and others) and found that FLAN-UL2 performed the best. We hence used FLAN-UL2 for our subsequent experiments. Developed by Google LLC, FLAN-UL2 is an open-source, 20 billion-parameter encoder-decoder model and is useful for zero-shot learning (ie, the model makes predictions directly without further training).

**Data Sets**

We used the NVDRS Restricted Access Database of female firearm suicides from 2014 to 2018 [1]. The data set contained unstructured CME and LE narrative reports describing the circumstances leading up to the suicide deaths of 1462 females. The reports were written in English. We manually coded 9 infrequent circumstances (ie, labels) preceding the firearm suicide deaths following the instructions specified by Goldstein et al [1]: sleep problems, abusive relationships, custody issues, sexual violence, isolation or loneliness, substance abuse, dementia, bullying, and caregiver issues. All infrequent labels occurred in <5% of the cases. We have provided details regarding the circumstance distribution in Table S1 in Multimedia Appendix 1. We split the data set into training and test sets with a 0.5:0.5 ratio.

**Model Evaluation**

A prompt is the input for the large language model and will guide it for generating outputs. For FLAN-UL2, we designed a prompt as a pair of a narrative report and a question. The narrative report is the text we input into a traditional machine learning model. The question varies depending on the circumstances we want to the code. For example, for the circumstance “bullying,” “Answer the following yes/no question: was the decedent experiencing bullying in-person or online? Answer:” is the question. The model will yield an output of “Yes” if “bullying” is mentioned in the narrative report; if not, “No” will be the output. The question was adapted from the definition of each label developed through a previously reported manual review process with minimal changes [1]. A complete list of questions and definitions for each label is included in Table S2 in Multimedia Appendix 1. As a baseline, we used a series of conventional support vector machine (SVM) models [14] trained to identify each circumstance. FLAN-UL2 was only applied on the test set. SVM models were trained on the training set and applied on the test set. We repeated all experiments 5 times with resampling of the training and test sets. We reported the average F$_1$-score, which is the harmonic mean of the precision (positive predictive value) and recall (true positive rate or sensitivity). The F$_1$-score measures the model’s accuracy considering the imbalance in the data set and ranges from 0 to 1.

**Ethical Considerations**

This study did not require approval from the University of Washington institutional research board because these deidentified data on deceased persons were not considered human subjects research. We received ethical approval from the National Violent Death Reporting System Restricted Access Database review committee (request number #410).
Results

FLAN-UL2 performed better than the SVM for most of the female firearm suicide circumstances, sometimes substantially better (Figure 1). The $F_1$-score of FLAN-UL2 was greater than 0.8 for “sleep problem” (3.4% prevalence) and “sexual violence” (2.6% prevalence). “Bullying” (1.6% prevalence) was the only circumstance where the SVM outperformed FLAN-UL2, and $F_1$-scores were 0 or nearly 0 for all SVM and FLAN-UL2 runs. See Table S1 in Multimedia Appendix 1 for prevalence in other circumstances.

Figure 1. $F_1$-scores of the support vector machine (SVM) and FLAN-UL2 model for coding rare circumstances of female firearm suicide from suicide reports when averaged over 5 runs. The height of the bars represents the mean $F_1$-score, and the line at the tip of the bars represents the SD across 5 runs.

Discussion

Principal Findings

We found that the large language model (FLAN-UL2) outperformed the SVM for 8 of the 9 infrequent circumstances preceding female firearm suicide deaths. These findings suggest that a large language model approach can address a critical gap in identifying infrequent circumstances in unstructured text. Unlocking these data efficiently allows for subsequent analyses of female firearm suicide risk, including relationships among sexual violence, dementia, sleep problems, and firearm suicide.

The characterization of circumstances preceding female firearm suicides is an understudied area. In a previous study, Goldstein et al [1] used traditional NLP methods to predict 5 circumstances from suicide reports, with $F_1$-scores ranging from 0.6 to 0.8. However, all these circumstances had a prevalence of at least 15%. In our study, all 9 circumstances had a prevalence of less than 5%. We complemented the existing work by providing a method for automatically coding circumstances preceding female firearm suicides at a larger scope.

The failure in identifying the “bullying” circumstance may be due to the fact that bullying is one of the most infrequent circumstances preceding female firearm suicide in the NVDRS. The question we provided to the large language model, “was the decedent experiencing bullying in-person or online?” might not be sufficiently sensitive for the model to understand how to identify these circumstances in the narrative reports. More detailed explanation of “bullying,” such as the victim was insulted or hurt at school or at the workplace, might be needed for the model to reason better. Large language models are known to be sensitive to prompt text, and designing an appropriate prompt (also known as prompt engineering) is an essential part of using large language models effectively [10]. Novel prompting techniques, such as few-shot learning (provide problem examples as part of the prompt) [10], have been proposed and may improve large language models’ performance. In this study, we used simple and consistent prompts to provide a baseline for using large language models to code infrequent circumstances preceding female suicide. Large language models are also computationally expensive. The experiments in this study were carried out on 2 NVIDIA A100 40 GB graphics processing units. Large language models are also known to be sensitive to “hallucination” [15], meaning that they generate paragraphs of texts that look reasonable but are factually incorrect. In this study, we prompted the model to generate yes/no answers, bypassing the risks of hallucination.
Conclusions
Our large language model successfully identified infrequent circumstances preceding female firearm suicide deaths, having outperformed conventional NLP approaches by a wide margin. This finding suggests that large language models can be used to unlock textual analysis within public health research. More broadly, the success of our relatively simple queries at identifying infrequent circumstances suggests that large language models may be useful in public health surveillance, potentially allowing practitioners to track the prevalence of infrequent conditions that are never explicitly coded into surveillance systems. Future studies should explore the performance of different large language models and variations in the models’ underlying mechanisms when applied to coding infrequent circumstances.
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Abstract

Background: Anhedonia and depressed mood are considered the cardinal symptoms of major depressive disorder. These are the first 2 items of the Patient Health Questionnaire (PHQ)–9 and comprise the ultrabrief PHQ-2 used for prescreening depressive symptomatology. The prescreening performance of alternative PHQ-9 item pairings is rarely compared with that of the PHQ-2.

Objective: This study aims to use machine learning (ML) with the PHQ-9 items to identify and validate the most predictive 2-item depressive symptomatology ultrabrief questionnaire and to test the generalizability of the best pairings found on the primary data set, with 6 external data sets from different populations to validate their use as prescreening instruments.

Methods: All 36 possible PHQ-9 item pairings (each yielding scores of 0-6) were investigated using ML-based methods with logistic regression models. Their performances were evaluated based on the classification of depressive symptomatology, defined as PHQ-9 scores ≥10. This gave each pairing an equal opportunity and avoided any bias in item pairing selection.

Results: The ML-based PHQ-9 items 2 and 4 (phq2&4), the depressed mood and low-energy item pairing, and PHQ-9 items 2 and 8 (phq2&8), the depressed mood and psychomotor retardation or agitation item pairing, were found to be the best on the primary data set training split. They generalized well on the primary data set test split with area under the curves (AUCs) of 0.954 and 0.946, respectively, compared with an AUC of 0.942 for the PHQ-2. The phq2&4 had a higher AUC than the PHQ-2 on all 6 external data sets, and the phq2&8 had a higher AUC than the PHQ-2 on 3 data sets. The phq2&4 had the highest Youden index (an unweighted average of sensitivity and specificity) on 2 external data sets, and the phq2&8 had the highest Youden index on another 2. The PHQ-2≥2 cutoff also had the highest Youden index on 2 external data sets, joint highest with the phq2&4 on 1, but its performance fluctuated the most. The PHQ-2≥3 cutoff had the highest Youden index on 1 external data set. The sensitivity and specificity achieved by the phq2&4 and phq2&8 were more evenly balanced than the PHQ-2≥2 and ≥3 cutoffs.
Conclusions: The PHQ-2 did not prove to be a more effective prescreening instrument when compared with other PHQ-9 item pairings. Evaluating all item pairings showed that, compared with alternative partner items, the anhedonia item underperformed alongside the depressed mood item. This suggests that the inclusion of anhedonia as a core symptom of depression and its presence in ultrabrief questionnaires may be incompatible with the empirical evidence. The use of the PHQ-2 to prescreen for depressive symptomatology could result in a greater number of misclassifications than alternative item pairings.

(JMIR Ment Health 2023;10:e48444) doi:10.2196/48444
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Patient Health Questionnaire-2; PHQ-2; Patient Health Questionnaire-9; PHQ-9 items; depressive symptomatology; ultrabrief questionnaires; prescreening; machine learning; cardinal symptoms; low energy; psychomotor dysfunction; depressed mood

Introduction

Background

The Diagnostic and Statistical Manual of Mental Disorders, fifth edition (DSM-V) defines anhedonia (inability to find pleasure in what would usually be pleasurable activities) and depressed mood as the core criteria of major depressive disorder (MDD) [1]. According to the DSM-V, at least 1 of these cardinal symptoms must be present for a period of at least the past 2 weeks for a positive diagnosis of MDD, along with ≥5 symptoms. The heightened importance of these symptoms is also seen in screening questionnaires derived from the DSM-V’s diagnostic criteria for MDD such as the depression module of the Primary Care Evaluation of Mental Disorders [2]; the depression module of the Patient Health Questionnaire (PHQ); the PHQ-9 [3]; and its ultrabrief version, PHQ-2 [4]. This importance stems from a consensus-based approach to the diagnosis of MDD formed from clinical experience [5].

The PHQ-9 has gained widespread popularity since its introduction and is now the most reliable and commonly used screening instrument in primary care and clinical research [6,7]. Each item of the PHQ-9 corresponds to a symptom of MDD: anhedonia, depressed mood, sleep disturbances, fatigue, appetite changes, feelings of worthlessness and excessive guilt, concentration difficulties, psychomotor disturbances, and suicidal ideation. The PHQ-9 assesses symptom frequency over the previous 2 weeks. This is more in line with the criteria required for an MDD diagnosis according to the DSM-V than the Primary Care Evaluation of Mental Disorders’ 1-month assessment. Responses for the items are 0 (Not at all), 1 (Several days), 2 (More than half the days), and 3 (Nearly every day). The PHQ-9 was originally intended for use as a diagnostic algorithm and a severity-level measure. The PHQ-9 algorithm requires a minimum of 5 items to be scored as ≥2, with at least 1 of the first 2 items: (1) a loss of interest or pleasure in doing things and (2) feeling down, depressed, or hopeless endorsed as part of the 5 items. Although the algorithm structure closely matches the MDD criterion of the DSM-V, simply applying a ≥10 cutoff to the PHQ-9 severity scores has proven to be a reliable screening instrument for depression with performance equal to or better than the algorithm [3,6,7].

The PHQ-2 contains only the 2 core MDD symptom criteria, anhedonia (PHQ-9 item 1) and a depressed mood (PHQ-9 item 2 [phq2]). Its performance as a prescreening instrument for depressive symptomatology has been validated against other longer questionnaires [8]. However, in a diagnostic meta-analysis of 21 studies, the PHQ-2 has been shown to have lower accuracy in identifying MDD than initially reported [9]. The predictiveness of individual MDD symptoms has been previously compared [10]. However, symptoms are rarely evaluated when combined as pairings, and when they are, no pairing shows standout superiority [11]. As previously mentioned, the 2 items in the PHQ-2 were chosen as they are deemed the cardinal symptoms of depression, but objective evidence that these are indeed the 2 best items in a 2-item PHQ is lacking. Depressive symptomatology cases may go undetected if the cardinal symptoms are a suboptimal item pairing. Moreover, applying a cutoff to the summation of responses is a rather arbitrary approach, which is likely mainly used to date because of its simplicity. Machine learning (ML) offers a logical approach to tackle both issues. ML algorithms allow a structured, data-driven approach to item selection, thus allowing the selection of the most predictive 2 questions of the PHQ-9. ML algorithms are not limited to the restrictive summation and greater-than-or-equal-to logic used in the PHQ-2 but rather allow for the weighing of individual items as well as nonlinear transformations of the sum score. Consequently, this results in more thresholds to fine-tune instrument performance, leading to more refined classifications of depressive symptomatology.

Prior Work

To our knowledge, our previous analysis is the only one to date that has compared the performance of the PHQ-2 with alternative PHQ-9 item pairings and explored their combination with ML algorithms to predict depressive symptomatology [12]. ML algorithms have previously been combined with PHQ-9 items, but it was used to accurately predict suicidal ideation [13]. Our earlier work provided a data-driven ML analysis of all 36 possible PHQ-9 item pairings to predict depressive symptomatology [12]. Depressive symptomatology was defined as PHQ-9 scores ≥10 and was the reference standard used. This data-driven ML approach investigated the underlying relationship between symptoms and depressive symptomatology, without imposing any preconceptions on symptom importance. Random oversampling of the screen positive class (ie, PHQ-9 scores ≥10) balanced the output classes to assist ML models in accurately predicting this less-frequent class. For direct comparison, the classification performance of all pairings was compared with the PHQ-2 on the same samples. The item pairings of PHQ-9 items 2 and 4 (phq2&4), the depressed mood and low-energy symptoms, and PHQ-9 items 2 and 8 (phq2&8), the depressed mood and psychomotor retardation or agitation symptoms, achieved the highest area under the receiver
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operating characteristic (ROC) curves out of all possible PHQ-9 item pairings, including the PHQ-2 on both cross-validation (CV) and test data. This strong generalization performance achieved by the phq2&4 and phq2&8 on the out-of-sample test data indicated the potential use of these new pairings as prescreening instruments.

**Objectives**

The first objective was to re-evaluate the ML-based phq2&4 and phq2&8 on the primary data set with oversampling removed. Our previous analysis [12] used random oversampling to balance the output classes (PHQ-9<10 and PHQ-9≥10) and prevent the more frequent class from inflating performance scores, such as accuracy. However, as ROC curve analysis and area under the curve (AUC) are irrespective of class balance, there was no need to oversample; therefore, the analysis of the primary data set was rerun in this study. Next, the main objective of this work was to validate the new phq2&4 and phq2&8 pairings by investigating their generalization performance on 6 external data sets that were not used during the training of the ML models. These external data sets provided new samples with various demographics to test the pairing ability on out-of-sample data.

The length of the ultrabrief questionnaire was limited to 2 items because the performance of the PHQ-2, considered the gold standard ultrabrief version of the PHQ-9, served as the baseline. Maintaining a constant questionnaire length enabled the evaluation of alternative pairings compared with the established PHQ-2. To validate their ability as prescreening instruments, the phq2&4 and phq2&8 must generalize well and outperform the PHQ-2 on these external data sets. The fixed length also facilitated a comparison between a new ML methodology for screening and the traditional sum score psychometric approach used with the PHQ-2. Pairing performance was only evaluated for adult populations, aged ≥18 years, as an alternative questionnaire to the PHQ-9, the PHQ-Adolescents [14], exists for identifying depressive symptomatology in adolescents.

**Methods**

**Data Sources**

**Overview**

This analysis used 7 data sets (Table 1). The ML models were trained on the primary data set training split, and the best pairings were selected based on their CV performance on this split. The generalization performance of the best pairings was first estimated using a test split of the primary data set. To analyze this further, outside of this test split, 6 external data sets with various participant demographics were sourced. Four of the external data sets represented a wider Brazilian population (Pesquisa Nacional de Saúde 2013 [PNS2013], Pesquisa Nacional de Saúde 2019 [PNS2019], Amazonas, and São Paulo-Manaus). The other 2 represented different populations (Mexican Medical Students [MexMedStudents] and Jockey Club [JC] JoyAge). Two of the external data sets represented age demographics similar to the primary data set (São Paulo-Manaus and JC JoyAge). The performance on these 6 external data sets determined if the best pairings generalized well to wider adult populations and would be viable prescreening instruments with performance equal to or better than the PHQ-2.

Table 1. Overview of the characteristics of the 7 data sets presented.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Country</th>
<th>Year</th>
<th>Sample size, n</th>
<th>Age (y), mean (SD; range)</th>
<th>Sex (female), n (%)</th>
<th>PHQ-9 scores, mean (SD)</th>
<th>PHQ-9 scores ≥10, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROACTIVE</td>
<td>Brazil</td>
<td>2019</td>
<td>4025</td>
<td>68.4 (6.5; 60-100)</td>
<td>2542 (63.2)</td>
<td>6.9 (7.0)</td>
<td>1216 (30.2)</td>
</tr>
<tr>
<td>PNS2013</td>
<td>Brazil</td>
<td>2013</td>
<td>60,202</td>
<td>43.3 (16.7; 18-101)</td>
<td>34,282 (56.9)</td>
<td>2.8 (4.3)</td>
<td>5051 (8.4)</td>
</tr>
<tr>
<td>PNS2019</td>
<td>Brazil</td>
<td>2019</td>
<td>88,531</td>
<td>47.2 (17.1; 18-107)</td>
<td>46,869 (52.9)</td>
<td>3.4 (4.7)</td>
<td>9252 (10.5)</td>
</tr>
<tr>
<td>Amazonas</td>
<td>Brazil</td>
<td>2013-2014</td>
<td>1631</td>
<td>40.2 (15.4; 20-94)</td>
<td>838 (51.4)</td>
<td>5.3 (5.4)</td>
<td>313 (19.2)</td>
</tr>
<tr>
<td>São Paulo-Manaus</td>
<td>Brazil</td>
<td>2010-2011</td>
<td>1377</td>
<td>72.5 (8.5; 60-104)</td>
<td>759 (55.1)</td>
<td>3.2 (4.1)</td>
<td>117 (8.5)</td>
</tr>
<tr>
<td>Mexican Medical Students</td>
<td>Mexico</td>
<td>2014</td>
<td>772</td>
<td>20.2 (1.8; 18-31)</td>
<td>399 (51.7)</td>
<td>7.2 (4.4)</td>
<td>192 (24.9)</td>
</tr>
<tr>
<td>Jockey Club JoyAge</td>
<td>Hong Kong</td>
<td>2018-2019</td>
<td>4221</td>
<td>77.3 (8.8; 60-118)</td>
<td>3274 (77.6)</td>
<td>6.7 (4.2)</td>
<td>809 (19.2)</td>
</tr>
</tbody>
</table>

*PHQ-9: Patient Health Questionnaire—9.*

*PNS2013: Pesquisa Nacional de Saúde 2013.*


The data sets were preprocessed independently of one another. PHQ-9 item responses were either missing or within the expected 0-3 Likert scale range. Samples with >2 missing item responses were removed from the data sets. Any remaining missing responses were imputed with the respective item’s mode because of the ordinal nature of the item responses.

**Primary Data Set**

The PROACTIVE study was a cluster randomized controlled trial conducted in socioeconomically deprived areas of Guarulhos, Brazil, where a psychosocial intervention was provided to older adults that aimed to reduce depressive symptoms [15,16]. Individuals registered with primary care clinics were randomly interviewed for recruitment into the randomized controlled trial and were screened for depressive symptomatology using the PHQ-9 in a dedicated application on an Android tablet (n=4034) [17]. The primary data set used for this analysis was the PROACTIVE screening data set, which was used to train, cross-validate, and initially test all ML models for different PHQ-9 item pairings. Nine individuals did not
complete the PHQ-9 questionnaire and were excluded (n=4025). PHQ-9 scores ≥10 were used to classify an individual as having depressive symptomatology and was the principal inclusion criterion for the trial. The data set split was 69.99% (2817/4025) for training and 30.01% (1208/4025) for testing. The training set was further split into 5 folds for CV (approximately n=563 each). In a single CV iteration, 4 of these folds were used to train the ML models and the fifth fold was used for validation. All 5 CV iterations used a different validation fold and subsequently 4 different training folds, until all 5 folds were used for validation. The average performance across the 5 validation folds provided an initial out-of-sample performance estimate.

**External Data Sets**

**Brazilian National Health Survey (Pesquisa Nacional de Saúde)**

The PHQ-9 was self-administered in 2 Brazilian national health surveys: one in 2013, PNS2013 (n=222,385), and another in 2019, PNS2019 (n=293,726) [18]. Both data sets provided an evaluation of the pairing generalizability on a broader Brazilian population and outside of a primary care setting. The screening interviews for the primary data set were also conducted in 2019, removing any potential temporal effect on the generalization performance between it and this PNS2019 data set. As this analysis focused on the generalization performance of pairings in adult populations, only PHQ-9 responses from those aged ≥18 years were used (PNS2013: n=145,580 and PNS2019: n=207,845). Individuals who responded to <7 of the PHQ-9 items were excluded (PNS2013: n=60,202 and PNS2019: n=88,531).

**Amazonas**

Adults registered with primary care clinics in Coari (n=805) and Tefe (n=826), 2 cities in the State of Amazon, Brazil, completed the PHQ-9 during interviews for a cross-sectional study of depressive symptomatology prevalence, defined as PHQ-9 scores ≥10, and depression care [19]. Individuals aged ≥20 years were randomly selected from a database of eligible participants (n=1631). Interviews were held at individuals’ homes upon consenting to participation and were conducted between August 2013 and May 2014.

**São Paulo-Manaus**

This data set comprised PHQ-9 responses from older adults registered with primary care clinics and primary health care professionals (n=1380) in São Paulo (n=703) and Manaus (n=677), Brazil. The study aimed to investigate the public stigma surrounding depression in older adults. The PHQ-9 was administered via interview to assess depressive symptoms in this sample and how these affected stigmatization [20]. Older adults were defined as those aged ≥60 years, the same age demographic as the primary data set, which provided a constant factor within the generalization analysis of this data set. São Paulo city and Guarulhos are both in São Paulo state, another constant factor for a portion of this sample, and Manaus is from the Amazon state, similar to the Amazonas data set. Participants were randomly selected, stratified by age and sex. Three participants with no PHQ-9 responses were excluded (n=1377).

**Mexican Medical Students**

Medical students registered at a private Mexican university were randomly selected to self-administer a mental health survey, which contained the PHQ-9 among other questionnaires (n=1200) [21]. Of those selected, about two-thirds consented to participate; of these, 2 students aged <18 years were excluded from the analysis because it is concerned with generalization performance in adults, along with 2 adults without PHQ-9 responses (n=772).

**JC JoyAge**

Jockey Club Holistic Support Project for Elderly Mental Wellness (JC JoyAge) is a community-based mental health service for older adults in Hong Kong [22]. Adults aged ≥60 years completed the PHQ-9 to evaluate depressive symptoms during an assessment interview after referral to the project by peer supporters in the community (n=4267). A total of 46 individuals were excluded owing to missing ≥2 PHQ-9 item responses (n=4221). There was a higher proportion of mild depressive symptoms (PHQ-9 scores from 5 to 9) in this sample, potentially because of the referral aspect of the study.

**Instruments**

**PHQ-2 Instrument**

The PHQ-2 [4] is an ultrabrief questionnaire that contains the first 2 items of the PHQ-9: *little interest or pleasure in doing things* and *feeling down, depressed, or hopeless*. Responses are on the same scale as the parent PHQ-9, “Not at all” to “Nearly every day,” but the total scores range from 0 to 6. The optimal PHQ-2 score cutoff for classifying depressive symptomatology has been debated. The original study suggested a cutoff of ≥3 for optimal performance [4]. This was validated as the optimal threshold in other studies [7,8], but some studies required a lower cutoff of ≥2 to maximize sensitivity and specificity [9].

**ML-Based Pairings**

In our previous analysis, the phq2&4 and phq2&8 were found to best classify individuals into screen positive and screen negative cases of depressive symptomatology [12]. The phq2&4 contains the second and fourth items of the PHQ-9, and the phq2&8 contains the second and eighth items. As both contain 2 PHQ-9 items, their total scores also range from 0 to 6. However, these ML-based instruments do not use greater-than-or-equal-to cutoffs to classify individuals in the screen negative and screen positive groups. Instead, they use some (generally nonlinear) function applied to the inputs to calculate an output. In the case of logistic regression (LR), this output is a linear combination of the inputs, which is then nonlinearly transformed to an output domain of 0 to 1 by the sigmoid function. This output can be interpreted as a probability score for class membership of the presented input. The classification performance of the model can be adjusted by tuning the probability threshold for which a certain input is deemed to belong to 1 of the classes. As the 2 items that formed the input pairings for these models can each take on 4 values, the input space of these models consisted of $4^2=16$ different patterns. These 16 patterns in turn led to 16 different probability thresholds that could be chosen to obtain a desired model performance.
ML Analysis

The ML methodology applied to the primary data set in this study was based on the work done in our previous analysis [12]. As in the previous analysis, all 36 unique PHQ-9 item pairings were iterated. Each pairing trained an ML model for a complete performance comparison between all pairings. Random oversampling of the less-frequent screen positive class was removed from this analysis. Random oversampling is typically performed in ML analyses to balance the output classes to prevent strong performance on the more frequent class inflating the accuracy. As the accuracy of the item pairings was not the main metric evaluated in this analysis, there was no need to duplicate samples of the less-frequent class to balance the classes. Instead, ROC curve analysis and AUC, which are irrespective of class balance, investigated pairing performance for multiple thresholds. The primary data set was split into a training and a test set. A 5-fold CV was applied to the training set to obtain initial out-of-sample performance insights during the training process, without exposing the test set. Multiple ML algorithms were evaluated to optimize the classification of depressive symptomatology. The LR, decision tree, extreme gradient boosting, support vector classifier, and multilayer perceptron ML algorithms were evaluated.

All ML algorithms, except for decision trees achieved similar CV performance. To simplify the pipeline, LR models were chosen because (1) these are well-established models in both the statistics and ML domains, (2) ease of training, and (3) interpretability of model coefficients. To make classifications using an LR model, the probability of a given set of inputs (a pairing response combination) belonging to the positive class (PHQ-9≥10) is estimated. The inputs are linearly combined using the following multiple linear regression equation:

\[ z = w_1 \cdot phq_1 + w_2 \cdot phq_2 + b \quad (1), \]

where \( w_1 \) and \( w_2 \) represent the weights that multiply the 2 PHQ items \( phq_1 \) and \( phq_2 \), and \( b \) represents the bias term. Subsequently, the resulting sum of this equation \( z \) is nonlinearly transformed using the sigmoid function:

\[ \hat{y} = \frac{1}{1 + e^{-z}} \quad (2), \]

which bounds the output \( \hat{y} \) to a value between 0 and 1. This output can be interpreted as a probability score for class membership for a given set of inputs. If the output probability is above a set threshold \( \geq 0.5 \) is the default), a screen positive prediction is made.

Separate LR models were trained for each item pairing on the training data set. The optimal LR regularization hyperparameter value was selected for each model based on the CV AUC performance through Bayesian hyperparameter tuning [23]. Each LR model’s weights and bias were learned from the data during the training process. The models learn the association between the 2 item responses and PHQ-9 scores ≥10 and how to best classify individuals as screen positive or screen negative. The weights and bias were updated throughout the training process, and the CV performance was evaluated by comparing the predictions with the real outputs. The \( phq2 \& 4 \) and \( phq2 \& 8 \) multiple linear regression equations and hyperparameters are provided in Multimedia Appendix 1. By withholding a proportion of the data for validation during CV, the model generalization on unseen data can be estimated. Without performing CV, models may overfit on the training data, that is, they may learn the specifics of the training data too well and may generalize poorly on out-of-sample data.

The performance of both the ≥2 and ≥3 cutoffs was reported for the PHQ-2, as these are the most commonly reported [9]. For the ML models, the threshold was chosen from the 16 candidates to maximize the Youden index (sensitivity + specificity – 1) based on CV performance on the training split of the primary data set. The maximized Youden index is a common selection criterion for an optimal threshold, as it weights sensitivity and specificity equally [24]. Although it may not correspond to the optimal threshold in all prescreening contexts, it avoids any personal biases on the importance of sensitivity or specificity influencing the reported results.

Pairings were ranked based on their mean AUC score for the ROC across the 5 CV folds. The AUC scores measure the overall performance of a binary classifier irrespective of the chosen threshold. The predictive ability of the 2 best-performing PHQ-9 item pairings was compared with that of the PHQ-2. As the PHQ-2 does not need to be trained (ie, learn how best to classify individuals as screen negative or screen positive), its CV scores were calculated by manually assessing its performance on the same 5 CV folds on which the ML models were evaluated. The generalization performance of the best pairings and their optimal thresholds were then evaluated on the primary data set’s test set and the 6 external data sets. These external data sets were used solely for testing, meaning the pairing ML models were not retrained and so did not learn new information from these external data sets. Their purpose was solely to investigate the performance of the new pairings as depressive symptomatology prescreening instruments and to compare it with that of the PHQ-2. The thresholds were not adjusted to suit the external data, and therefore, any data-driven optimal threshold reporting bias was removed [24].

Other metrics, such as positive predictive value (PPV) and negative predictive value (NPV), were reported, but the thresholds were not optimized for these. A complete performance report for all thresholds is provided in Multimedia Appendix 2. All the data preprocessing and ML models were coded using Python 3.9 (Python Software Foundation). Pandas 1.4.4 was used for data management. The entire ML pipeline was constructed using Scikit-Learn 1.1.1. The BayesSearchCV function in Scikit-optimize 0.9.0 provided the algorithm evaluation and hyperparameter optimization. Graphs were plotted using Matplotlib 3.5.2.

Ethical Considerations

The PROACTIVE trial obtained written informed consent from participants before face-to-face interviews, and verbal consent was obtained for telephone interviews. The trial was approved by the Research Ethics Committee of the University of São Paulo Medical School (Comitê de Ética em Pesquisa Faculdade de Medicina da Universidade de São Paulo 2.836,569) and was authorized by the Guarulhos Health Secretary. The Brazilian National Health Ethics Research Committee of the Brazilian National Health Council approved both the PNS2013 and
PNS2019 surveys. All the participants signed an informed consent form. Anonymized versions of both the PNS2013 and PNS2019 surveys are publicly available for download and analysis. The University of São Paulo Medical School Ethical Committee approved the Amazonas study. The Health Secretariat of the municipalities of Coari and Tefe consented to the study, and written informed consent was obtained from the participants.

The São Paulo–Manaus study procedures were approved by the Research Ethics Committee of the Faculty of Medicine at the University of São Paulo, the Municipal Secretary of Health of São Paulo, the University of Amazonas State, and the Municipal Secretary of Health of Manaus. The participants provided written informed consent before data collection began. The MexMedStudents study complied with the ethical considerations stipulated in the Helsinki Treaties, Good Clinical Practices, and Ethics and Epidemiology: International Guidelines. The participants provided written informed consent for voluntary participation in the study and use of their data. This data set is publicly available on the web. The JC JoyAge study received ethics approval from the Human Research Ethics Committee of the University of Hong Kong (reference EA1709021). All the participants provided informed consent.

None of the data sets used in this analysis contained personally identifiable information. None of the participants received financial compensation for their participation in their respective studies.

Results

Primary Data Set

Probability Thresholds

The input feature space for the phq2&4 (Figure 1) contains each combination of depressed mood (phq2) and lack of energy (PHQ-9 item 4; phq4) responses. The Likert scale 0 to 3 response options for phq2 are on the x-axis and those for phq4 are on the y-axis. Each response combination has an estimated probability of belonging to the screening-positive class. For example, if an individual responded 0 (“Not at all”) to both phq2 and phq4 (bottom left of the input feature space), the assigned probability of that individual being screen positive is 0.015 according to the phq2&4 ML model. These probabilities represent the 16 candidate probability thresholds of the phq2&4 instrument observed on the ROC curve (Figure 2).

Similar to the psychometric measure thresholds, a greater-than-or-equal-to threshold was applied to these probabilities. The performance of the model could be adjusted by varying the applied threshold. As the sensitivity and specificity can be determined from the ROC curve (Figure 2), a threshold that most closely matches the required sensitivity and specificity performance can be chosen. As reported in the Methods section, the probability thresholds applied to the item pairings were chosen to maximize the Youden index. The ≥0.322 probability threshold maximized the Youden index for the phq2&4. An individual will be classified as screen positive by the phq2&4 ML model if the assigned probability of their item response combination is ≥0.322; otherwise, they will be classified as screen negative. The red (screen positive) and blue (screen negative) areas represent the predictions of the phq2&4 ML model with the ≥0.322 probability threshold applied (Figure 1). The white line (the decision boundary) that separates the 2 colored areas represents this probability threshold. The input feature space and probability threshold ROC curve for the phq2&8 are provided in Multimedia Appendix 3.

Figure 1. Input feature space showing all the 16 possible item response combinations for the Patient Health Questionnaire–9 items 2 and 4 (phq2&4) instrument. phq2: Patient Health Questionnaire–9 item 2, phq4: Patient Health Questionnaire–9 item 4.
CV Performance

As found in our previous analysis [12], the phq2&4 and phq2&8 were the best performing, irrespective of removing the oversampling. The phq2&4 and phq2&8 had slightly higher AUCs than the PHQ-2 on CV data (0.949, 0.947, and 0.932, respectively; Figure 3). The reported results are for the maximized CV Youden index thresholds of the phq2&4 and phq2&8 along with the most common PHQ-2 cutoffs of ≥2 and ≥3 (Table 2). The phq2&4 threshold of ≥0.322 achieved a Youden index of 0.744, the highest out of all probability thresholds for the instrument. The PHQ-2≥2 achieved the same Youden index, meaning that their overall performance levels were equivalent despite different sensitivity and specificity statistics.

Figure 2. Probability thresholds on the Patient Health Questionnaire–9 items 2 and 4 (phq2&4) machine learning receiver operating characteristic curve on the PROACTIVE training set. Each threshold represents a decision boundary in the input feature space. AUC: area under the curve.

Figure 3. Receiver operating characteristic curves for the Patient Health Questionnaire–9 items 2 and 4 (phq2&4), Patient Health Questionnaire–9 items 2 and 8 (phq2&8), and Patient Health Questionnaire–2 (PHQ-2) instruments on the PROACTIVE training set. AUC: area under the curve.
Table 2. Generalization results of Patient Health Questionnaire–2 (PHQ-2), Patient Health Questionnaire–9 items 2 and 4 (phq2&4), and Patient Health Questionnaire–9 items 2 and 8 (phq2&8) instruments on the PROACTIVE data set.

<table>
<thead>
<tr>
<th>Data set and instrument</th>
<th>Youden index</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Positive predictive value</th>
<th>Negative predictive value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROACTIVE CV&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-2≥2</td>
<td>0.744</td>
<td>0.932</td>
<td>0.812</td>
<td>0.682</td>
<td>0.965</td>
</tr>
<tr>
<td>PHQ-2≥3</td>
<td>0.725</td>
<td>0.832</td>
<td>0.893</td>
<td>0.770</td>
<td>0.925</td>
</tr>
<tr>
<td>phq2&amp;4≥0.322</td>
<td>0.744</td>
<td>0.907</td>
<td>0.837</td>
<td>0.706</td>
<td>0.954</td>
</tr>
<tr>
<td>phq2&amp;8≥0.306</td>
<td>0.769</td>
<td>0.926</td>
<td>0.843</td>
<td>0.719</td>
<td>0.963</td>
</tr>
<tr>
<td>PROACTIVE test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-2≥2</td>
<td>0.753</td>
<td>0.934</td>
<td>0.819</td>
<td>0.690</td>
<td>0.966</td>
</tr>
<tr>
<td>PHQ-2≥3</td>
<td>0.739</td>
<td>0.849</td>
<td>0.890</td>
<td>0.769</td>
<td>0.932</td>
</tr>
<tr>
<td>phq2&amp;4≥0.322</td>
<td>0.749</td>
<td>0.915</td>
<td>0.834</td>
<td>0.705</td>
<td>0.958</td>
</tr>
<tr>
<td>phq2&amp;8≥0.306</td>
<td>0.735</td>
<td>0.907</td>
<td>0.828</td>
<td>0.695</td>
<td>0.954</td>
</tr>
</tbody>
</table>

<sup>a</sup>CV: cross-validation.

The optimal threshold for the phq2&8 was ≥0.306 with a Youden index of 0.769, which was higher than the phq2&4 threshold and both PHQ-2 cutoffs. The PHQ-2≥3 cutoff had the lowest Youden index (0.725). As expected, the higher ≥3 cutoff on the PHQ-2 is less sensitive and more specific than the ≥2 cutoff. The PHQ-2≥2 cutoff had the highest PPV at 0.770, followed by phq2&8, phq2&4, the PHQ-2≥2 cutoff. The NPVs were higher than the PPVs for all instruments. At 0.965, the best NPV was from the PHQ-2≥2 cutoff, slightly better than the phq2&8, which was followed by the phq2&4 and PHQ-2≥3 cutoff with the lowest score (Table 2).

**Test Performance**

The new pairings again achieved slightly higher area under the ROC curves than the PHQ-2 on the primary data set’s test split (Figure 4). The phq2&4 yielded 0.954, the phq2&8 yielded 0.946, and the PHQ-2 yielded 0.942. The PHQ-2≥2 cutoff achieved the highest Youden index of 0.753, closely followed by the phq2&4 with 0.749. The PHQ-2≥3 cutoff scored 0.739, whereas the phq2&8 achieved the lowest with 0.735, the largest decrease in CV performance. This lower Youden index for the phq2&8 was a result of a drop in both sensitivity and specificity. Its PPV and NPV were also lower. Metric scores for the phq2&4 and both PHQ-2 cutoffs were similar to those seen in CV (Table 2).

**Figure 4.** Receiver operating characteristic curves for the Patient Health Questionnaire–9 items 2 and 4 (phq2&4), Patient Health Questionnaire–9 items 2 and 8 (phq2&8), and Patient Health Questionnaire–2 (PHQ-2) instruments on the PROACTIVE test set. AUC: area under the curve.
External Data Sets

Performance Overview

The performance of the PHQ-2, phq2&4, and phq2&8 instruments was evaluated on 6 external data sets used to test the generalization of these as prescreening instruments (Table 3). The phq2&4 had the highest AUC on 4 of the 6 data sets: PNS2013, PNS2019, Amazonas, and JC JoyAge. The phq2&8 achieved the highest AUCs on the 2 other data sets, São Paulo-Manaus and MexMedStudents, with the phq2&4 slightly lower but higher than the PHQ-2. The phq2&4 threshold had the highest Youden index on the Amazonas external data set and the joint highest on the PNS2019 external data set. The phq2&8’s threshold scored highest in terms of Youden index on the São Paulo-Manaus and MexMedStudents external data sets. The PHQ-2≥2 cutoff achieved the highest Youden index on the PNS2013 external data set and the joint highest on the PNS2019 external data set. The PHQ-2≥2 cutoff only had the highest score on the JC JoyAge data set, where the ≥2 cutoff was substantially lower. On the MexMedStudents data set, both of the PHQ-2 cutoffs had considerably lower Youden indexes than those of phq2&4 and phq2&8.

Table 3. Area under the receiver operating characteristic curve performance across all external data sets used to test the Patient Health Questionnaire–2 (PHQ-2), Patient Health Questionnaire–9 items 2 and 4 (phq2&4), and Patient Health Questionnaire–9 items 2 and 8 (phq2&8) generalization performances.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>PNS2013a, AUC</th>
<th>PNS2019b, AUC</th>
<th>Amazonas, AUC</th>
<th>São Paulo-Manaus, AUC</th>
<th>Mexican Medical Students, AUC</th>
<th>Jockey Club JoyAge, AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-2</td>
<td>0.960</td>
<td>0.961</td>
<td>0.899</td>
<td>0.941</td>
<td>0.838</td>
<td>0.869</td>
</tr>
<tr>
<td>phq2&amp;4</td>
<td>0.966</td>
<td>0.969</td>
<td>0.921</td>
<td>0.942</td>
<td>0.879</td>
<td>0.886</td>
</tr>
<tr>
<td>phq2&amp;8</td>
<td>0.946</td>
<td>0.949</td>
<td>0.912</td>
<td>0.944</td>
<td>0.884</td>
<td>0.851</td>
</tr>
</tbody>
</table>

bAUC: area under the curve.

Brazilian National Health Survey (Pesquisa Nacional de Saúde)

The ROC curves and AUC performance of each of the instruments were similar across both the PNS2013 (Figure 5) and PNS2019 data sets (Figure 6). The phq2&4 achieved the highest AUC of 0.966 on the PNS2013 data set and 0.969 on the PNS2019 data set. The phq2&8 AUC performance was lower, at 0.946 on the PNS2013 data set and 0.949 on the PNS2019 data set. The PHQ-2 scored lower than phq2&4 but higher than phq2&8, with values of 0.961 and 0.960, respectively. On the PNS2013 data set, the PHQ-2≥2 cutoff outperformed the phq2&4 threshold for Youden index, at 0.813, compared with 0.800. The phq2&8 scored 0.769, and the PHQ-2≥3 cutoff had the lowest score of 0.749. The sensitivity and specificity statistics were high across each instrument’s threshold, with none being overly sensitive or specific. For Youden indices on the PNS2019 data set, the phq2&4 and the PHQ-2≥2 cutoff achieved the same score of 0.808, indicating that they are equally optimal points on the ROC curve despite having different values of sensitivity and specificity (giving equal weight to false positives and false negatives). The phq2&8 achieved a Youden index of 0.772, and the PHQ-2≥3 cutoff scored the lowest with 0.756 (Table 4).
Figure 5. Receiver operating characteristic curves for the Patient Health Questionnaire–9 items 2 and 4 (phq2&4), Patient Health Questionnaire–9 items 2 and 8 (phq2&8), and Patient Health Questionnaire–2 (PHQ-2) instruments on the Pesquisa Nacional de Saúde 2013 data set. AUC: area under the curve.

Figure 6. Receiver operating characteristic curves for the Patient Health Questionnaire–9 items 2 and 4 (phq2&4), Patient Health Questionnaire–9 items 2 and 8 (phq2&8), and Patient Health Questionnaire–2 (PHQ-2) instruments on the Pesquisa Nacional de Saúde 2019 data set. AUC: area under the curve.
Table 4. Generalization results of Patient Health Questionnaire–2 (PHQ-2), Patient Health Questionnaire–9 items 2 and 4 (phq2&4), and Patient Health Questionnaire–9 items 2 and 8 (phq2&8) instruments on the 6 external data sets.

<table>
<thead>
<tr>
<th>Data set and instrument</th>
<th>Youden index</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Positive predictive value</th>
<th>Negative predictive value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PNS2013</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-2≥2</td>
<td>0.813</td>
<td>0.927</td>
<td>0.886</td>
<td>0.428</td>
<td>0.993</td>
</tr>
<tr>
<td>PHQ-2≥3</td>
<td>0.749</td>
<td>0.784</td>
<td>0.965</td>
<td>0.674</td>
<td>0.980</td>
</tr>
<tr>
<td>phq2&amp;4≥0.322</td>
<td>0.800</td>
<td>0.859</td>
<td>0.941</td>
<td>0.572</td>
<td>0.986</td>
</tr>
<tr>
<td>phq2&amp;8≥0.306</td>
<td>0.769</td>
<td>0.840</td>
<td>0.930</td>
<td>0.522</td>
<td>0.984</td>
</tr>
<tr>
<td><strong>PNS2019</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-2≥2</td>
<td>0.808</td>
<td>0.942</td>
<td>0.866</td>
<td>0.450</td>
<td>0.992</td>
</tr>
<tr>
<td>PHQ-2≥3</td>
<td>0.756</td>
<td>0.793</td>
<td>0.963</td>
<td>0.716</td>
<td>0.976</td>
</tr>
<tr>
<td>phq2&amp;4≥0.322</td>
<td>0.808</td>
<td>0.872</td>
<td>0.937</td>
<td>0.616</td>
<td>0.984</td>
</tr>
<tr>
<td>phq2&amp;8≥0.306</td>
<td>0.772</td>
<td>0.859</td>
<td>0.914</td>
<td>0.537</td>
<td>0.982</td>
</tr>
<tr>
<td><strong>Amazonas</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-2≥2</td>
<td>0.656</td>
<td>0.891</td>
<td>0.765</td>
<td>0.474</td>
<td>0.967</td>
</tr>
<tr>
<td>PHQ-2≥3</td>
<td>0.640</td>
<td>0.751</td>
<td>0.889</td>
<td>0.617</td>
<td>0.938</td>
</tr>
<tr>
<td>phq2&amp;4≥0.322</td>
<td>0.684</td>
<td>0.834</td>
<td>0.850</td>
<td>0.569</td>
<td>0.956</td>
</tr>
<tr>
<td>phq2&amp;8≥0.306</td>
<td>0.674</td>
<td>0.827</td>
<td>0.847</td>
<td>0.562</td>
<td>0.954</td>
</tr>
<tr>
<td><strong>São Paulo-Manaus</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-2≥2</td>
<td>0.766</td>
<td>0.906</td>
<td>0.860</td>
<td>0.375</td>
<td>0.990</td>
</tr>
<tr>
<td>PHQ-2≥3</td>
<td>0.755</td>
<td>0.821</td>
<td>0.934</td>
<td>0.536</td>
<td>0.982</td>
</tr>
<tr>
<td>phq2&amp;4≥0.322</td>
<td>0.719</td>
<td>0.829</td>
<td>0.890</td>
<td>0.411</td>
<td>0.982</td>
</tr>
<tr>
<td>phq2&amp;8≥0.306</td>
<td>0.776</td>
<td>0.889</td>
<td>0.887</td>
<td>0.423</td>
<td>0.989</td>
</tr>
<tr>
<td><strong>Mexican Medical Students</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-2≥2</td>
<td>0.463</td>
<td>0.906</td>
<td>0.557</td>
<td>0.403</td>
<td>0.947</td>
</tr>
<tr>
<td>PHQ-2≥3</td>
<td>0.492</td>
<td>0.557</td>
<td>0.935</td>
<td>0.738</td>
<td>0.865</td>
</tr>
<tr>
<td>phq2&amp;4≥0.322</td>
<td>0.623</td>
<td>0.755</td>
<td>0.868</td>
<td>0.653</td>
<td>0.915</td>
</tr>
<tr>
<td>phq2&amp;8≥0.306</td>
<td>0.649</td>
<td>0.781</td>
<td>0.868</td>
<td>0.661</td>
<td>0.923</td>
</tr>
<tr>
<td><strong>Jockey Club JoyAge</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-2≥2</td>
<td>0.452</td>
<td>0.958</td>
<td>0.494</td>
<td>0.310</td>
<td>0.980</td>
</tr>
<tr>
<td>PHQ-2≥3</td>
<td>0.595</td>
<td>0.822</td>
<td>0.773</td>
<td>0.462</td>
<td>0.948</td>
</tr>
<tr>
<td>phq2&amp;4≥0.322</td>
<td>0.590</td>
<td>0.915</td>
<td>0.675</td>
<td>0.400</td>
<td>0.971</td>
</tr>
<tr>
<td>phq2&amp;8≥0.306</td>
<td>0.535</td>
<td>0.841</td>
<td>0.695</td>
<td>0.395</td>
<td>0.948</td>
</tr>
</tbody>
</table>

*aPNS2013: Pesquisa Nacional de Saúde 2013.


**Amazonas**
The phq2&4 and phq2&8 had the highest AUCs: 0.921 and 0.912, respectively. The phq2&4 threshold scored the highest for Youden index (0.684), and the phq2&8 threshold scored 0.674. The PHQ–2 achieved the lowest AUC of 0.899, and both the ≥2 and ≥3 cutoffs’ Youden indexes were lower, at 0.656 and 0.640, respectively. Again, the sensitivity and specificity were high across the board for all the instruments. The ROC curves on the Amazonas data set (Figure 7) show superior ROC performance of the phq2&4 and phq2&8 compared with the PHQ–2, having higher AUC values and thresholds located closer to the optimal (top left) point of the graph.
**São Paulo-Manaus**

The phq2&8 was the best instrument in this sample, with an AUC of 0.944 and a Youden index of 0.776 for its threshold. The phq2&4 achieved a slightly lower AUC of 0.942, but its threshold was the poorest in this sample, with a Youden index of 0.719. This is evident when observing the phq2&4 threshold of ≥0.322, which falls below the ROC curves of the other instruments (Figure 8). The PHQ-2 AUC was marginally lower (0.941). The ≥2 cutoff outperformed the ≥3 cutoff with a Youden index of 0.766 compared with 0.755. Again, no threshold or cutoff was overly sensitive or specific in this sample (Table 4).
**Mexican Medical Students**

The performance gap between the new phq2&4 and phq2&8 instruments and the PHQ-2 was the largest in this data set. The ROC curves displayed this gap in terms of shape, AUC, and threshold and cutoff locations (Figure 9). The phq2&4 and phq2&8 instruments achieved higher AUC values of 0.879 and 0.884, respectively, compared with 0.838 for the PHQ-2. The phq2&4 $\geq 0.322$ and phq2&8 $\geq 0.322$ thresholds generalized well, with Youden indices of 0.623 and 0.649, respectively. Both PHQ-2 cutoffs performed poorly in this sample: the $\geq 2$ cutoff was highly sensitive with low specificity, and $\geq 3$ was highly specific with low sensitivity. This resulted in poor combined performance, as seen with Youden indices of 0.463 and 0.492 for the PHQ-2$\geq 2$ and PHQ-2$\geq 3$ cutoffs, respectively (Table 4). This was the first data set in which the $\geq 2$ cutoff performed worse than the $\geq 3$ cutoff.

**Figure 9.** Receiver operating characteristic curves for the Patient Health Questionnaire–9 items 2 and 4 (phq2&4), Patient Health Questionnaire–9 items 2 and 8 (phq2&8), and Patient Health Questionnaire–2 (PHQ-2) instruments on the Mexican Medical Students data set. AUC: area under the curve.

**JC JoyAge**

The phq2&4 achieved the highest AUC in this sample (0.886). The performance of the phq2&8 dropped with an AUC of 0.851, whereas the PHQ-2 achieved 0.869 (Figure 10). The PHQ-2$\geq 3$ cutoff had the highest Youden index (0.595), again outperforming the $\geq 2$ cutoff. The PHQ-2$\geq 2$ cutoff performance was highly sensitive but poorly specific, resulting in a low Youden index of 0.452. The phq2&4 and phq2&8 thresholds scored 0.590 and 0.535, respectively, for Youden index (Table 4).
**Discussion**

**Principal Findings**

To avoid selective outcome reporting in threshold results, the optimal thresholds of the phq2&4 and phq2&8 instruments were based on the highest CV Youden index during the model training process. Only the optimal thresholds of the phq2&4 and phq2&8 instruments, ≥0.322 and ≥0.306, respectively, were reported, but both the common PHQ-2 cutoffs, ≥2 and ≥3, were reported. All cutoffs and threshold performance scores for the PHQ-2 psychometric measure method and phq2&4 and phq2&8 ML method are provided in Multimedia Appendix 2.

The phq2&4 instrument generalized best, having the highest AUC on the PROACTIVE test set and in 4 of the 6 external data sets (range 0.879-0.969). It achieved a higher AUC than the PHQ-2 on all data sets and was only outperformed by the phq2&8 on 2 of the external data sets. The phq2&4 threshold had the highest Youden index on the Amazonas data set and was joint highest on the PNS2019 data set with the PHQ-2. However, it was the most reliable across all sets, with the narrowest Youden index range (range 0.590-0.908). The phq2&4’s performance waned more compared with the other instruments on the São Paulo-Manaus data set and was jointly highest on the PNS2019 data set with the PHQ-2.

Despite this, the phq2&4 AUC was marginally higher than that of the PHQ-2. The phq2&8 threshold performed best with the other instruments on the São Paulo-Manaus and MexMedStudents external data sets. Its AUC was lower than that of the PHQ-2 on the PNS2013, PNS2019, and JC JoyAge external data sets. However, overall, the phq2&8 threshold performed less on both AUC (range 0.851-0.949) and Youden index (range 0.535-0.776).

The PHQ-2 did not achieve the highest AUC in any of the data sets evaluated. Its performance also fluctuated more than the phq2&4 and phq2&8 on the external data sets (range 0.838-0.961). The PHQ-2’s worst performance was on the MexMedStudents data set with a substantially lower AUC than the phq2&4 and phq2&8. Here, both the ≥2 and ≥3 cutoffs of the PHQ-2 also had considerably lower Youden indices than the phq2&4 and phq2&8. Both PHQ-2 cutoffs showed variable performance across the various external data sets. Their performance levels fluctuated more than the phq2&4 and phq2&8 thresholds seen with the broader range of Youden indexes from the ≥2 (range 0.452-0.813) and ≥3 (range 0.492-0.755) cutoffs.

The PHQ-2≥2 cutoff achieved the highest Youden index on 1 of the external data sets presented, PNS2013, and achieved the joint highest on PNS2019. Interestingly, the PHQ-2≥3 achieved the highest Youden index on the JC JoyAge data set, whereas the ≥2 cutoff scored substantially lower in this sample. The ≥3 cutoff also had a higher Youden index on the MexMedStudents data set.

Arrieta et al [25] also found that ≥3 was the optimal cutoff in a Mexican cohort when using PHQ-9 scores ≥10 as the reference standard. This highlights the uncertainty around the optimal cutoff, which may be specific to certain populations and may be unknown before administering it as a prescreening instrument. The higher NPV than PPV seen from all instruments supports the view that ultrabrief questionnaires are better suited as “rule-out” instruments, where a prescreen negative strongly suggests the absence of depressive symptoms [9]. Nonetheless, the findings may differ depending on the probability threshold or the cutoff applied.

The weakest performance for all 3 instruments was observed on the MexMedStudents and JC JoyAge data sets, which were the only non-Brazilian data sets used in this analysis. The JC JoyAge data set represented a different cultural context in Hong Kong but had a similar age demographic to the Brazilian primary
data set, PROACTIVE. Conversely, the MexMedStudents data set consisted of younger and more educated individuals from Mexico. The comparatively lower performance of the phq2&4 and phq2&8 on these 2 non-Brazilian data sets, in contrast to the other Brazilian data sets, may be attributed to the fact that these pairings were identified within the Brazilian PROACTIVE data set. Despite the phq2&4’s AUC being lower on these 2 data sets compared with the other 4 external data sets, it still outperformed the PHQ-2 on both data sets. Meanwhile, the phq2&8 performed better than the PHQ-2 on the MexMedStudents data set but worse on the JC JoyAge data set. The PHQ-2 was developed in a Western population, which may explain its lower AUC performance on these data sets collected in different populations. Nevertheless, these results highlight the PHQ-2’s limited effectiveness in prescreening for depressive symptoms in the various cultures and demographics analyzed in this study.

The superior AUC performance of the phq2&4, albeit only slightly in some data sets, suggests that the low-energy item merit inclusion in ultrabrief questionnaires for the prescreening of depressive symptomatology. In terms of AUC, the phq2&8 did not generalize as well. However, its threshold achieved the highest Youden index on multiple data sets. This suggests that the psychomotor disturbances item also merits consideration for inclusion in prescreening instruments. Symptoms of fatigue and psychomotor dysfunction may have been overlooked despite evidence suggesting their increased importance in the diagnosis of MDD [26].

Limitations
A limitation of this study was the use of PHQ-9 scores of ≥10 as the reference standard and not a clinical diagnosis from an interview such as the Composite International Diagnostic Interview, Mini-International Neuropsychiatric Interview, or Structured Clinical Interview for DSM-V. Ultrabrief questionnaires for depressive symptoms are intended for use as part of a 2-stage screening process and should be followed by a more in-depth measure, such as the PHQ-9, following a prescreen positive result [4]. Therefore, it could be argued that the primary role of a depressive symptomatology prescreening instrument is to optimally identify individuals who will score ≥10 on the full PHQ-9, a common entry requirement for depression clinical trials, and not to directly predict depression. Nevertheless, before either the phq2&4 or phq2&8 are administered as prescreening instruments, their performance must be evaluated with an MDD clinical diagnosis used as the reference standard. Alternative optimal ultrabrief questionnaires may emerge when performance is evaluated against a clinical diagnosis.

Potential result biases could arise from the fact that 4 out of the 6 external data sets used in this study were from Brazil, the same country as the primary data set from which the optimal pairings were selected. However, it is important to note that these external data sets encompassed diverse populations within Brazil, including different states and age groups. The remaining 2 external data sets were collected in Mexico and Hong Kong, with the former consisting of younger medical school students and the latter consisting of individuals with an age profile similar to the PROACTIVE data set. The selection of the phq2&4 and phq2&8 was solely based on their performance on the primary data set. Their performance on 6 external data sets, without any model retraining, did not influence their selection as the best pairings. This minimized the instrument selection biases and enhanced the validity of the findings.

In a similar vein, another limitation of the study was that the data sets used were all from non-Western populations. This could also be considered a strength, as Western populations have been overrepresented in previous studies and meta-analyses [27]. Therefore, our findings increase the availability of studies from alternative populations. Further exploration of pairing performance in data sets from different cultures and where the PHQ-9 was administered in languages and dialects other than those evaluated here is required to validate the reliability of the newly found optimal pairings. It also remains essential to assess the generalizability of the newly found pairing in Western populations to evaluate pairing performance in the demographic in which the PHQ-2 was established. To examine reproducibility rather than generalizability, new ML models would need to be trained on each data set evaluated. This may lead to different pairing results, with unique optimal pairings found for each sample. This would suggest each population might require their own depressive symptomatology classification instrument, and a global optimal ultrabrief questionnaire may not exist. However, this approach can lead to overfitting when the instruments are too specialized and only suitable for the particular sample in which it was found.

The strong generalization performance of the phq2&4 and phq2&8 compared with the PHQ-2 on the 6 external data sets, despite being trained on 1 data set, indicated that they are more suitable as global ultrabrief questionnaires. Before administering either the phq2&4 or phq2&8 as prescreening instruments, further investigation is required into the impact item order has on the PHQ-9 and depressive symptomatology screening outcomes. The effect item order has on how a respondent endorses an item, on the neighboring items, and on the PHQ-9 sum scores is unknown. The use of either of these newly proposed prescreening instruments could affect item responses, and the outcome of the full PHQ-9, given items would be skipped. Future research involving a split test (A/B test) with different PHQ-9 item orders or with the PHQ-2 versus the phq2&4 for prescreening would help narrow this knowledge gap.

Conclusions
A re-examination of the cardinal symptoms of depression has been suggested to maintain the high standards required for good clinical practice [26]. Depressive symptoms are rarely evaluated when combined as pairings, and when they are, performance levels are so similar that the selection of the best symptom pairing is considered somewhat arbitrary [11]. The objective of this study was to use a data-driven ML approach to identify and validate the most predictive 2-item depressive symptomatology ultrabrief questionnaire from the 9 items that comprise the PHQ-9. ML algorithms have been previously used to develop brief versions of parent questionnaires by identifying the most significant predictors [28].
In this analysis, the PHQ-2 has not demonstrated its superiority as a prescreening instrument when compared with other item pairings within the PHQ-9 item set. Comparing the performance of all 36 pairings gave an equal opportunity to each pairing and avoided any selection bias of the best 2-item ultrabrief questionnaire. Solely looking at individual performance when constructing ultrabrief questionnaires for depressive symptoms may lead to suboptimal performance as context on how items interrelate could be overlooked. Compared with the alternatives, the anhedonia item underperformed when paired with the depressed mood item. This suggests that it may be an arbitrary choice as a partner for the depressed mood item in prescreening instruments. Anhedonia, which involves a lack of pleasure rather than overt sadness, has been associated with higher levels of depression severity [29]. The inclusion of an anhedonia item in ultrabrief screening questionnaires, instead of potentially superior alternatives, may result in failure to identify individuals with moderate levels of depression severity.

The idea that cognitive symptoms play a more significant role in the diagnosis of depression is primarily a concept of the 20th-century Western world and may not hold true in other cultures to the same extent [29]. Instead, pairing the depressed mood item with the low-energy item (phq2&4) or the psychomotor agitation or retardation item (phq2&8) achieved higher AUC statistics on the primary data set. The phq2&4 and phq2&8 pairings include 1 cognitive symptom in depressed mood, 1 of the so-called cardinal symptoms of depression, alongside a neurovegetative symptom in low energy or psychomotor changes. This combination may be more beneficial in detecting the broad range of symptom profiles instead of asking 2 cognitive symptoms.

To further delve into these new pairings, their performance was investigated on 6 external data sets from 6 separate studies and with different participant demographics. These external data sets were used purely as test sets, meaning the ML models were not retrained and so did not learn any new information on how to best classify screen positive and screen negative samples in these data sets. Therefore, this analysis tested the generalizability of the phq2&4 and phq2&8 rather than their reproducibility across multiple data sets. Prevalence was not controlled for in this analysis, which enabled a more complete evaluation of the phq2&4 and phq2&8 generalization performance. This determined whether these new pairings and their respective ML models trained on an older adult, socioeconomically deprived Brazilian population generalized well and could be used as depressive symptomatology prescreening instruments for clinical trial recruitment in different demographics in place of the PHQ-2.

Combining item pairings with ML models allowed for a more flexible approach to the classification of depressive symptomatology. The summation and greater-than-or-equal-to logic of psychometric measures such as the PHQ-2 place equal weighting on each item. This approach has been questioned both theoretically and empirically [30]. ML models are not limited to this summation and greater-than-or-equal-to logic. This is possible because the LR coefficients allow for different weighting of items depending on their learned importance in the classification of depressive symptomatology. Hence, ML models have more thresholds to choose from (16 compared with 7 of the PHQ-2) to fine-tune performance until a desirable classification threshold is achieved.

Previously, the use of LR in conjunction with a screening questionnaire was considered too complex, as the presence of depressive symptomatology could not be identified quickly or by hand owing to the different weighting of the items [31]. However, given the drastic improvement in technology and the increased use of technical devices to collect data in clinical trials [17], the use of LR for screening is more viable nowadays. ML models can be deployed within screening applications where interviewers input patient responses and receive predictions on the presence of depressive symptomatology (prescreen positive or negative).

During this analysis, it was assumed that the optimal thresholds of the phq2&4 and phq2&8 should be determined using the maximum Youden indices. This may not be a suitable threshold for all prescreening contexts, especially in applications where instruments may be required to be more sensitive or more specific [32]. However, as the most suitable threshold is situational, both sensitivity and specificity were weighted equally using the Youden index. The optimal pairings were ranked on AUC, which measures the performance across all thresholds of an instrument, rather than the performance of the optimal threshold. A higher AUC indicates a minimal performance impact when adjusting the instrument’s threshold. Having a greater number of thresholds to tune classification performance is another advantage that combining the PHQ-9 item pairings with ML models has over the summation and greater-than-or-equal-to logic of the psychometric approach.

An instrument’s threshold or cutoff must be selected before its use. With the PHQ-2’s most common cutoffs showing fluctuating performance, its use as a prescreening instrument could result in a larger number of misclassifications if a suboptimal threshold was chosen. The consistency of the findings for the phq2&4 and phq2&8 across multiple external data sets suggests that the strong performance seen is not by chance. These new symptom pairings warrant further investigation into how well they perform as prescreening instruments for depressive symptomatology in various populations.
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Abstract

Background: Mobile interventions promise to fill in gaps in care with their broad reach and flexible delivery.
Objective: Our goal was to investigate delivery of a mobile version of acceptance and commitment therapy (ACT) for individuals with bipolar disorder (BP).
Methods: Individuals with BP (n=30) participated in a 6-week microrandomized trial. Twice daily, participants logged symptoms in the app and were repeatedly randomized (or not) to receive an ACT intervention. Self-reported behavior and mood were measured as the energy devoted to moving toward valued domains or away from difficult emotions and with depressive d and manic m scores from the digital survey of mood in BP survey (digiBP).
Results: Participants completed an average of 66% of in-app assessments. Interventions did not significantly impact the average toward energy or away energy but did significantly increase the average manic score m (P=.008) and depressive score d (P=.02). This was driven by increased fidgeting and irritability and interventions focused on increasing awareness of internal experiences.
Conclusions: The findings of the study do not support a larger study on the mobile ACT in BP but have significant implications for future studies seeking mobile therapy for individuals with BP.
Trial Registration: ClinicalTrials.gov NCT04098497; https://clinicaltrials.gov/ct2/show/NCT04098497

(JMIR Ment Health 2023;10:e43164) doi:10.2196/43164
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Introduction

Only 43% of Americans with a mental illness received treatment in 2017, and even fewer among non-Hispanic Black (31%) and Hispanic (33%) individuals [1]. These numbers are partly explained by limited access to therapy, an issue worse for minority groups [2]. Limited access arises due to cost [3], distance [4], and waiting times [5]. Mobile versions of therapy are a promising solution, as they can deliver care at low costs to most people on a schedule that works for them and when they need it the most. In this study, we investigate a mobile version of acceptance and commitment therapy (ACT) for individuals with bipolar disorder (BP).
A mobile version of ACT has many benefits. First, ACT was intended to be effective in general, rather than for specific diagnoses. Its success is attributed to improving a cognitive-behavioral process known as psychological flexibility, which is the ability to pursue things that matter independent of negative thoughts and emotions. To emphasize, the goal is not to get rid of unwanted thoughts and emotions, but rather pursue one’s values despite them. Psychological flexibility is theorized to require awareness of emotions, thoughts, and behaviors; openness to negative thoughts and emotions; and engagement with values. Second, ACT is effective in low-dose settings. For example, an online-guided ACT improved depressive symptoms in college students [6], and a mobile ACT improved psychological flexibility [7], suggesting improvements can be achieved with mobile technology [8-11]. Third, ACT teaches specific skills, such as mindfulness, that can be used outside a clinic. Thus, a mobile version of ACT could potentially fill gaps in care for people who would benefit from increased psychological flexibility.

Establishing mobile ACT requires confronting several issues. It is unclear when mobile ACT could improve a person’s mood and behavior. One could argue that mobile ACT is more effective when a person is struggling with unwanted negative thoughts and emotions, as this is when psychological flexibility is most warranted. However, mobile ACT may be less effective at these times, given that psychological flexibility is difficult to enact at any moment, let alone when a person is struggling. It is also unclear who would benefit the most from mobile ACT. Here again, one could make opposing arguments: mobile ACT is more effective for a person severely impaired by negative thoughts and mood, given that psychological flexibility is likely more important for these individuals, or less effective, given that psychological flexibility is difficult to achieve especially for those impaired. Finally, it is unclear which of the 3 subprocesses (ie, awareness, openness, and engagement) would be more effective target. It is important to clarify who should be delivered which ACT intervention and when.

A microrandomized trial (MRT) is a special type of randomized control trial (RCT) for learning to personalize delivery of mobile interventions according to momentary information [12,13]. In a traditional RCT, individuals are randomized once to an intervention condition. Researchers then evaluate the intervention effect on long-term outcomes. An MRT, by contrast, repeatedly randomizes individuals to intervention conditions. Researchers then evaluate the intervention effect on short-term outcomes. Moreover, because interventions are delivered in diverse settings, researchers can also learn how the intervention effect changes according to momentary information.

We conducted 6-week pilot MRTs in 2 populations susceptible to different levels of impairment: individuals with BP and distressed first-generation college students [14]. This paper focuses on the BP group. The overarching goal is to establish mobile ACT as an effective and personalized option for individuals with BP. Primary goals of the present study were safety and feasibility. Secondary goals were effectiveness and personalization. For safety, we examined changes in depressive and manic symptoms over the study. For feasibility, we investigated how often people logged symptoms in the app. For effectiveness and personalization, we examined if delivery of ACT interventions had a short-term effect on mood and behavior and whether this effect changed depending on the person, current mood, and the type of intervention. Results have significant implications for future studies seeking to deliver and personalize mobile therapy for individuals with BP.

**Methods**

**Overview**

Protocols for this study and the parallel study on distressed first-generation college students were previously published [14]. Briefly, individuals with BP (n=30) participated in a 6-week MRT. Participants were randomized to either receive an ACT intervention or not up to twice each day.

**Ethics Approval**

This study was approved by the Institutional Review Boards at the University of Michigan (HUM126732) and the University of Wisconsin (2017-1322) and is registered at clinicaltrials.gov (NCT04098497). The authors assert that all procedures contributing to this work comply with the ethical standards of the relevant national and institutional committees on human experimentation and with the Helsinki Declaration of 1975, as revised in 2008.

**Participants**

Individuals with BP were recruited from the Prechter Longitudinal Study of Bipolar Disorder by a research technician [15]. Inclusion criteria were a diagnosis of bipolar disorder (type I, II, not otherwise specified), agreement to be contacted for future research, and access to a smartphone. Each participant received their diagnosis based on the Diagnostic Interview for Genetic Studies [16]. Participants gave their consent over the phone and the consent document was electronically signed. Details on how a target sample size of 30 was determined are found in the published protocol [14].

**Study Components**

**Setup**

Participants were mailed an activity tracker (Fitbit Alta HR) and were asked to download a mobile app called Lorevimo (Log, Review, and Visualize your Mood). Lorevimo was designed by the team and is available at Apple App and Google Play stores. Upon first opening the app, participants set typical wake up and bed times, defining windows for logging symptoms. A morning window was defined as 2-7 hours after the typical wake time. An evening window was defined as 3 hours before and 2 hours after the typical bedtime. Next, they watched a 20-minute video that introduces the ACT Matrix, depicting ACT concepts in four quadrants: identifying and sorting values, internal experiences, avoidance behaviors, and values-based behaviors [17].

**Initial and Exit Phone Interview**

At start and end of the study, mood and health were assessed over the phone by a trained interviewer. Assessments included the Young Mania Rating Scale (YMRS) [18], the Structured Interview Guide for the Hamilton Depression Rating Scale.
(HRSD) [19], and the 36-Item Short Form Survey [20]. Although self-administration may be more common for the 36-Item Short Form Survey, telephone administration is also considered a valid mode of delivery [21-24].

Activity Tracking
Participants wore the Fitbit except during a shower or when charging the Fitbit. The Fitbit tracked sleep, activity, and heart rate.

In-App Assessment
Participants logged mood and behavior in the app in the morning and evening. Push notifications were sent as reminders at 2-hour intervals. Mood was self-reported using the 6-item digital survey for mood in bipolar disorder (digiPB) [25,26]. This survey has 3 items (depressed mood, fatigue, and fidgeting) measuring depressive symptoms, 2 items (increased energy and rapid speech) measuring manic symptoms, and 1 item (irritability) measuring both types of symptoms. Each item is rated on a 0-3 ordinal scale. Two scores, d and m, are computed to measure the severity of depressive and manic symptoms. Participants also answered a 4-item ACT activity survey about current behavior, which are as follows: (1) “In a few words, what behavior are you engaged in right now?” (2) “Does this behavior move you toward who or what matters or away from internal experiences?” (3) “Since lunchtime or waking up, how much energy was consumed by trying to get rid of unwanted feelings, thoughts, and other internal experiences?” and (4) “Since around lunchtime [lunchtime or waking up], how much energy was consumed by pursuing your values?” The first question was open-ended, the second was binary, and the third and fourth questions were rated on a 0 to 6 ordinal scale.

Intervention Delivery
Participants were repeatedly randomized to receive an intervention or not. Participants were available for randomization every time they completed an in-app assessment. Each time a participant was randomized, they had 50-50 chance of receiving an intervention. Over the study, a participant could complete up to 84 in-app assessments (=2 per day × 42 days), which means a participant could have been randomized up to 84 different times. When a participant was randomized to not receive an intervention, they were navigated back to the home page. When they were randomized to receive an intervention, the participant was navigated to an intervention prompt. The intervention was selected at random from one of the 84 prompts so that each prompt was equal regardless of whether the prompt had previously been delivered or not.

A total of 84 intervention prompts were designed by the team to build ACT skills, organized into 3 ACT concepts (openness, awareness, and engagement) with 28 questions per concept. Openness questions encouraged participants to accept internal experiences rather than engage in avoidance to suppress such experiences. Awareness questions encouraged participants to pay attention to internal experiences and external context and to be present in the moment. Engagement questions encouraged participants to consider their values and the people, things, and qualities that are important to them. These questions also encouraged participants to examine alignment between values and current behavior.

Outcomes
Primary (Feasibility and Safety)
Feasibility was evaluated based on completion of in-app assessments. Safety was evaluated based on changes in YMRS and HRSD scores from baseline to exit, providing low-level evidence (ie, not causal evidence) that the study impacted mood symptoms.

Secondary and Exploratory (Effectiveness)
Effectiveness was evaluated based on the effect of intervention delivery on toward and away energy, as measured by the ACT activity survey. We also evaluated intervention effects on the m and d from the digiBP survey. We also explored intervention effects on individual symptoms and moderation by intervention type, age, sex, diagnosis, and current depressive and manic symptoms prior to randomization.

Statistical Analysis
For feasibility, we used a 1-sample z-test to assess whether participants responded to over half of the assessments per day for over 60% of the days of the intervention period on average. For safety, we used a 1-sample z-test to assess whether a mean change in YMRS or HRSD scores was significantly different from zero and a sign test was used to assess whether an equal proportion of individuals saw an increase in YMRS scores as a decrease from baseline to study exit and similarly for HRSD scores.

For effectiveness, we used a weighted and centered least squares method [27,28] to estimate the average effect of delivering an intervention on primary outcomes (toward and away energy) and secondary outcomes (d and m scores) as a function of time in the study conditional on the participant being available for randomization. A linear working model was used to estimate these effects. A similar approach was used to estimate moderation of intervention effects except for making requisite changes to the linear working model. The study was not powered for moderation analyses; any subsequent findings may be spurious and are, therefore, reported in Multimedia Appendix 1A. Robust SEs were calculated using a sandwich estimator [29].

The only source of missingness was if a participant did not complete an in-app assessment at their next assessment window after being randomized. As specified in our protocol [14], additional variables were controlled for that predicted missingness if more than 10% of the data was missing. Potential variables included age, sex, diagnosis, time of day, day in the study, count of prior interventions delivered, count of prior completed in-app assessments, count of prior missing data points, toward energy reported immediately before randomization, and away energy reported immediately before randomization. Linear models were built for the logit function of expected missingness as a function of these potential variables. The best model was selected according to quasi information criterion [30]. Variables in the best model were then controlled for when estimating intervention effects.
For analyses, hypothesis tests were 2-tailed, and the significance threshold was $P<.05$.

**Results**

**Participant Flow**

Thirty individuals with BP were enrolled between September 2019 and September 2020 (see Multimedia Appendix 1B for the Consolidated Standards Of Reporting Trials diagram). The study ended in October 2020 because enrollment goals were met and data collection was completed. All participants completed the first interview. One participant missed the exit interview and was not included when analyzing safety outcomes. One participant never set up the study app, and 3 participants never linked their Fitbit to the study. Four participants never logged their symptoms and were never randomized to receive an intervention. These 4 participants were not included when analyzing effectiveness outcomes. Six participants never used Fitbit. All participants were included when analyzing feasibility outcomes.

**Sample Characteristics**

Table 1 summarizes sample characteristics. They had an average (SD) age of 42.70 (11.11) years and were 60% female. The majority were White (83%), non-Hispanic (93%), and diagnosed with bipolar I disorder (80%).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>42.70 (11.11)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>18 (60)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>25 (83)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
</tr>
<tr>
<td>American Indian or Alaskan Native</td>
<td>1 (3)</td>
</tr>
<tr>
<td>More than 1</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Diagnosis, n (%)</td>
<td></td>
</tr>
<tr>
<td>Bipolar I disorder</td>
<td>24 (80)</td>
</tr>
<tr>
<td>Bipolar II disorder</td>
<td>6 (20)</td>
</tr>
<tr>
<td>Bipolar disorder not otherwise specified</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Baseline HRSD$^a$ score, mean (SD)</td>
<td>6.20 (5.78)</td>
</tr>
<tr>
<td>Baseline YMRS$^b$ score, mean (SD)</td>
<td>1.83 (3.29)</td>
</tr>
</tbody>
</table>

$^a$HRSD: Hamilton Rating Scale for Depression.  
$^b$YMRS: Young Mania Rating Scale.

**Safety Outcomes**

Figure 1 illustrates the change from baseline to study exit in HRSD and YMRS scores for the 29 participants who completed baseline and exit interviews. Depressive severity increased slightly with an average increase in HRSD score of 2.1 points ($t_{28}=1.75$, $P=.09$) and with 15 participants seeing an increase in HRSD scores compared to 9 participants seeing a decrease (mean decrease 63%, $z=1.22$, $P=.22$). Five participants saw no change in HRSD scores. Manic severity decreased slightly with an average decrease in YMRS score of 1.2 points ($t_{28}=1.74$, $P=.09$) and with 4 participants seeing an increase in YMRS scores compared to 9 participants seeing a decrease (mean decrease 31%, $z=-1.39$, $P=.17$). Sixteen participants saw no change in YMRS scores.

Given that participation was associated with a slight increase in depressive symptoms, we investigated whether ACT interventions contributed to these changes. Among participants who were randomized at least once, the average HRSD score still increased over the study, but only by 1.2 points ($t_{24}=1.15$, $P=.26$) rather than 2.1 points. Average YMRS score decreased by the same 1.2 points ($t_{24}=1.52$, $P=.14$) as in the full sample.
Figure 1. Box plot of change in manic and depressive severity over course of 6-week study, as measured by the HRSD and the YMRS. Extreme values, marked with a dot, are any data points less than the 25th percentile minus 1.5 times the interquartile range or greater than the 75th percentile plus 1.5 times the interquartile range. HRSD: Hamilton Rating Scale for Depression; YMRS: Young Mania Rating Scale.

Feasibility

Our second analysis investigated whether participants were available for randomization, that is, whether a participant logged their symptoms in the app at one of the 84 times points. Participants were available for randomization for an average of 66% of the time points. Excluding the 4 participants who never logged symptoms, availability increased to an average of 76% of the time points. In addition, participants were available at least once a day for an average of 74% of the days, which was significantly larger than our prespecified target of 60% ($t_{29}=2.15$, $P=.04$). Again excluding participants who never logged symptoms, participants were available at least once a day for an average of 85% of the days.

Effectiveness

Our final analysis explored whether ACT interventions had a short-term impact on mood and behavior. Primary outcomes were missing for 12% of the times that a participant was randomized. Because this amount was larger than a prespecified cutoff of 10%, all models in this section controlled for the following covariates predicting missingness: time of day, count of prior missing values, count of prior logs, and self-reported toward behavior immediately prior to randomization (see Multimedia Appendix 1C for details on model selection and final models).

Adjusting for these covariates, we found that ACT interventions did not have a significant impact on toward behavior ($\beta=-.006; z=-0.11; P=.91$) or away behavior ($\beta=.093; z=1.65; P=.10$). ACT interventions did, however, significantly increase average depressive score $d$ ($\beta=.57; z=2.39; P=.02$) and manic score $m$ ($\beta=.19; z=2.67; P=.008$). The day in the study, ranging from day 1 through day 42, did not significantly moderate the effect of the intervention on any of the 4 outcomes.

Given that the ACT interventions worsened mood, we explored the symptoms that might be more greatly impaired and interventions that might be more impairing. Table 2 reports the average effects for all 6 symptoms from the digiBP survey. Symptoms that were significantly impacted by the interventions were fidgeting ($\beta=.130; z=2.61; P=.009$) and irritability ($\beta=.129; z=3.34; P=.001$).

We looked at the type of intervention in 2 ways: the 3 ACT processes (ie, openness, engagement, and awareness) or the 4 quadrants in the ACT matrix (ie, toward behavior, away behavior, internal experiences, and who/what matters). Table 3 reports average effects by intervention type. In the former method, awareness interventions led to a significant increase in average depressive score $d$ ($\beta=.65; z=2.04; P=.04$) and manic score $m$ ($\beta=.31; z=3.04; P=.002$). Openness or engagement intervention did not lead to a significant increase in any score. In the latter method, interventions focused on who or what matters significantly increased average depressive score $d$ ($\beta=0.86; z=2.54; P=.01$), whereas interventions focused on away behaviors significantly increased average manic score $m$ ($\beta=.92; z=2.09; P=.04$).
### Table 2. Average effects of acceptance and commitment therapy interventions on individual symptoms.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>β</th>
<th>95% CI</th>
<th>z score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressed mood</td>
<td>.056</td>
<td>(−.012 to .123)</td>
<td>1.62</td>
<td>.11</td>
</tr>
<tr>
<td>Fatigue</td>
<td>.026</td>
<td>(−.081 to .132)</td>
<td>0.47</td>
<td>.13</td>
</tr>
<tr>
<td>Fidgeting</td>
<td>.130</td>
<td>(.033 to .227)</td>
<td>2.61</td>
<td>.009</td>
</tr>
<tr>
<td>Increased energy</td>
<td>.004</td>
<td>(−.050 to .058)</td>
<td>0.13</td>
<td>.89</td>
</tr>
<tr>
<td>Rapid speech</td>
<td>.030</td>
<td>(−.010 to .070)</td>
<td>1.47</td>
<td>.14</td>
</tr>
<tr>
<td>Irritability</td>
<td>.129</td>
<td>(.053 to .204)</td>
<td>3.34</td>
<td>.001</td>
</tr>
</tbody>
</table>

### Table 3. Average effects of interventions on secondary outcomes by intervention type.

<table>
<thead>
<tr>
<th>Type</th>
<th>Depressive score d</th>
<th>Manic score m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>95% CI</td>
</tr>
<tr>
<td>Engagement</td>
<td>.58</td>
<td>(−.05 to 1.28)</td>
</tr>
<tr>
<td>Awareness</td>
<td>.65</td>
<td>(.025 to 1.28)</td>
</tr>
<tr>
<td>Openness</td>
<td>.45</td>
<td>(−.26 to 1.16)</td>
</tr>
<tr>
<td>Toward behaviors</td>
<td>.32</td>
<td>(−.31 to .96)</td>
</tr>
<tr>
<td>Away behaviors</td>
<td>.83</td>
<td>(−.63 to 2.29)</td>
</tr>
<tr>
<td>Internal experiences</td>
<td>.48</td>
<td>(−.19 to 1.15)</td>
</tr>
<tr>
<td>Who/what matters</td>
<td>.86</td>
<td>(.19 to 1.52)</td>
</tr>
</tbody>
</table>

### Discussion

We presented results from a pilot MRT on delivering mobile ACT interventions to individuals with BP (n=30). This MRT was one of the two parallel studies, with the other focusing on distressed first-generation college students. The goal was to collect evidence to make a go or no-go decision about pursuing a larger study on effectiveness and personalization of mobile ACT in BP. For reasons described below, we concluded such a study is not warranted. Despite this negative conclusion, we discuss several important findings that inform future mobile studies in BP.

A main concern with mobile interventions is whether users sufficiently use the app to have a measurable effect. Thus, we wanted to know if participants met our benchmark for logging symptoms regularly and subsequently being available to receive interventions. The key number here is that participants were available for randomization at an average of 66% of twice-daily time points, because this number determines suitable sample sizes for MRTs [12,31]. Note that participants were not renumerated for interacting with the app. In fact, 66% number includes 4 participants who never logged symptoms. Participants were reminded by push notifications to log symptoms, which is likely to be crucial for achieving high utilization of the app.

Although limited use of the app does not appear to be a limiting factor, safety and effectiveness does appear to be a factor. The first hint that the mobile ACT may have a detrimental effect arose when analyzing safety outcomes. There was a slight 2-point increase in depressive symptoms as measured by the HRSD. Although this increase was nonsignificant, the small sample limits our ability to detect significant changes. On a positive note, there was only a 1-point increase in the HRSD when excluding patients who never were randomized and even a slight 1-point decrease in manic symptoms as measured by the YMRS. Of course, we did not randomize individuals to participate in this study vs not, so we cannot conclude that these changes were due to study participation.

When we look at effectiveness, the picture becomes clearer. Delivering an ACT intervention led to a significant increase in depressive and manic symptoms at the next time period. That is, if a person was delivered an intervention in the morning, they were expected to report higher mood symptoms in the evening than a person who was not delivered an intervention. Similarly, if a person was delivered an intervention in the evening, they were expected to report higher mood symptoms in the morning on the next day than a person who was not delivered an intervention. We looked more closely to determine which symptoms might be more greatly affected. Irritability and fidgeting were greatly affected compared to fatigue, depressed mood, increased energy, or rapid speech. Thus, symptoms induced by ACT interventions were more akin to dysphoric or anxious depression as opposed to anhedonic depression or euphoric mania.

So why might ACT interventions make someone more irritable or agitated? We looked at different factors. Interventions focused on raising a person’s awareness of internal experiences (eg, emotions) had the most significant effect. Furthermore, if a person was currently depressed or manic, then interventions had even larger effect on depressive symptoms. This may be a manifestation of a feature of BP known as emotional reactivity, whereby a person’s emotions react more intensely when provoked [32]. These findings suggest that awareness of negative emotions and thoughts, especially when a person is...
already experiencing intense mood symptoms, can increase irritability and agitation in individuals with BP.

The downside of raising awareness helps shed light on other digital interventions in BP. A qualitative study from a prior RCT identified common explanations for why individuals with BP did not complete web-based psychoeducation that included difficulties with acute phases of BP and not wanting to think about one’s illness. Moreover, the MONARCA I and II trials found that their mobile intervention group involving computer-based monitoring experienced a nonsignificant increase in average depressive symptoms and nonsignificant decrease in manic symptoms as measured by the HRSD and YMRS [33,34]. The RADMIS trial found their mobile intervention group experienced a nonsignificant decrease in average HRSD scores and a significant increase in average YMRS scores [35].

These findings provide 3 lessons for future mobile studies in BP. The first is that given raising awareness of mood can worsen mood, monitoring mood may carry risks. Put differently, focusing on what is not going well, such as by asking about current mood or behavior, may be distressing for people with BP. Partly in conflict, individuals with BP had previously endorsed raising self-awareness as the best reason for digital self-monitoring of symptoms [36]. Moreover, the World Health Organization recommends that individuals with BP should monitor their mood [37]. One possible compromise would be passive solutions for monitoring mood [38], such as voice patterns [33,34,39], phone keystroke data [40], global positioning system [41], or phone metadata [42]. It is also possible that monitoring of mood alone in combination with therapist support may serve a helpful function.

The second lesson is that mood might not be a suitable outcome. As noted earlier, ACT is designed to increase psychological flexibility, that is, not get rid of unwanted thoughts or emotions, but rather pursue what matters despite them. To this point, our primary outcomes were energy devoted to behaviors that move a person toward who or what matters to them, and away from unwanted emotions and thoughts. The only estimated effect of ACT interventions that was near zero was toward energy. Future studies may want to align outcomes with the cognitive behavioral process that is targeted. Given that instability of mood can be as debilitating in BP as mood itself [43,44], a better outcome may be mood stability. Consistency in values-based behavior and workable responses to mood changes may also be an outcome congruent with the goal of psychological flexibility.

The suitability of mood as an outcome may be especially salient when the intervention (like ACT) incorporates mindfulness. Part of mindfulness is increased awareness of symptoms. Through this lens, it is possible that ACT interventions had the desired effect: participants become more aware of unwanted emotions, and consequently, were reporting higher symptoms. This awareness may have temporarily intensified the experience of the emotion but could promote long-term self-efficacy, mindfulness, or psychological flexibility. Furthermore, becoming aware of unpleasant emotions can be both irritating and agitating. Awareness alone may be insufficient to help individuals. Although interventions in openness and engagement were included, interventions were randomized, and thus were not delivered in a particular order that may have benefited those developing awareness of intense and unpleasant emotions. Future work may examine the impact of the order of interventions, such as building skills in awareness, followed by openness, and in parallel, altering behavioral engagement. Fittingly, although the interventions led to higher reported symptoms on average, it did not deter participants from engaging with the app. In fact, we found, it increased the likelihood of logging symptoms at the next time point.

The third lesson is that there might be a better mobile intervention for BP. ACT was chosen for its potential to reach a transdiagnostic audience, with our 2 initial samples chosen at the extreme ends of impairment, but it may be better to focus on interventions specific to BP, such as interpersonal and social rhythms therapy. Alternatively, a mobile intervention may need to be augmented by clinical support. Regardless, it is still notable that a mobile intervention can have a significant effect, though expectedly small (~0.1 standardized effect size), for a pilot study not powered for effectiveness. This information could inform future MRTs on BP as effect sizes are needed, for sample, size calculations [12,31].

There are several limitations to keep in mind. First, we did not collect data on psychological or pharmacological treatment. Thus, we did not control for treatment. Second, our sample was small and relatively homogeneous being 60% female, 83% White, and 93% non-Hispanic. Third, limited data were collected on engagement with the app or with the intervention. The study did not, for example, determine who viewed the introductory ACT video, if individuals would have engaged with the app were to remove the in-app assessments, or if participants engaged with those ACT processes targeted by the intervention. Regarding this last point, however, we did recently publish a preplanned, interim, and qualitative analysis of participant open-ended responses to behavior prompts and intervention prompts [45]. By reading and coding these responses, these qualitative analyses were investigated if participants responded in a way that is congruent with the targeted ACT process and was intended to show intervention fidelity, supporting the study’s reporting of preplanned primary and secondary analyses of the MRT. Fourth, participants wore Fitbit activity trackers, which induce behavioral changes. Fifth, the ACT survey used, including the primary outcomes of toward and away energy, was developed for this study and has yet to be validated.

A final limitation is that the time frame between intervention and assessment, which is roughly half a day, may have been too short to observe behavioral changes induced from ACT. The motivating ACT literature has shown that low-dose versions of ACT have been effective but have not examined how quickly people respond. Therefore, while the present study adds to the ACT literature by demonstrating that ACT interventions can have significant effect on mood in a short time frame, it remains unclear if ACT interventions could similarly affect behavior in this time frame. With limited investigation into a short time frame in the ACT literature, the short time frame for the present study was primarily motivated by the microrandomized trial literature, which has shown that behavioral interventions in
other contexts could have effects in time frames as short as 30 minutes [27].

In summary, we presented results from a pilot MRT delivering a mobile ACT intervention in BP. Because the ACT intervention worsened mood, we concluded a larger MRT was not warranted for BP. However, our results are informative for future studies on BP: it is feasible to get measurable effects in MRTs with a small sample size; estimated availability and effects can inform sample sizes for MRTs; self-reported mood may not be the best target; and interventions may need to manage the consequences of raising symptom awareness.
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Abstract

Background: The motivational interviewing (MI) approach has been shown to help move ambivalent smokers toward the decision to quit smoking. There have been several attempts to broaden access to MI through text-based chatbots. These typically use scripted responses to client statements, but such nonspecific responses have been shown to reduce effectiveness. Recent advances in natural language processing provide a new way to create responses that are specific to a client’s statements, using a generative language model.

Objective: This study aimed to design, evolve, and measure the effectiveness of a chatbot system that can guide ambivalent people who smoke toward the decision to quit smoking with MI-style generative reflections.

Methods: Over time, 4 different MI chatbot versions were evolved, and each version was tested with a separate group of ambivalent smokers. A total of 349 smokers were recruited through a web-based recruitment platform. The first chatbot version only asked questions without reflections on the answers. The second version asked the questions and provided reflections with an initial version of the reflection generator. The third version used an improved reflection generator, and the fourth version added extended interaction on some of the questions. Participants’ readiness to quit was measured before the conversation and 1 week later using an 11-point scale that measured 3 attributes related to smoking cessation: readiness, confidence, and importance. The number of quit attempts made in the week before the conversation and the week after was surveyed; in addition, participants rated the perceived empathy of the chatbot. The main body of the conversation consists of 5 scripted questions, responses from participants, and (for 3 of the 4 versions) generated reflections. A pretrained transformer-based neural network was fine-tuned on examples of high-quality reflections to generate MI reflections.

Results: The increase in average confidence using the nongenerative version was 1.0 (SD 2.0; \(P=0.001\)), whereas for the 3 generative versions, the increases ranged from 1.2 to 1.3 (SD 2.0-2.3; \(P<0.001\)). The extended conversation with improved
generative reflections was the only version associated with a significant increase in average importance (0.7, SD 2.0; *P* < .001) and readiness (0.4, SD 1.7; *P* = .01). The enhanced reflection and extended conversations exhibited significantly better perceived empathy than the nongenerative conversation (*P* = .02 and *P* = .004, respectively). The number of quit attempts did not significantly change between the week before the conversation and the week after across all 4 conversations.

**Conclusions:** The results suggest that generative reflections increase the impact of a conversation on readiness to quit smoking 1 week later, although a significant portion of the impact seen so far can be achieved by only asking questions without the reflections. These results support further evolution of the chatbot conversation and can serve as a basis for comparison against more advanced versions.

(JMIR Ment Health 2023;10:e49132) doi:10.2196/49132
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**Introduction**

**Background**

Tobacco use is the leading preventable cause of premature death in Canada, killing 45,000 Canadians every year [1], with 4.6 million Canadians ensnared by the addiction [2]. A key step in smoking cessation is the decision by the smoker to quit; yet, 80% of all smokers are ambivalent [3] about quitting and make no current effort to stop smoking [4]. In this paper, we report on an automated method to engage ambivalent smokers in a web-based conversation with the aim of moving them toward the decision to quit. This goal is distinct from smoking cessation efforts that assume the smoker is ready and willing to quit; however, the decision to quit is a necessary precursor of any quit attempt.

Smokers can be guided toward the decision to quit by a widely used talk therapy approach known as motivational interviewing (MI) [5]. MI guides individuals toward healthy behavior change by helping them explore their ambivalence. As MI relies on highly trained clinicians working at hospitals and specialized clinics, it is both expensive and difficult to access. Clinicians are usually engaged only *after* a health issue occurs, whereas earlier engagement with a more accessible chatbot could improve health outcomes and even prevent illness or death. For every 2 smokers helped to quit, 1 life is saved from a tobacco related death [6]. If it were possible to *automate* an MI-style conversation and deploy it directly to smokers on the web, smokers could be helped much sooner.

However, it is challenging for a machine to achieve the level of understanding and facility needed to practice MI. Prior efforts at automated therapy, beginning with ELIZA [7] and proceeding through many generations of dialogue systems [8-10], suffer from 2 key issues. First, because most of the outgoing text is scripted, these systems have difficulty responding to the specific things that an individual says. These responses are often seen by users as either repetitive or too generic [11]. Second, many chatbots do not permit free-form text input, which prevents users from expressing themselves fully. Recent dramatic advances in natural language generation [6,12-14] have produced language models that can generate very humanlike responses that are more relevant to the free-form dialogue of a human.

In this paper, we present the design of several versions of a chatbot, called MIBot, that makes use of these new kinds of language models to generate context-specific responses to user statements in combination with scripted interactions. We also present a scientific infrastructure for measuring the impact of MIBot on recruited smokers.

This project is a collaboration among a group of MI researchers and clinicians, computer engineers, and social scientists. The clinicians, who work with patients to resolve their ambivalence toward quitting smoking using the MI approach, bring their expertise to the initial design and iterative steps of the chatbot. The computer engineers bring experience in methods of software and natural language generation. The social scientists draw on perspectives in human-computer interaction and notions of trust. The ongoing decision-making and iterative improvement of the chatbot described in this paper follows the principles and rationale of a co-design process [15]. As noted by Donia and Shaw [15], such processes are key to appropriate outcomes when dealing with health care and artificial intelligence technologies. The group has met bimonthly for >2 years, and each subgroup has sought to learn from the other so that a true cross-disciplinary interaction and purposeful evolution of the chatbot take place. The interactions explore the tension between what is needed in a successful MI conversation and what is possible to automate in limited time. We have all enjoyed learning across traditional disciplinary boundaries.

This paper is organized as follows: the Prior Related Work subsection reviews MI and related work on conversational agents and chatbots, as well as the relevant new capabilities in natural language generation. The Methods section describes the 4 versions of the chatbot and the training of the neural networks needed to provide the generative responses, as well as the recruitment and measurement methods. The Results section presents the results from the 4 versions of the chatbot, and the Discussion section contrasts these results and the impact of the different versions.

**Prior Related Work**

**The MI Approach**

MI is a counseling approach that helps patients increase motivation toward changing unhealthy behaviors, including addictions [5]. The goal of MI is to move a person away from
ambivalence, a conflicted state where opposing attitudes or feelings coexist in an individual toward changing a behavior. MI counselors use a structured conversation that includes open-ended questions and reflective listening, which encourage a patient to contemplate the roots of a behavior and guide them toward overcoming their ambivalence.

A core skill used by MI practitioners is reflective listening [5,16,17]. A reflective listener responds to patient statements with words that both reflect what is said and guide the patient toward continued exploration of their thoughts and feelings about change. These responses, called reflections in MI, can be simple or complex. A simple reflection repeats or rephrases what the patient has said to convey understanding and invite continuation of the conversation. A complex reflection attempts to infer something relevant to the prior conversation or guess something that might be relevant to a recent utterance, which also invites continued contemplation on the part of the patient.

MI has been shown to be a successful therapeutic tool for motivating many behavior changes [18], including smoking cessation [19,20].

**Natural Language Processing and Generative Networks**

Natural language processing (NLP) is a subfield of linguistics, computer science, and machine learning concerned with the interactions between computers and human (natural) languages [21]. Over the last 11 years, there have been significant advances in the field of NLP [8]. A key step was the invention of limited-sized word vectors or embeddings, in which it has been shown that a small-sized vector of real numbers (from 50 to 300) could represent the meaning of individual words or parts of words (called tokens) [22,23]. Hereinafter, for simplicity, we will refer to these elements as words. These word vectors make it possible to know whether 2 words have similar meaning through a numerical comparison and have led to significant advances in the subfields of speech recognition, natural language understanding (NLU), question answering (QA), and natural language generation [13,14,21,24,25].

In particular, the advent of the transformer-based neural network has dramatically improved the state of the art in most NLP subfields [12,13]. This success comes when these networks are scaled up to relatively large sizes and trained on large amounts of human-written text; for example, OpenAI’s generative pretrainned transformer 2 (GPT-2) model consists of 1.5 billion parameters that are trained on 40 GB of text gathered from various domains [13].

Transformer networks can be used to both analyze and generate language given an input text. It is this generative capability that we make extensive use of in this work. This was a relatively unknown capability that recently came to broad impact with the release of ChatGPT [26] in November 2022.

There now exist many such large language models that have been fully pretrained on massive corpora of text gathered from several sources on the internet and elsewhere [13,14,27]. A common use case in the field of deep learning and NLP is to take such pretrained models and fine-tune [8] them for a specific prediction task that takes language as input. To fine-tune a model means to train it on a (typically much smaller) data set to become more proficient at a specific task.

**MI Chatbots**

There have been several prior attempts to automate MI using a chatbot across different domains, including stress management, sex health education, and smoking cessation [19,20,28-32]; for example, Park et al [28] designed a conversational sequence using MI to aid in stress management. This conversation was deployed to 30 graduate students to compare its efficacy with that of human-to-human MI. It posed thought-provoking questions combined with scripted reflections. Participants reported that they were satisfied with the evocative questions but were dissatisfied with the prewritten reflective statements. Almusharraf et al [29] and Almusharraf [30], the predecessors of this work, designed and tested an MI chatbot used for motivating smoking cessation. The chatbot used NLP classifiers to select scripted responses that guided a client through the conversation. Both the questions and the reflections in this chatbot were scripted. In a study involving 97 participants, Almusharraf et al [29] found that the average confidence to quit on an 11-point scale increased 1 week after the conversation by 0.8 (P<.001). He et al [19] created both an MI chatbot and a non-MI chatbot to investigate whether chatbots can motivate smoking cessation. In an experiment with 153 participants, differences in motivation to quit smoking and perceived empathy were compared between a chatbot that used MI and one that did not. Both chatbots used evoking questions and prewritten statements for reflections. There were no significant differences between the chatbots on engagement, therapeutic alliance, or perceived empathy. Notably, for both chatbots, participants reported significantly increased motivation to quit smoking.

The chatbots developed to date used scripted statements based on keyword detection or neural net–based classification of the users’ utterances. Scripted responses are often interpreted by humans as generic and repetitive [11], making it possible that the scripted reflections used in prior work contributed to poor user satisfaction and perceived empathy. We hypothesize that a chatbot capable of delivering context-specific MI reflections will better motivate smokers to move toward the decision to quit.

Some works exploring the use of generated reflections within MI-style conversational agents demonstrate this capacity; for example, Shen et al [33] showed how transformer-based models can produce context-specific generative reflections. Although these reflections were used to train practitioners and were not patient facing, they highlight the capacity of transformer-based models to produce good-quality patient-specific reflections. Similarly, Saiyed et al [20] created a technology-assisted MI chatbot for smoking cessation. The chatbot was designed to onboard participants, use MI, and refer participants to human-to-human treatment. It used intent classifiers and transformers to understand and generate utterances, including MI reflections. In a pilot trial of 34 smokers, participants reported that the chatbot had a strong competency in MI but...
only scored 3 out of 5 on user satisfaction, leaving room for improvement.

The goal of this study was to determine the impact of several versions of an MI-oriented chatbot, which uses generative reflections, on moving smokers toward the decision to quit smoking. Most of the prior work used scripted statements based on keyword detection or neural net–based classification of the users’ utterances. It is possible that scripted reflections caused prior work to score poorly on user satisfaction and perceived empathy. We hypothesize that context-specific MI reflections, such as those developed by Shen et al [33], deployed in a chatbot intervention will better motivate smokers to move toward the decision to quit.

Methods

In this section, we describe the overall structure of the MIBot conversation and its several versions and provide the specifics of how the generative model is trained to provide MI-style reflections. We also describe how the effectiveness of the conversation is measured.

Overall Chatbot System Study Design

Figure 1 illustrates the procedure used to evaluate each version of the chatbot. Details of the steps are described in Textbox 1. The following subsections provide the details of the interaction and evaluation process.

Figure 1. Overall design of each study for each chatbot version. CARE: consultation and relational empathy; HSI: Heaviness of Smoking Index; MI: motivational interviewing.

Textbox 1. Details of the steps involved in the evaluation of the chatbot.

- Participants are recruited through the web-based Prolific [34] paid-recruitment system, the details of which are provided in Participant Recruitment and Screening subsection. Each participant who is offered the opportunity to participate (by Prolific) is asked to review an informed consent document. The interaction proceeds if the participant provides consent.
- Participants are taken to a custom website and asked several questions, after which they fill out 3 surveys on readiness to quit, heaviness of smoking, and number of quit attempts, as described in the Preconversation Surveys and Screening subsection.
- Next, the participant is presented with a text chat window in which the chatbot, called MIBot, begins to interact with them. The conversation begins with an introductory section, after which the participant is asked whether they wish to chat about smoking, as part of a motivational interviewing–style permission-asking approach [5]. If the participant agrees, the conversation continues; otherwise, it terminates.
- The core conversation, described in the Core Conversation subsection, ensues.
- After the conversation, the participant is asked to respond to another readiness-to-quit survey, the consultation and relational empathy measure, and other qualitative questions, as described in the Postconversation Survey subsection.
- Finally, the participant is directed back to the Prolific system so that it can record the successful conclusion of the tasks.
- One week after the end of the conversation, the participant is invited to a second task (also within the Prolific system), which is to answer the survey and questions described in the One-Week Follow-Up Survey subsection. Participants are not paid unless they fill out this follow-up survey, and their submission is reviewed for data quality.
Core Conversation

The core conversation consists of 5 open-ended questions that make use of the “running head start” [5] method of MI. The underlying theory of the running head start method is that ambivalent smokers spend very little time thinking about their smoking addiction and do it by habit [35]. Therefore, a key first step is to bring the habit to their attention and ask them to contemplate it. Here, a clinician inquires what participants like about smoking and what they do not like and then uses these reasons as a basis for further discussion and contemplation. This approach is realized through asking these five questions:

1. To start, what is the thing you like most about smoking?
2. Now, what is the thing you like least about smoking?
3. Now, what is one thing about your smoking habit that you would like to change?
4. What will it look like when you have made this change in your smoking habit?
5. Finally, what are the steps you need to take to make this change?

The first 2 questions are based on the running head start approach, and the subsequent 3 questions attempt to stimulate contemplation around the addiction.

One important aspect of this chatbot is that participants respond with free-form text. This means that they can provide any textual response in English as opposed to making a selection from scripted responses [10]. In allowing free-form responses, the conversation may more closely align with a human–clinical provider conversation.

In this paper, we will describe and evaluate several versions of the conversation. For most of the versions, the chatbot generates an MI-style reflection of the free-form response to each question that is specific to the words of the response, as described in the Prior Related Work subsection. Here, we use a fine-tuned transformer-based neural network [13] to generate that reflection. The data and training of this neural network are described in the Reflection Generation Design and Training subsection.

After each reflection is provided, the chatbot (in most versions) asks, “Did that make sense?” If the participant responds in a way that indicates yes, the chatbot offers a thank you. If the participant’s answer is equivalent to a no, the chatbot thanks the participant for helping it improve. As the participant can write a free-form text answer, they may respond to the chatbot’s question in many ways (eg, offering a longer, possibly corrective answer).

Chatbot Versions

The ongoing goal of the long-term project is to continuously improve the chatbot system through iteration, and, in this paper, we report on the impact that 4 different versions have on readiness to quit smoking in recruited participants. It should be noted that this means that participants are not randomized to different conditions, and the results will be subject to cohort effects. In future work, once we believe that the chatbot is having a sufficient impact, we will measure it against a control. Each new version increases the complexity of the interaction. Table 1 provides a short description of each version. The differences among the versions are more readily seen in Multimedia Appendix 1, which provides an example of the full conversation for each version, taken from actual conversations with participants.

<table>
<thead>
<tr>
<th>Version</th>
<th>Description</th>
<th>Period of experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIBot v4.7</td>
<td>Asks just the 5 questions shown in the Core Conversation subsection but does not provide reflections (instead, responds “Thank you”)</td>
<td>July 26, 2022, to August 2, 2022</td>
</tr>
<tr>
<td>MIBot v5.0</td>
<td>Asks the 5 questions and provides MI-style reflective answers, as described in the Core Conversation subsection; uses the early version of the generator, described in the Reflection Generation and Training subsection</td>
<td>August 12 to 19, 2022</td>
</tr>
<tr>
<td>MIBot v5.1</td>
<td>Same as v5.0 but uses the significantly improved reflection generator, described in the Reflection Generation and Training subsection</td>
<td>August 16 to 23, 2022</td>
</tr>
<tr>
<td>MIBot v5.2</td>
<td>On the basis of v5.1, with extensions to the sequence of questions 1 and 2; in addition, if the answer to question 3 relates to reduction of smoking, it changes question 4 to be specifically about reduction; furthermore, it extends the interaction around question 3, as described in the Enhanced Conversation subsection</td>
<td>November 22 to 29, 2022</td>
</tr>
</tbody>
</table>

MI: motivational interviewing.

Enhanced Conversation Structure

We have described the 4 versions of the chatbot in Table 1, but MIBot v5.2 needs to be presented in more detail because of its increased complexity. The structure of the enhanced conversation is presented in Textbox 2.
Preconversation Surveys and Screening

Before interacting with the chatbot, to confirm the participant's smoking status and ensure that this status has not changed since the administration of Prolific’s own screening survey, each participant is first asked to respond (again) to the same screening question administered by Prolific. Participants who provide a response that is inconsistent with that in their prior Prolific-administered survey, indicating that they do not identify as smokers, are not allowed to proceed with the study.

Next, the participant is asked to respond to a Heaviness of Smoking Index (HSI) survey [36], a validated survey that combines cigarettes per day (CPD) and time to the first cigarette of the day (TTF). After this, the participant indicates how many quit attempts they had made the previous week, as shown in Figure S1 in Multimedia Appendix 2.

Finally, participants are asked to fill out the readiness ruler [37] survey, a validated tool for tracking progress in MI sessions. Our version is shown in Figure S2 in Multimedia Appendix 2, which rates on an 11-point scale participants’ confidence that they could quit smoking now (ie, confidence), their readiness to quit now (ie, readiness), and how important they feel it is for them to quit (ie, importance).

Our protocol imposes a second screen that is based on the readiness ruler responses, as follows: since an MI conversation is targeted toward ambivalent smokers, it is not useful if the participant is already very confident that they will be able to quit; therefore, participants are only included if they have a confidence level of ≤5, with 1 exception: if those with a confidence level of >5 also rate the importance ≥5 points below this confidence level, there is a contradiction that implies the presence of ambivalence. These participants have confidence that they could quit, but they do not think it is important to do so and hence the contradiction.

Postconversation Survey

After the reflection is generated for question 1 and question 2, the chatbot asks what else the participant likes (or dislikes in the case of question 2) about smoking. If the answer provides more reasons, these are also reflected. If there are no further reasons, then the chatbot moves on to the next question without generating a reflection or asking for validation of the previous reflections.

If the participant’s response to question 3 is related to the reduction of smoking, a common answer, then the chatbot switches to a different dialogue stream. The following question arises next: “It’s great to hear you want to reduce your smoking. What would it look like when you have reduced your smoking addiction?” After the reflection of the response to this question, the chatbot waits silently for 30 s to encourage the participant to respond on their own. If participants do not respond within 30 s, the chatbot prompts a response by asking the following question: “Could you elaborate on what I said?”

One-Week Follow-Up Survey

One week after engaging in the conversation, participants are contacted through the Prolific platform to complete 2 more surveys: the first is a reprise of the readiness ruler survey [37] to determine the effect on the principle outcome after a week has passed, which would be a more permanent effect than immediately after the conversation, and the second concerns 3 questions relating to quit attempts made during the preceding week. The first 2 questions are the same as the last 2 questions (Q3 and Q4) shown in Figure S1 in Multimedia Appendix 2, and the third is given in Figure S3 in Multimedia Appendix 2.

Determining Whether Ambivalence Moved Toward Quitting or Continuing to Smoke

An underlying goal of this work is to help smokers begin to resolve their ambivalence toward smoking. It is possible to classify the data from each participant as belonging to 1 of 3 outcome categories: the participant moved toward changing their smoking addiction (toward quit class), they moved toward maintaining their smoking addiction (toward smoke class), or there was no change (same class).

To place participants into 1 of these 3 classes, we made use of 2 outcome data points. First, we computed the preconversation data to 1-week–later change in confidence from the readiness ruler, which can range in value from −6 to +10. A more positive value suggests a stronger move toward the quit class, whereas a negative value suggests a move toward the smoke class. Second, to gain a more accurate signal, we combined this number with a subjective evaluation of the participant’s answer to the third 1-week–later question: “Did the conversation help you realize anything about your smoking behavior? Why or why not?” If the participant stated that they realized something that helped them change their smoking addiction toward quitting and had a positive change in confidence, they were placed in the toward quit class. If the participant stated that they realized understanding, be helpful to them. The CARE measure has 10 statements that are rated using a 6-point Likert scale with total scores ranging from 0 to 50.

Finally, the participants are asked to respond to the following qualitative questions:

1. What are 3 words that you would use to describe the chatbot?
2. What would you change about the conversation?
3. Did the conversation help you realize anything about your smoking behavior? Why or why not?

Table 2. Structure of the enhanced conversation (MIBot v5.2).

<table>
<thead>
<tr>
<th>Question</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Did the conversation help you realize anything about your smoking behavior? Why or why not?</td>
<td>Response to participant’s answer</td>
</tr>
<tr>
<td>2. What are 3 words that you would use to describe the chatbot?</td>
<td>Participant’s response</td>
</tr>
<tr>
<td>3. Did the conversation help you realize anything about your smoking behavior? Why or why not?</td>
<td>Participant’s response</td>
</tr>
</tbody>
</table>

If the participant's response to question 3 is related to the reduction of smoking, a common answer, then the chatbot switches to a different dialogue stream. The following question arises next: “It’s great to hear you want to reduce your smoking. What would it look like when you have reduced your smoking addiction?” After the reflection of the response to this question, the chatbot waits silently for 30 s to encourage the participant to respond on their own. If participants do not respond within 30 s, the chatbot prompts a response by asking the following question: “Could you elaborate on what I said?”
that they wished to sustain their smoking addiction, and the confidence change was negative, they were placed in the toward smoke class. If neither category fit, we placed them in the same class.

**Reflection Generation Training**

One of the key contributions of this work is the novel way that MI-consistent reflections are generated in response to participant responses to the 5 questions shown in the Core Conversation subsection. Here, we made use of recent advances in NLP, and specifically in text generation, as described in the Prior Related Work subsection. The reflection generation neural network evolved from the one described in the studies by Ahmed [40] and Ahmed et al [41]. It makes use of the pretrained GPT-2 XL transformer-based neural network model [13], which is fine-tuned, as described in the Prior Related Work subsection. In this subsection, we provide more detail on how the generators used were trained.

There are 2 versions of the reflection generator that are evaluated in this study. The generators are fine-tuned using example sequences of text, which we call a triplet, consisting of a question, a response, and a reflection.

In version 1 of the generator, the fine-tuning question-and-response data set came from 2 sources: the first was our prior work [40,41], and the second data source was from earlier deployments of MIBot, before the creation of MIBot v4.7. The reflections used came from a variety of sources: from previous versions of this chatbot that were deemed to be acceptable MI reflections by MI-literate researchers or actual reflections produced by MI-literate researchers or MI-expert clinicians.

We used the hit rate metric to evaluate the quality of a generator, which is the number of MI-consistent reflections generated divided by the total number of reflections generated. The hit rate was measured on a validation set of question prompts and human responses that did not overlap with the training set. The MI-consistency of the reflection was judged by a single human rater trained in MI literacy. The hit rate of version 1 of the generator was approximately 76% (25/33) on a validation set of 33 prompts and responses. It is important to note that a hit rate of <100% means that some fraction of the generated responses will not be consistent with MI and may indeed make counterintuitive or simply wrong statements. In our experience, the most common type of error is a misstatement of the clear intent of the human; for example, when a user suggested that they would like to quit smoking, the chatbot would sometimes generate a reflection that implied that the user would like to continue smoking.

To address the rate of poor reflections, we developed version 2 of the generator with 2 significant enhancements. First, a larger set of 301 fine-tuning triplets were collected over approximately 10 months of deploying the chatbot, making use of the various responses from smokers who had been recruited in a similar manner, as described in the Participant Recruitment and Screening subsection. This second data set did not include any of the data from the earlier chatbot version [40,41]. Only MI-consistent reflections were used, which were sourced from MI clinicians, MI-literate researchers, or version 1 of the generator. The labeling and selection of the MI-consistent reflections were improved by using multiple human raters and a carefully controlled decision tree to determine the validity of the reflections. The new rating scheme itself was stricter than the one used in version 1, which caused the hit rate to go down—not because the generation was worse but because of the stricter rating. The hit rate of the new generator was measured to be 55.1% (166/301) on a set of reflections.

The second enhancement was the implementation of a separate classifier neural network, trained to determine whether a reflection is MI-consistent, given the prompt, response, and reflection in a triplet. The classifier was used to filter out poor reflections and therefore increase the overall hit rate of generation. This makes use of the fact that all modern neural network–style generators can easily generate many reflections because the generation process is carried out through sampling from a probability distribution [8]. The classifier is called the reflection quality classifier, and an earlier version of it is described in the studies by Ahmed [40] and Ahmed et al [41]. This reflection quality classifier, based on the Bidirectional Encoder Representations from Transformers (BERT) [27] pretrained neural network, was fine-tuned using a data set of 740 examples, both positive and negative. Using our validation data, we achieved an accuracy of 70.3% (71/101) on the question, prompt, and response triplets.

**Software System**

Figure 2 illustrates the structure of the software system used in the studies. Once the Prolific system transfers a participant to our system, they are brought to our chatbot front end, which exists on a web page. This web page connects to a backend database (based on Google Firebase [42]) that records the entire conversation and all data associated with the surveys and information that the participant provides. It also connects to the chatbot backend that contains compute accelerators capable of running the GPT-2 XL neural network in an amount of time that is acceptable to participants (provided by Amazon Elastic Compute Cloud [EC2] [43]). The chatbot backend is split into a dialogue management engine and a dialogue generation engine. The dialogue management engine uses an intent classifier, a yes or no classifier, and a content or no content classifier to classify incoming user utterances using NLU techniques and controls the current state and direction of the conversation. Responses are constructed using a combination of the dialogue generation engine and question-and-response database. The dialogue generation engine uses the GPT-2 XL neural network to generate MI reflections as described in the Reflection Generation Training subsection.
Participant Recruitment and Screening

Participants were recruited through the Prolific [34] web-based recruitment system and were paid a total of £5 (US $6.25) for completing 2 tasks 1 week apart. The inclusion criteria, based on Prolific’s screening filters, were as follows: can be located in any country, minimum age 18 years, fluent in English, smoking status as per 1 of these 2 choices: “I am a current smoker (smoke at least 5 cigarettes a day and have smoked this amount for at least 1 year)” or “I am a recent smoker (smoke at least 5 cigarettes a day and have smoked this amount for <1 year),” and minimum approval rate of 90% on participant’s prior Prolific studies.

In addition, the Prolific system was set to recruit an equal number of men and women. However, because there was a subsequent screening of participants as described in the Preconversation Surveys and Screening subsection, the final number of participants was not balanced between men and women.

Data from the participants who completed part 1 and part 2 of the study were manually reviewed for data inclusion on the following criteria:

1. Participant properly filled out each survey metric with realistic values.
2. Participant responded to the chatbot with apparent honesty (eg, no toxic language or apparent ulterior motives).
3. Participant met the additional screening criteria as described in the Preconversation Surveys and Screening subsection.

Ethics Approval

This research was approved by the University of Toronto Research Ethics Board under protocol number 35567, as amended, on June 29, 2022. All participants provided consent before participating in the study.

Statistical Analysis

Significance testing was completed within and across chatbot versions. Within each chatbot version, we compared readiness ruler responses, quit attempts, and ambivalence resolution counts before and after the conversation. For readiness rulers, a 2-tailed t test was applied to examine changes in readiness ruler attributes (ie, readiness, confidence, and importance) from before the conversation to 1 week later. A Fisher exact test was used to evaluate significant changes in quit attempts from before the conversation to 1 week later. We also compared changes in readiness ruler attributes, CARE survey data, and reduction of smoking across chatbot versions. To compare readiness rulers and CARE survey data, a Welch t test was used, and to compare changes in reduction of smoking, we used a 2-sample proportion test (z test).

For all tests, a significance level of P<.05 was considered statistically significant. Statistical analysis was completed using the SciPy library for the Python programming language [44].

Results

Overview

This section reports on the impact of the 4 versions of the chatbot on recruited participants. We begin with the recruitment yield and data inclusion and then provide the demographics of participants. Next, we present the readiness rulers, quit attempts, CARE survey and HSI results, and ambivalence resolution counts.
Recruitment Results

Figure 3 depicts the study procedures (also described in the Overall Chatbot System Study Design subsection), showing the points at which participants enter and (may) exit the study. Table 2 presents the specific exit and entry numbers for each version of the chatbot that was deployed. Of the 517 participants who completed part 1 and part 2 of the study, 168 (32.5%) were filtered out across all 4 chatbot versions using the preconversation survey criteria described in the Preconversation Surveys and Screening subsection, leaving 349 (67.5%) for inclusion in the analysis.

Figure 3. Flowchart of study procedure.
Table 2. Participant count for each chatbot version corresponding to the study flowchart (Figure 3).

<table>
<thead>
<tr>
<th>Version</th>
<th>Withdrawn without finishing the study, n (%)</th>
<th>Did not correctly complete the first part of the study, n (%)</th>
<th>Participants who completed the first part of the study, n (%)</th>
<th>Did not complete 1 week follow-up survey, n (%)</th>
<th>Participants who completed 1 week follow-up survey, n (%)</th>
<th>Did not pass the second screen described in the Preconversation Surveys and Screening subsection, n (%)</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIBot v4.7</td>
<td>17 (14.3)a</td>
<td>9 (8.8)b</td>
<td>93 (91.2)a</td>
<td>0 (0)b</td>
<td>93 (100)b</td>
<td>41 (44.1)b</td>
<td>52 (55.9)b</td>
</tr>
<tr>
<td>(n=119)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIBot v5.0</td>
<td>23 (13.5)c</td>
<td>3 (2)c</td>
<td>145 (98)c</td>
<td>4 (2.8)d</td>
<td>141 (97.2)d</td>
<td>43 (30.5)d</td>
<td>98 (69.5)c</td>
</tr>
<tr>
<td>(n=171)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIBot v5.1</td>
<td>24 (14.2)f</td>
<td>4 (2.8)f</td>
<td>141 (97.2)f</td>
<td>1 (0.7)f</td>
<td>140 (99.3)f</td>
<td>41 (29.3)f</td>
<td>99 (70.7)b</td>
</tr>
<tr>
<td>(n=169)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIBot v5.2</td>
<td>36 (18.5)j</td>
<td>6 (3.8)j</td>
<td>153 (96.2)j</td>
<td>10 (6.5)j</td>
<td>143 (93.5)j</td>
<td>43 (30.1)j</td>
<td>100 (69.9)k</td>
</tr>
<tr>
<td>(n=195)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a* = 102, 
*b* = 93, 
*c* = 148, 
*d* = 145, 
*e* = 141, 
*f* = 145, 
*g* = 141, 
*h* = 140, 
*i* = 159, 
*j* = 153, 
*k* = 143.

HSI Survey

Table 3 provides the data from the HSI survey that was applied to the most recent versions of the chatbot (not including MIBot v4.7, for which these data were not collected).

Table 3. Heaviness of Smoking Index (HSI) measures.

<table>
<thead>
<tr>
<th>Version</th>
<th>Daily number of cigarettes, mean (SD)</th>
<th>Time to first cigarette (answering the question &quot;How soon after you wake up do you smoke your first cigarette?&quot;) and count, n (%)</th>
<th>HSI, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIBot v5.0</td>
<td>11.9 (9.3)</td>
<td>&lt;5 min: 26 (26.5) 6-30 min: 15 (15.3) 31-60 min: 31 (31.6) &gt;60 min: 26 (26.5)</td>
<td>1.8 (1.5)</td>
</tr>
<tr>
<td>(n=98)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIBot v5.1</td>
<td>11.1 (7.9)</td>
<td>&lt;5 min: 26 (26.3) 6-30 min: 27 (27.3) 31-60 min: 29 (29.3) &gt;60 min: 17 (17.2)</td>
<td>1.8 (1.5)</td>
</tr>
<tr>
<td>(n=99)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIBot v5.2</td>
<td>9.9 (6.1)</td>
<td>&lt;5 min: 15 (15) 6-30 min: 32 (32) 31-60 min: 18 (18) &gt;60 min: 35 (35)</td>
<td>1.6 (1.4)</td>
</tr>
<tr>
<td>(n=100)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Participant Demographics

Multimedia Appendix 3 provides participants’ demographic data, collected by Prolific when participants enrolled on the platform. Prolific allows for these data to be revoked or changed (eg, refer to the attribute Student Status in Multimedia Appendix 3).

Readiness Rulers

Participant responses to readiness rulers were collected before the chatbot conversation, immediately after, and 1 week later, as described in the Preconversation Surveys and Screening, Postconversation Survey, and One-Week Follow-Up Survey subsections.

Table 4 provides the means and SDs of confidence to quit smoking for each chatbot version before and after the
conversation and 1 week later, as well as the average change after 1 week and its statistical significance. Table 5 shows the participants’ average value for their rated importance to quit smoking across each experiment at each collection time, with the same format as Table 4. Table 6 shows the participants’ average value for their rated readiness to quit smoking across each experiment at each collection time, with the same format as Table 4. Figure 4 provides the distribution of confidence scores in each of the 4 versions of the chatbot for each of the 3 collection points. The distributions of the importance and readiness values are provided in Multimedia Appendix 4. Table 7 presents the number of participants whose confidence increased from before the conversation to 1 week later, the number of participants whose confidence decreased during this period, and the number of participants whose confidence stayed the same.

### Table 4. Average confidence before, after, and 1 week after the conversation.

<table>
<thead>
<tr>
<th>Version</th>
<th>Before the conversation, mean (SD)</th>
<th>After the conversation, mean (SD)</th>
<th>One week later, mean (SD)</th>
<th>Change from before the conversation to 1 week later, mean (SD)</th>
<th>P value (from paired t test; before the conversation to 1 week later)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIBot v4.7</td>
<td>3.6 (2.2)</td>
<td>4.5 (2.4)</td>
<td>4.7 (2.6)</td>
<td>1.0 (2.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MIBot v5.0</td>
<td>3.5 (2.7)</td>
<td>4.1 (2.9)</td>
<td>4.7 (2.9)</td>
<td>1.2 (2.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MIBot v5.1</td>
<td>3.2 (2.2)</td>
<td>3.9 (2.1)</td>
<td>4.4 (2.4)</td>
<td>1.3 (2.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MIBot v5.2</td>
<td>3.3 (2.3)</td>
<td>4.1 (2.5)</td>
<td>4.7 (2.7)</td>
<td>1.3 (2.0)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

### Table 5. Average importance before, after, and 1 week after the conversation.

<table>
<thead>
<tr>
<th>Version</th>
<th>Before the conversation, mean (SD)</th>
<th>After the conversation, mean (SD)</th>
<th>One week later, mean (SD)</th>
<th>Change from before the conversation to 1 week later, mean (SD)</th>
<th>P value (from paired t test; before the conversation to 1 week later)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIBot v4.7</td>
<td>5.1 (3.1)</td>
<td>5.5 (3.1)</td>
<td>5.3 (3.1)</td>
<td>0.3 (1.6)</td>
<td>.41</td>
</tr>
<tr>
<td>MIBot v5.0</td>
<td>5.2 (3.0)</td>
<td>5.7 (3.0)</td>
<td>5.6 (2.8)</td>
<td>0.4 (1.5)</td>
<td>.03</td>
</tr>
<tr>
<td>MIBot v5.1</td>
<td>5.2 (2.8)</td>
<td>5.7 (2.8)</td>
<td>5.5 (2.9)</td>
<td>0.3 (1.3)</td>
<td>.17</td>
</tr>
<tr>
<td>MIBot v5.2</td>
<td>5.5 (2.9)</td>
<td>6.0 (2.8)</td>
<td>6.2 (2.8)</td>
<td>0.7 (2.0)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

### Table 6. Average readiness before, after, and 1 week after the conversation.

<table>
<thead>
<tr>
<th>Version</th>
<th>Before the conversation, mean (SD)</th>
<th>After the conversation, mean (SD)</th>
<th>One week later, mean (SD)</th>
<th>Change from before the conversation to 1 week later, mean (SD)</th>
<th>P value (from paired t test; before the conversation to 1 week later)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIBot v4.7</td>
<td>4.3 (2.7)</td>
<td>4.6 (2.6)</td>
<td>4.8 (2.8)</td>
<td>0.4 (1.5)</td>
<td>.09</td>
</tr>
<tr>
<td>MIBot v5.0</td>
<td>4.3 (2.7)</td>
<td>4.4 (2.8)</td>
<td>4.4 (2.7)</td>
<td>0.1 (1.8)</td>
<td>.75</td>
</tr>
<tr>
<td>MIBot v5.1</td>
<td>4.4 (2.4)</td>
<td>4.6 (2.4)</td>
<td>4.6 (2.6)</td>
<td>0.2 (1.5)</td>
<td>.14</td>
</tr>
<tr>
<td>MIBot v5.2</td>
<td>4.9 (2.8)</td>
<td>5.3 (2.7)</td>
<td>5.4 (2.9)</td>
<td>0.4 (1.7)</td>
<td>.01</td>
</tr>
</tbody>
</table>
Figure 4. Distribution of all 4 versions’ confidence values before, after, and 1 week after the conversation.

Table 7. Participants whose confidence increased, decreased, or stayed the same from before the conversation to 1 week later.

<table>
<thead>
<tr>
<th>Version</th>
<th>Confidence increased, n (%)</th>
<th>Confidence decreased, n (%)</th>
<th>Confidence stayed the same, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIBot v4.7 (n=52)</td>
<td>31 (59.6)</td>
<td>8 (15.4)</td>
<td>13 (25)</td>
</tr>
<tr>
<td>MIBot v5.0 (n=98)</td>
<td>52 (53)</td>
<td>12 (12.3)</td>
<td>34 (34.7)</td>
</tr>
<tr>
<td>MIBot v5.1 (n=99)</td>
<td>50 (50.5)</td>
<td>21 (21.2)</td>
<td>28 (28.3)</td>
</tr>
<tr>
<td>MIBot v5.2 (n=100)</td>
<td>61 (61)</td>
<td>16 (16)</td>
<td>23 (23)</td>
</tr>
</tbody>
</table>

Quit Attempts and Reduction of Smoking

Table 8 provides the number and percentage of participants, for each chatbot version, who made at least 1 quit attempt (defined as going 24 hours without smoking a cigarette) in the week before engaging in the conversation and in the week after the conversation. It should be noted that our evaluation of MIBot v4.7 did not include a survey for the number of quit attempts before the conversation.

Table 9 shows the count of participants who, after talking to the chatbot, reduced the number of cigarettes they smoke as
well as those who did not reduce the number of cigarettes they smoke. The binary result of reduce/did not reduce was determined by setting the result to reduce if any one of the conditions listed in Figure S2 in Multimedia Appendix 2 was selected.

Table 8. Participants who made quit attempts before and after the conversation.

<table>
<thead>
<tr>
<th>Version</th>
<th>Participants with preconversation quit attempt, n (%)</th>
<th>Participants with postconversation quit attempt, n (%)</th>
<th>P value (from Fisher exact test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIBot v4.7 (n=52)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>18 (35)</td>
<td>N/A</td>
</tr>
<tr>
<td>MIBot v5.0 (n=98)</td>
<td>38 (39)</td>
<td>33 (34)</td>
<td>.55</td>
</tr>
<tr>
<td>MIBot v5.1 (n=99)</td>
<td>26 (26)</td>
<td>25 (25)</td>
<td>.99</td>
</tr>
<tr>
<td>MIBot v5.2 (n=100)</td>
<td>40 (40)</td>
<td>38 (38)</td>
<td>.88</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

Table 9. Count of participants who reduced the number of cigarettes they smoke as well as those who did not reduce the number of cigarettes they smoke.

<table>
<thead>
<tr>
<th>Version</th>
<th>Reduced smoking after talking to the chatbot, n (%)</th>
<th>Did not reduce smoking after talking to the chatbot, n (%)</th>
<th>P value (from 2-sample proportion test [z test] against MIBot v4.7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIBot v4.7 (n=52)</td>
<td>37 (71.2)</td>
<td>15 (28.8)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>MIBot v5.0 (n=98)</td>
<td>68 (69.4)</td>
<td>30 (30.6)</td>
<td>.82</td>
</tr>
<tr>
<td>MIBot v5.1 (n=99)</td>
<td>67 (67.7)</td>
<td>32 (32.3)</td>
<td>.66</td>
</tr>
<tr>
<td>MIBot v5.2 (n=100)</td>
<td>74 (74)</td>
<td>26 (26)</td>
<td>.70</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

**CARE Measure**

Table 10 provides means and SDs for the CARE survey for each version of the chatbot as well as the results of comparisons between each version and MIBot v4.7.

Table 10. Consultation and relational empathy measure.

<table>
<thead>
<tr>
<th>Version</th>
<th>Mean (SD)</th>
<th>P value (from the Welch t test against MIBot v4.7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIBot v4.7</td>
<td>31.5 (9.6)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>MIBot v5.0</td>
<td>33.1 (9.1)</td>
<td>.24</td>
</tr>
<tr>
<td>MIBot v5.1</td>
<td>35.3 (9.4)</td>
<td>.02</td>
</tr>
<tr>
<td>MIBot v5.2</td>
<td>36.2 (9.1)</td>
<td>.004</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
Did Ambivalence Change and in What Direction?

Table 11 presents the counts of participants who were classified as (1) moving in the direction toward quitting, (2) moving toward smoking, or (3) staying the same, as described in the Determining Whether Ambivalence Moved Toward Quitting or Smoking subsection. Across all 4 chatbot versions, none of the values in each class were statistically significant. Multimedia Appendix 5 provides the classification for each participant and the raw data upon which the classification was based.

Table 11. Counts of quit, smoke, and same ambivalence classes.

<table>
<thead>
<tr>
<th>Version</th>
<th>Toward Quit class, n (%)</th>
<th>Toward Smoke class, n (%)</th>
<th>Stayed Same class, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIBot v4.7 (n=52)</td>
<td>17 (32.7)</td>
<td>2 (3.8)</td>
<td>33 (63.5)</td>
</tr>
<tr>
<td>MIBot v5.0 (n=98)</td>
<td>26 (26.5)</td>
<td>1 (1)</td>
<td>71 (72.4)</td>
</tr>
<tr>
<td>MIBot v5.1 (n=99)</td>
<td>20 (20.2)</td>
<td>4 (4)</td>
<td>75 (75.8)</td>
</tr>
<tr>
<td>MIBot v5.2 (n=100)</td>
<td>30 (30)</td>
<td>6 (6)</td>
<td>64 (64)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The long-term goal of this work is to evolve a chatbot to have an impact on a smoker’s readiness to quit smoking, with a focus in this study on whether generative reflections can improve chatbot efficacy. Although the readiness ruler measures 3 attributes—confidence, importance, and readiness—the confidence measure (which relates to self-efficacy) most successfully predicts quitting success. The more confident someone is, the more likely they are to make a quit attempt and succeed [45-47]. Table 4 shows that all 4 versions of the conversation achieved a statistically significant improvement in confidence 1 week after the conversation took place. The average increase in confidence ranged from 1 to 1.3 on an
11-point scale. This finding is consistent with that of He et al [19] who found that a short chatbot intervention about smoking cessation can have a significant impact on quitting intentions and behaviors. In addition, although the average increase is greater for the later versions (MIBot v5.0 through MIBot v5.2), these are not statistically significant changes between versions of the chatbot (eg, \( P=0.43 \) for MIBot v5.2 vs MIBot v4.7).

Although we hypothesized that generative responses that are specific to what a smoker says would lead to better outcomes, this result suggests that simply asking questions is sufficient to evoke most of the impact on confidence that we observed. However, there is some evidence to suggest that the improvements to the conversation beyond MIBot v4.7 (ie, generative reflections and extended dialogue) had a positive impact on participants’ readiness to quit with respect to increases in importance and readiness (refer to Tables 5 and 6, which show that MIBot v5.2 is the only version associated with significant increases in these attributes). In addition, the perceived empathy of MIBot v5.2 is significantly greater than that of MIBot v4.7 (Table 10). This makes intuitive sense because a response that addresses what a person says should be perceived as more empathetic than a response such as “Thank you for answering.” Our result contrasts the finding of He et al [19] of no significant difference in perceived empathy between a chatbot that performs MI and one that does not. It is possible that the use of generative reflections (vs the scripted reflections and responses of the study by He et al [19]) is the cause of the difference.

A study by Bikker et al [48] showed that a smoking cessation conversation by human practitioners received a high score on the CARE survey, that is, 46 (with 48% of the nurses achieving a perfect score), which is much higher than the score achieved by MIBot v5.2, that is, an average of 36 (with only 3/100, 3% of the interactions receiving a perfect score). Thus, although much of the benefits for confidence in quit readiness can be attributed to simply asking MI questions, there may be other benefits related to producing generative responses and reflections for importance and readiness, as well as the perceived empathy of the chatbot. These findings are encouraging and support further evolution of this capability.

**Recruitment and Demographics**

The demographic characteristics of participants in our study (Multimedia Appendix 3) notably differ from those of participants in prior MI intervention studies in 2 ways. First, their mean age (ie, 30 years) is somewhat lower than that of participants in prior studies of human-to-human MI interventions (ie, 35 years) [49]. Second, we balanced our sample of men and women, whereas in many MI studies, approximately 68% of the participants tend to be women [49].

Third, based on the HSI survey (Table 3), participants in our study tended to smoke fewer cigarettes (ie, a mean of 10.8 cigarettes daily) than participants in studies of human-to-human MI interventions (ie, 16 cigarettes on average) [49]. These findings suggest that the participants in our study are younger and overall lighter smokers than those in typical MI studies.

Figure 3 and Table 2 show the number of participants entering each study and the number of exits from the study. The last but one column (“Did not pass the second screen described in the Preconversation Surveys and Screening subsection”) of Table 2 shows that many of the participants (168/349, 48.1%) did not meet the secondary screening criteria: that they were confident that they could quit smoking and thought that doing so was important. Carpenter et al [50] show that, globally, 20% of smokers are in a similar state, already motivated to quit. It may be that the younger demographic of this study accounts for this difference.

**Quit Attempts and Reduction of Smoking**

The number of quit attempts related to interacting with each version of the chatbot did not significantly change from the week before the conversation to the week after (Table 8). However, the percentages of participants who attempted to quit across all versions were in the 25% (25/99) to 40% (40/100) range, much higher than the 11% that has been reported occurring 4 to 8 weeks after human MI interventions [49]. This difference in quit attempts may be related to the demographic differences we observed in our sample compared with those in other MI studies. We speculate that the groups in our studies were more likely to make quit attempts because they are a younger and less addicted population, as discussed in the Recruitment and Demographics subsection.

Across all conversations, Table 9 shows that a large fraction of the participants (246/349, 70.5%) did make some kind of smoking reduction attempt—meaning that they checked one of the boxes in Figure S3 in Multimedia Appendix 2. However, the differences in percentages were not significant among the different groups and chatbot versions.

**Resolution of Ambivalence**

We used an alternative measure of the chatbot’s impact by classifying participants, based on their ambivalence status, as moving toward quitting, moving toward smoking, or staying the same. There was no significant difference among the chatbot versions in the percentage of participants belonging to each category (Table 11).

It is possible that the participants who resolved their ambivalence toward quitting were just ready to do this and were going to do it anyway or that the conversation was just the push they needed to go there.

It is important to consider the possibility that the 3.7% (13/349) of the participants who resolved their ambivalence to continue smoking were hurt by the interaction with the chatbot. We manually reviewed each of these conversations, and for 85.1% (297/349) of the conversations, we did not see evidence of harmful statements made by the chatbot that could have contributed to this resolution. For the other 14.9% (52/349) of the conversations, the chatbot produced poor reflections, which may have caused participants to be less likely to quit or to believe that they had less of a chance to do so; for example, in response to a participant expressing the idea that quitting cold turkey was their best approach to quitting, the chatbot responded, “A smoker can’t really do that,” which is quite inappropriate.
Limitations

Our findings should be considered in the context of several limitations. First, the self-reported measures used in our study to evaluate the various chatbot versions (ie, readiness ruler, HSI survey, CARE measure, self-reported cigarette consumption, and change in smoking behavior) are potentially less accurate than a clinician-administered survey. Research suggests that participants in health studies tend to underreport unhealthy behaviors and overreport intentions to improve [51]. This tendency may account for some differences in smoking behaviors observed between our sample and other MI studies (eg, quit attempts). In addition, the data suggested that the metric number of quit attempts was interpreted differently by different participants; therefore this metric is not particularly reliable.

Furthermore, participants were informed that the aim of the conversation was to help improve the chatbot, which may have led them to respond in what they believed to be a desirable way after the conversation, rather than expressing their true feelings. Participants recruited in this study were also financially compensated, contingent on a review of their responses, which may have led them to agree with statements on the surveys even when they disagreed (ie, acquiescence bias [52]). Although such tendencies would apply to all chatbot versions (and not apply to comparisons among them), they limit the conclusions drawn about pre- to postconversation comparisons. Nevertheless, 1 purpose of the survey administered 1 week later was to give participants time to forget their answers to the initial surveys and to see whether the impact persists over time.

Of the 654 participants who accepted and consented to the study, 105 (16.1%) did not finish the entire study. We speculate that this dropout was caused by several factors: some of the participants may have realized that they were unwilling to discuss their smoking addiction, whereas others may have encountered technical difficulties or became distracted by other tasks because they worked from their own homes.

There is also variance in characteristics among the populations in our chatbot versions. This effect is known as the cohort effect [53] and can be seen in Tables 5 and 6 where we see variation in participant starting values on the readiness rulers. Each population sample has different characteristics and thus has different starting values. This makes comparison among studies difficult because we lose relative significance. In this study, the iterative nature of the chatbot motivated evaluations at different temporal periods. However, to draw appropriate conclusions about the impacts of different versions, future research should randomize smokers to interact with one of the various versions, or with a control in a randomized controlled trial, to eliminate such cohort effects.

Conclusions

In this paper, we have presented a scientific and engineering framework for measuring the effect of an automated conversation on a smoker’s readiness to quit smoking. Using this framework, we evaluated how 4 versions of the conversation affected this readiness. We found that simply asking relevant questions about smoking was sufficient to confer benefits on the confidence attribute of the readiness ruler, whereas generated reflections may additionally increase other readiness attributes, while making the chatbot appear more empathetic.

Moving forward, we propose 2 avenues for future progress. First, we intend to design a more complex, longer conversation that uses more aspects of a clinician-delivered MI conversation. We hypothesize that a longer, more nuanced interaction will help to invoke more contemplation in participants. Second, we intend to improve the quality of the reflections generated. More recent models such as GPT-3 [14], ChatGPT [26], and GPT-4 [54] have been shown to be very powerful natural language generating machines, and these capabilities may be leveraged in service of generating more effective responses and reflections, with more clinical impact. If future versions of the chatbot are capable of achieving outcomes comparable with those achieved by human-delivered MI, their widespread delivery has strong potential to help smokers quit smoking sooner, perhaps preventing illness and even loss of life.
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Abstract

Background: Digital health technology is a promising way of supporting health care providers and family caregivers as they care for patients with cognitive impairment.

Objective: This scoping review aimed to portray the use of digital health technology to assist health care providers and family caregivers in caring for patients with cognitive impairment who live in the community or in a facility.

Methods: We conducted a scoping review of peer-reviewed scientific articles available in MEDLINE, PsycINFO, Scopus, and CINAHL with Full Text, as well as gray literature available in preprint servers, theses depositories, and various national and international dementia organizations’ websites. The search yielded 975 articles, of which we included 7 (0.7%) in the review.

Results: Of the 7 interventions included in the retrieved manuscripts, 2 (29%) were digital calendar reminder systems to support activities of daily living and medication management; 2 (29%) were apps on tablet devices to simulate the presence of family before therapy interventions; 1 (14%) was a social robot used in therapeutic sessions to include elements of musicotherapy, reminiscence, cognitive games, and relaxation; 1 (14%) was a commercially available computer system that provides access to various recreational leisure activities; and 1 (14%) was a web-based self-management support system that helps family caregivers to deal with behavior changes in a relative with dementia. Of the 7 articles, only 1 (14%) reported on the use of a behavior change theory, namely a comprehensive process model of engagement coupled with cognitive stimulation therapy.

Conclusions: Literature on the topic is scarce, recent, and heterogeneous. There is a clear need for a theoretical framework to conceptualize and govern the use of behavior change models that incorporate technology for patients with cognitive impairment.

(JMIR Ment Health 2023;10:e40330) doi:10.2196/40330
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Introduction

Background

The aging of the population will intensify in the coming decades, increasing the prevalence of disease and disability, in particular, the impairment of cognitive functions [1]. In Canada, for example, approximately 1 in 4 seniors aged ≥85 years have been diagnosed with dementia [2]. The growing number of people with cognitive impairment will result in high demands on health care systems. Cognitive impairment reduces the quality of life of older adults and increases the risk of dementia and mortality [3,4]. In this paper, the term cognitive impairment refers to the various etiologies known to characterize cognitive impairment, such as vascular conditions, neurological conditions, and stroke. The ability of people with cognitive impairment to retain information, learn new things, or concentrate is impaired, leading to a decrease in autonomy and independence and poor social participation. Cognitive impairment affects the patients and those around them, particularly family caregivers and the health care professionals providing care to alleviate the condition [5,6]. Family caregivers’ activities require a constant connection to the person with cognitive impairment and the activities they require to perform to function and live safely (eg, maintain a career, home, and family life). The burden experienced by people taking care of a person with cognitive impairment is associated with an adverse emotional state and can be more substantial in terms of physical sequelae and financial and social consequences [7].

Responsible health and social systems should support caregivers to help maintain persons with cognitive impairment in their homes for as long as possible. From the health care provider’s perspective, the delivery of quality patient-oriented care seems to be determined by their ability to understand the particular care and heterogeneous communication needs of people with cognitive impairment [8,9]. Digital health technology is a promising way of supporting patients with cognitive impairment in that technology can be an enabler of behavior change in patients, family caregivers, and health care professionals. One could imagine how technology may foster communication among users (patients, caregivers, and care providers) and affect daily routines among all stakeholders. This paper examines the use of digital health technology as a plausible way of supporting health care providers and family caregivers as they care for people with cognitive impairment. According to the US Food and Drug Administration, digital health technologies “use computing platforms, connectivity, software, and sensors for health care and related uses” [10]. Digital health technology has been deemed valuable and efficient in supporting health care providers and family caregivers in different populations, such as children with special health care needs [11], patients undergoing hematopoietic cell transplantation [12], and patients with Parkinson disease [13], as well as patients requiring cardiovascular care [14], pulmonary rehabilitation [15,16], mental health rehabilitation [17], and cognitive rehabilitation [18]. Digital health technology faces challenges at individual and system levels, such as lack of presence and in-person contact [19] as well as ethics and data governance [20]. The design of a digital health technology for patients with cognitive impairment is itself challenging because of their complex needs and because they may be in no condition to engage in the design processes. Creative technologists should be aware of the importance of actively including the end users in the design process [21] and that the involvement of end users with cognitive impairment can be a complex task [22], which is even more critical when older adults are the end users [23]. When designing a digital health technology that persons with cognitive impairment will use, the task is cumbersome for many reasons related to awareness about their health needs, knowledge of potential ideas based on technology, and level of technology literacy.

In practice, digital health technology is understudied in people with cognitive impairment, family caregivers, and health care providers. This paper focuses on information and communication technologies deployed with or without additional digital technologies to look more closely at digital health technology that claims to support health care professionals and family caregivers caring for patients with cognitive impairment by providing them with digital support and a sense of presence using technologies such as, but not limited to, anthropomorphic agents, digital tools, robots, apps, and multimedia systems. The typical intervention sought in this review would be based on technology that allows digital dyadic communication between patients with cognitive impairment and their health care providers and family caregivers.

Objectives

In this paper, we aimed to depict the use of digital health technology to assist health care professionals and family caregivers in caring for patients with cognitive impairment who live in the community or in a facility. Recent literature portraying available technology applications to support the informal caregiver of a person with cognitive impairment showed the impact of technology in reducing the caregiver’s burden and the patient’s social isolation [24]. According to the literature, social support is still needed to improve the adherence and effectiveness of digital health technology–enabled telerehabilitation [25]. Although studies show an impact of technology on occupational performance and quality of life in community and health care settings [26,27], more research on the impact of digital health technology settings [26,27] and users’ existing knowledge and informational needs [25,27] as well as feasibility and acceptability [25] is needed. Furthermore, Bell et al [28] advocate for including motivational frameworks and behavior change interventions in digital health intervention development, increasing service engagement in young people and lived experience involvement in digital intervention development. The objectives of this paper were to (1) identify which digital health interventions were tested in patients with cognitive impairment, health care professionals, and family caregivers, as well as the associated behavior change strategies; (2) identify the behavior change theories involved in the included literature that relates to patients, health care providers, and family members; (3) provide an overview of the effects of these interventions on patients with cognitive impairment, health care professionals, and family caregivers; and (4) identify and comprehend the benefits, challenges, and influencers of using the digital health technology to assist health care professionals.
and family members caring for patients with cognitive impairment.

**Methods**

**Design**

We performed a scoping review of peer-reviewed scientific articles following the recommendations of Arksey and O’Malley [24] and Levac et al [25]. We followed the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) guidelines [26]. Information was extracted from the included manuscripts using customized calibrated forms that were tested by the team before their use. Data charting was performed by 1 coauthor per paper and was validated by a second team member. There was no consultation exercise at the end of this scoping review.

**Search Strategy**

The dementia and cognitive impairment search concept was adapted from the Cochrane Dementia and Cognitive Improvement group [27]. To develop the search strategy, a health sciences librarian (CM) consulted with the team (MAC, FO, RU, and MC). Using a combination of controlled vocabulary and keywords, the team developed search concepts for telepresence and behavior changes (Multimedia Appendix 1). The telepresence search concept incorporated Medical Subject Headings (MeSH) terms and keywords representative of robotics and telecommunications, including the MeSH terms Artificial Intelligence, Human-Robot Interactions, Self-help Devices, Wearable Electronic Devices and Robotics. The behavior changes concept included the MeSH terms Health Behavior, Self-control, Self-examination, and Health Risk Behaviors. In addition, we excluded articles indexed as child or infant only and limited them to English.

To locate gray literature, the librarian searched in preprint servers, theses depositories, and various national and international dementia organizations’ websites with the keywords dementia or cognitive impairment and technology. The search extraction took place in April 2021 in the following databases: MEDLINE (Ovid; 1946-2021), PsycINFO (Ovid; 1806-2021), Scopus (1970-2021), and CINAHL with Full Text (EBSCOhost; 1981-2021). All records were exported to EndNote (version X9; Clarivate), and duplicates were removed [29]. The screening process was completed in Rayyan software [30].

**Inclusion and Exclusion Criteria**

To be included, the articles had to be written in English and present original qualitative or quantitative empirical data related to the use of a digital health technology (eg, a mobile app or a telepresence robot) to support health care delivery, family caregiving, and behavior change in patients with cognitive impairments. The articles had to refer to a part of, or an entire, behavior change approach and the related qualitative and quantitative instruments used to measure a patient’s behavior change, with reference to the behavior change technique taxonomy formulated by Michie et al [31]. The included articles had to be focused on adults with cognitive impairment (eg, dementia, traumatic brain injury, or stroke) and their health care providers and family caregivers. Search results reporting on surveys, technical development, perspectives, and literature reviews were excluded. Two independent reviewers performed the study selection. An article had to be judged relevant by both reviewers to be included. A third reviewer was consulted when the 2 first reviewers could not reach a consensus.

**Study Selection Process**

The search yielded 975 articles, with 726 (74.5%) remaining after duplicates were removed (Figure 1). After screening titles and abstracts, of the 726 articles, 66 (9.1%) were retained and read in their entirety to determine eligibility. As a result, 89% (59/66) of the articles were rejected for various reasons (Figure 1). Thus, of the initial 975 articles, 7 (0.7%) were finally included in this scoping review.
Data Extraction and Data Analysis

We gathered and charted the following information: the technology-enabled presence and telepresence interventions; technology used; profiles of the patients with cognitive impairment, family caregivers and health care professionals; outcome measures; intervention outcomes; and barriers to intervention implementation. Information about the factors affecting the success of digital health technology implementation was extracted from the discussion and limitations sections of the retrieved manuscripts and underwent thematic analysis. Two reviewers independently extracted the data, and all team members revised the extracted information and adjusted or completed the extraction if necessary. After a series of iterations and content validation, we charted the data and presented them in a tabular format in Microsoft Excel 2016.

Results

Characteristics of the Included Studies

The included studies were published between 2012 and 2020 in the United States (2/7, 29%), Canada (1/7, 14%), Mexico (1/7, 14%), Sweden (1/7, 14%), the Netherlands (1/7, 14%), and Japan (1/7, 14%). Of the 7 studies, 6 (86%) were peer-reviewed research articles, and 1 (14%) was a thesis presented to obtain the degree of doctor of occupational therapy [32]. Of the 7 manuscripts, 6 (86%) presented qualitative and quantitative information from small-scale empirical studies involving 2 to 18 participants in each profile studied (patients with cognitive impairment, health care providers, and family caregivers) [32-37]. The manuscripts centered around adults and older adults with Alzheimer disease, dementia, and Parkinson disease dementia living in various settings, such as geriatric residence, memory care unit, and home. Only 14% (1/7) of the studies presented data from a randomized controlled trial involving 81 family caregivers [38].

Digital Health Interventions: Characteristics and Outcomes

Table 1 describes the included digital health interventions and their effects on patients with cognitive impairment, health care professionals, and family caregivers. As per the objective of the scoping review, the included manuscripts presented data from interventions targeting patients and health care providers (3/7, 43%) [33-35]; patients and family caregivers (1/7, 14%) [32]; patients with cognitive impairment, health care providers, and family caregivers (2/7, 29%) [36,37]; and family caregivers only (1/7, 14%) [38].

The included studies involved the following presence and telepresence interventions, all detailed in Table 1:

- Two digital calendar reminder systems to support activities of daily living [33] and medication management [36]
- Two apps on tablet devices to simulate the presence of family before therapy interventions [35] and to reduce agitations and support caregivers’ education [32]
- A social robot used in therapeutic sessions to include elements of musicotherapy, reminiscence, cognitive games, and relaxation [34]
- A commercially available computer system that provides access to various recreational leisure activities to encourage the engagement of people with dementia in activities and social interactions [37]
- A web-based self-management support system that helps family caregivers deal with behavior changes in a relative with dementia [38]
Table 1. Intervention description and effects on patients with cognitive impairment, health care professionals, and family caregivers.

<table>
<thead>
<tr>
<th>Technology used</th>
<th>Intervention description</th>
<th>Patients</th>
<th>Health care professionals</th>
<th>Family caregivers</th>
<th>Outcome measure</th>
<th>Outcome</th>
<th>Reference number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital calendar with active reminders to support activities of daily living—description: RemindMe, a digital calendar developed to support people with cognitive impairment that includes three core functions: (1) scheduling of activities and customizing reminders in a user-friendly digital calendar, (2) active confirmation of reminders sent by SMS text message requiring users to acknowledge the prompt actively by responding to the SMS text message, and (3) a feedback system that registers information based on the user’s interaction; use: stand-alone</td>
<td>Patients received an individualized introduction, a written manual, and individual weekly conversations for 2 months with follow-up assessments after 2 and 4 months. All occupational therapists received training. The patients received rehabilitation as usual at the rehabilitation clinic together with structured support in the use of RemindMe as a support for memory and to plan and structure activities of daily living; setting: rehabilitation clinics in Sweden, who had cognitive impairment and needed support with planning, organizing, and remembering to perform activities of daily living: rehabilitation clinics</td>
<td>Eight patients (6 women) with a median age of 58 (range 26-68) years from 3 rehabilitation clinics</td>
<td>Seven female occupational therapists, specialists in rehabilitation for people with neurological impairments in primary care, with 2 to 25 years of experience; 5 had a bachelor’s degree in occupational therapy, and 2 had a bachelor’s degree with 1 year’s postgraduate education; all were experienced in using digital health technology for their patients, but no one was specialized in developing information and communication technologies</td>
<td>N/A^a</td>
<td>• Patient satisfaction (assessed with QUEST 2.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Field notes (patients’ opinions or interests or intentions)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Logs in the calendar</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Interviews with occupational therapists (appropriateness, patient ability, implementability, and fit of RemindMe within the infrastructure)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Data regarding the cost for patients to use RemindMe</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Acceptability: +^c</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Demand: +</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Implementation: challenges</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Practicality: challenges</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Integration: +</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^a N/A: Not applicable
<table>
<thead>
<tr>
<th>Technology used</th>
<th>Intervention description</th>
<th>Patients</th>
<th>Health care professionals</th>
<th>Family caregivers</th>
<th>Outcome measure</th>
<th>Outcome</th>
<th>Reference number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social robot Eva—description: an assistive anthropomorphic robot used in therapeutic sessions to include elements of musicotherapy, reminiscence, cognitive games (complete with wisdom sayings), and relaxation; use: stand-alone</td>
<td>Cognitive stimulation therapy that aims to actively mentally stimulate people with dementia through cognitive activities and reminiscence, multisensory stimulation, and group social contact. The cognitive stimulation therapy included a set of therapeutic sessions conducted by the robot Eva. The study was conducted in a lounge of the geriatric residence where all participants live; setting: nursing home</td>
<td>Nine people (6 women) with dementia living in a geriatric residence, aged between 74 and 95 (mean 83.77, SD 8.13) years</td>
<td>Six caregivers (4 women) participated in the study; they had an average of 3.2 years of experience as caregivers in a geriatric residence</td>
<td>N/A</td>
<td>• Frequency and intensity of problematic behaviors (assessed with the NPI-NH[^3])</td>
<td>• Decrease in frequency and intensity of problematic behaviors, agitation, depression, delusion, apathy, and irritability (^4)</td>
<td>[34]</td>
</tr>
</tbody>
</table>

| Tablet device (large screen size to accommodate potential visual impairment)—description: tablet-simulated presence therapy intervention; use: human enacted | Family caregivers asked to self-record a personalized 1-minute video based on how they would typically communicate with the study participant. Family videos are recorded either directly into the tablet device on the unit or at home using a personal device and later uploaded to the tablet device. Content tailored to help with particular challenges (eg, medication refusal and responsive [aggressive] behaviors); setting: hospital | Four hospitalized older adults (3 women) with dementia, aged 69 to 80 years. They had different types of diagnoses, including Alzheimer disease, vascular dementia, and Parkinson disease dementia | Two experienced full-time nurses who had basic training in dementia care. One had practiced 14 years in dementia care, and the other had 18 years of experience | N/A | • Filmed footage and interviews | | [35] |

[^3]: NPI-NH: Neuropsychiatric Inventory—NH
[^4]: N/AS: Six caregivers (4 women) participated in the study; they had an average of 3.2 years of experience as caregivers in a geriatric residence
[^5]: N/AT: Two experienced full-time nurses who had basic training in dementia care. One had practiced 14 years in dementia care, and the other had 18 years of experience

<table>
<thead>
<tr>
<th>Technology used</th>
<th>Intervention description</th>
<th>Patients</th>
<th>Health care professionals</th>
<th>Family caregivers</th>
<th>Outcome measure</th>
<th>Outcome</th>
<th>Reference number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tablet device—description: apps for reducing agitations and supporting caregivers’ education; use: human enacted</td>
<td>Tablet device–based program for family caregivers’ education and reducing problem behaviors in older adults with cognitive impairments. Four apps were used for the agitation-reduction component of the program. For the educational component, meetings or email correspondence with family caregivers occurred to discuss important information about dementia and how to interact with people with dementia; setting: care unit</td>
<td>Five older adults with dementia</td>
<td>N/A</td>
<td>Eight family caregivers receiving educational information; data were only collected from 6 of the participants</td>
<td>Participants’ scores on the Agitated Behavior Scale</td>
<td>Interviews</td>
<td>[32]</td>
</tr>
<tr>
<td></td>
<td>Five older adults residing in the MCU, aged ≥50 years</td>
<td>Seven health care professionals in the MCU, aged ≥18 years, interact directly with the individuals in the MCU</td>
<td></td>
<td></td>
<td>Interviews with health care professionals and family caregivers</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Health care professionals and family members reported benefits for residents, such as enjoyment, interactions and connections with others, and mental stimulation (+)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology used</td>
<td>Intervention description</td>
<td>Patients</td>
<td>Health care professionals</td>
<td>Family caregivers</td>
<td>Outcome measure</td>
<td>Outcome</td>
<td>Reference number</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------------------</td>
<td>----------</td>
<td>---------------------------</td>
<td>-----------------</td>
<td>----------------</td>
<td>---------</td>
<td>-----------------</td>
</tr>
<tr>
<td>A computer system designed for older adults in community settings—description: a commercially available system that encourages the engagement of people with dementia in activities and social interactions by providing access to various recreational leisure activities; use: human enacted</td>
<td>Four family caregivers of older adults living in the MCU, aged ≥18 years, who have visited their relative residing in the MCU at least monthly in the year preceding the study</td>
<td>Four family caregivers of older adults living in the MCU, aged ≥18 years, who have visited their relative residing in the MCU at least monthly in the year preceding the study</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The system was made available for use, as part of a 6-month study, in a 26-apartment MCU for people with mild-to-severe dementia. The system was placed in the dining room of the MCU and was used there by health care professionals. It was wheeled into a side room or resident’s room by the researchers for individual sessions; setting: care unit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>If participants did not find any difficulty using the device, the device and its use were customized. Customized conditions included medication loaded into the device, loading schedule, location in the home, time of the alarm, and other individual considerations. The caregivers monitored device use during the first week of its use. They were asked to provide minimal assistance to users in using the devices (only when required); setting: home care ad community care</td>
<td>A total of 18 older adults (15 women) with dementia (mean age 81.2, SD 6.2, years), living at home, with a history of missed medication doses, overdoses, or need for verbal reminders to take medication once or more during a week</td>
<td>Eight caregivers and visiting nurses</td>
<td>Ten family members living separately</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Self-administration medication rate is defined as the ratio of the number of doses taken independently to the number of all prescribed doses during 1 week. Open questioning of users and their caregivers</td>
<td>• Self-administration medication rate during 1 week showed improvement at 3 months (13/18 users; +)</td>
<td>• Reminder devices can improve medication adherence (+)</td>
<td>• Caregivers reported maintenance of normal blood pressure, reduction of caregivers’ burdens, and decreased care costs (+)</td>
<td>• Users reported gaining self-confidence and success at learning the skills necessary to use the device (+)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based self-management support—description: web-based self-management support intervention to help family caregivers deal with behavior changes in a relative with dementia; email contact of a specialist dementia nurse and web-based videos and e-bulletins; use: human enacted</td>
<td>A total of 81 family caregivers (partner or relative) of people with dementia who live at home. They had contact with the person with dementia at least once a week</td>
<td>A total of 81 family caregivers (partner or relative) of people with dementia who live at home. They had contact with the person with dementia at least once a week</td>
<td></td>
<td></td>
<td></td>
<td>[38]</td>
<td></td>
</tr>
</tbody>
</table>
Family caregivers received 3 personal email contacts with a specialist dementia nurse (during 12 weeks). The nurse supported the family caregivers in managing behavior changes by giving feedback on assignments and tailoring support to the personal needs of the family caregivers. Other family caregivers received links to 6 web-based videos with assignments about different types of behavior changes, and they could choose how many videos they watched and assignments they completed. A third group of family caregivers received 6 e-bulletins containing practical information about different types of changes in behavior and how to manage them; setting: web based (caregiver support).

- Primary outcome variable (self-efficacy) was measured using the Trust in Our Own Abilities instrument, a questionnaire in Dutch.
- Presence and reaction scores for mood and behavior problems, measured by the Revised Memory And Behavioral Problem Checklist.
- Occurrence of disruptive behavior and family caregivers' reaction.
- Dyadic Relationship Scale used to assess relationship between person with dementia and family caregiver.

The web-based self-management support intervention involving email contacts did not lead to positive effects compared with web-based interventions without personal email contacts (–).

The medium intervention involving web-based videos and e-bulletins showed no statistical improvements compared with the minor intervention involving e-bulletins only (no significant change).

What Factors Influence Digital Health Technology’s Success in Assisting Health Care Professionals and Family Caregivers Caring for Patients With Cognitive Impairment?

Overall, using multiple methods and designs, the studies showed positive effects on patients with cognitive impairment, health care providers, and family caregivers (Table 1), without adverse effects on any digital health technology users. The studies reported some barriers faced by health care providers and family caregivers to implementing and using digital health technology.

Behavior Change Theories Involved in the Included Literature

The study by Cruz-Sandoval et al [34] was the only one reporting on using a behavior change theory, which consisted of applying a comprehensive process model of engagement and cognitive stimulation therapy. None of the other studies explicitly applied a behavior change theory.
Table 2. Benefits, challenges, and influencers of using digital health technology to support patients with cognitive impairment, health care professionals, and family caregivers.

<table>
<thead>
<tr>
<th>Benefits</th>
<th>Challenges</th>
<th>Influencers</th>
</tr>
</thead>
</table>
| Patient with cognitive impairment | • Engagement in the activity  
  • Habit forming [33]  
  • Gaining self-esteem, motivation, and “having something to which to look forward” [37]  
  • Technology replaced or augmented activities [37] | • Relevance and quality of the content  
  • Video content does not have to be older for residents to relate to it [37]  
  • Older content may be frustrating (“Residents were frustrated knowing they should recognize materials from a certain era but not being able to do so”) [37]  
  • Technical issues  
  • Technical issues and lack of user-friendliness of the system are frustrating for people with dementia [37]  
  • Improper operation of the device may be a reason for cessation [36]  
  • Patient-centered content  
  • Applications designed for the general population and ill-suited for patients with cognitive impairment [37]  
  • Gaming stations not suited to disease-related disabilities (eg, wheelchair vs access to station and station height) [37] | • Planning and delivery of activities  
  • Whether the system was used one-on-one or in a group (intervention would probably be more beneficial in a one-on-one setting or small group) [37]  
  • Frequency of use [37] |
| Health care professional | • Support and resources  
  • Equipped, trained, and having access to educational resources [32]  
  • The use of technology, specifically the iPad, throughout the program provided an easy and convenient way to deliver both interventions and education [32] | • Workload  
  • Weekly telephone calls during a more extended period can become time consuming and problematic to implement in practice [33]  
  • Telephone calls might reveal other, new, problems, and therefore frequent telephone calls can be problematic to implement in daily practice [33]  
  • Lack of resources, especially time and personnel [37]  
  • Technology use  
  • The difficulty of keeping up to date with rapid technological development [33]  
  • Knowing how to use a tablet device and video applications [35]  
  • Not knowing how to use features or where applications were located [37]  
  • Limited previous experience in providing self-management support through email contacts [38]  
  • Attractiveness of content  
  • Boredom caused by limited content (too few episodes of television shows or movies) [37] | • Involvement and professional development  
  • Involvement as a facilitator and motivator [37]  
  • Instruction and increased awareness of the importance of the integrated use of the various elements in an intervention [38]  
  • Adding information about the apps and creating case studies [32]  
  • Quality of content and convenience of technology  
  • Service accessed from various computers [37]  
  • Convenience and availability of information and media [37]  
  • Collaboration with families to improve care [35] (ie, building video content)  
  • Sustainability  
  • Long-term use: the health care professionals would have everything they need in 1 place for both education and intervention purposes [32]  
  • Cost  
  • Apps can be downloaded for little to no cost [32] |
How Does Digital Health Technology Support Patients With Cognitive Impairment?

Although digital health technology encourages patients to participate in activities (videoconferencing and visualization of memories through photos and videos), they may encounter technical difficulties, find content less relevant than expected, and be less adapted to their conditions. The quality of activity planning seems to be a determinant of the success of digital health technology implementation.

How Does Digital Health Technology Support Health Care Professionals’ Work With Patients With Cognitive Impairment?

Although health care providers feel supported and resourceful when incorporating digital health technology into their interventions, they may face technical difficulties, find content less appealing than expected, and feel burdened by the increased workload. The success of digital health technology implementation seems to be influenced by health care providers’ active participation in the development and integrated use of the technology, collaboration with families, the technical quality of the digital health technology, and its convenience and cost.

How Does Digital Health Technology Support Family Caregivers of Patients With Cognitive Impairment?

Although family caregivers believe that their involvement in the therapy provided to their relative leads to a better relationship, they may require more support from, and collaboration with, health care providers. The success of digital health technology implementation seems to be influenced by family caregivers’ participation as active facilitators in the delivery of care, the ease of use of digital health technology, access to the internet, and the caregivers’ literacy and technology literacy.

Discussion

Principal Findings

This scoping review aimed to portray the use of digital health technology to assist health care professionals and family caregivers caring for patients with cognitive impairment who live in the community or in a facility. Literature on the topic is scarce, recent, and heterogeneous. Previous literature [39] explored the use of eHealth technologies as a plausible approach to supporting aging with cognitive impairment and identified cognitive training solutions and supportive web platforms as the most effective interventions on a limited number of outcomes. More research is needed to solve methodological difficulties observed in the current literature, according to Dequanter et al [39], and development should focus on solutions for leisure and reminiscence as well as outcomes directly relevant to independent living. Di Lorito et al [40] gathered evidence on the effectiveness of digital health interventions on physical, cognitive, behavioral, and psychological outcomes as well as activities of daily living in people with dementia and mild cognitive impairment. The authors recommend considering different modalities of supervision while administering digital health interventions. “A mix of remote and face-to-face delivery could maximize benefits and optimize costs,” according to Di Lorito et al [40]. This paper is the first literature review that gathers the available digital health technology to support health care professionals and family caregivers caring for patients with cognitive impairment and synthesizes the implementation outcomes of using these technologies in the community or in a facility. We were able to retrieve only 7 manuscripts, including...
6 (86%) peer-reviewed journal articles and 1 (14%) doctoral thesis, reporting on studies conducted over the last decade involving various technologies. Of these 7 studies, 4 (57%) reported on systems embedded into computers and tablet devices as gaming systems, self-management systems, and apps, whereas 3 (43%) reported on digital calendar reminder systems to support activities of daily living and medication management and a social robot used in therapeutic sessions. The interactions among patients with cognitive impairment, health care providers, and family caregivers identified in the included manuscripts were diverse and heterogeneous. Overall, the literature reported on the use of digital health technology to support bilateral interactions between patients and health care providers or between patients and family caregivers or a trilateral integration with support provided to all 3 groups, whereas 14% (1/7) of the studies reported on technology to support family caregivers only (people with dementia indirectly). The trilateral integration of technology complements the portrait presented by Huisman et al [41], who reported on technology targeting a person with dementia, the informal caregiver, or both.

Our scoping review indicates that the retrieved publications lack clarity regarding adopting a behavior change theory and associated model to carry out digital health technology intervention. Most (6/7, 86%) of the studies examined in this review did not include any explicit behavior change theory or model. The study by Cruz-Sandoval et al [34] was the only one reporting on using a behavior change theory, namely a comprehensive process model of engagement followed by cognitive stimulation therapy [34]. Two authors involved other theories such as activity theory [37] and simulated presence therapy intervention [35], but these are not behavior change models. The rest (4/7, 57%) of the articles did not mention any behavior change theory or model. This phenomenon can be explained by a lack of application of theoretical frameworks to conceptualize and govern the behavior change models that incorporate technology for patients with cognitive impairment. The shortcomings of using general theories and models for designing interventions aimed at this profile of patients with cognitive impairment were discussed in a recent scoping review of behavior change theories in adults without dementia [42].

The study aimed to adapt and develop a model promoting physical activity in people with dementia (the “PHYT in dementia”) [42] and presented an ad hoc model for the promotion of physical activity. Our scoping review indicates the direction that future studies may follow to eventually observe outcomes with a larger impact, that is, crafting a model that can be applied and replicated to inform the design of systems that support people with dementia to change their behavior.

Digital health technology can take multiple forms depending on the intervention it should deliver. It is important to note that only 14% (1/7) of the studies reported on implementing a robot as a conversational agent [34], and no other study presented another type of conversational agent, which can provide exciting opportunities for developing new ways of communicating with people with cognitive impairment. As other researchers have stated [43], implementing conversational agents to deliver interventions to people with dementia is still a poorly explored domain that deserves more attention and interdisciplinary work.

This knowledge gap creates a new quandary in using established theoretical frameworks (eg, behavior change theories in our case) when building and deploying digital health technology. Our findings show that the use of digital health technology may bring real-world evidence [34] that is not supported by existing theoretical frameworks. This gap in real-world evidence documentation is a whole understudied research question. One can wonder whether technology must be used to support the adoption of behavior change approaches or whether it is introducing a new strategy that may prove effective but has not yet been defined and theorized. This dilemma may also raise the fundamental question of the necessity for behavior change theories to assist health care professionals and family caregivers caring for patients with cognitive impairment. Digital health technology may be perceived as a novel technique that has shown effectiveness (real-world proof) but has yet to be conceptualized as a posteriori. In this context, Bell et al [28] emphasize the importance of including perspectives of young people and lived experience, motivational frameworks, and behavior change interventions in developing digital health solutions. Our scoping review revealed 2 critical factors to consider when comprehending digital health technology for patients with cognitive impairment. The first factor is the operation mode. Digital health technology can be designed to operate with, or independently of, other hardware or software. A technology that operates independently of other technologies is called a stand-alone technology, which is usually easier to learn and use than a non–stand-alone technology. The second factor is the number of users. Although some of the digital health technologies presented in the retrieved studies are considered stand-alone technologies, the interventions needed more support from others. Understandably, end users may need the support of others around them, especially when the end users are patients with cognitive impairment. Often, digital health technology is designed to enable family caregivers to access it, too, even if they are not required to act to deliver the intervention.

The design of technology and the inherent intervention seems critical in implementing and using digital health technology with end users. Di Lorito et al [40] recommend considering accessibility, acceptability, and sustainability for end users as prerequisites for the development of digital health interventions. Beyond exploring the effects of digital health technology on patients with cognitive impairment and their interaction with health care providers and family caregivers, this scoping review aimed to identify what determines the success of a digital health intervention. Design wise, only 29% (2/7) of the studies included in this review followed a user-centered design approach, despite the importance of such methodology when addressing a specific population with particular needs, namely patients with cognitive impairment [21-23]. A secondary observation from our scoping review is that designing a digital health technology for a patient with cognitive impairment necessitates collaboration with secondary stakeholders such as family caregivers and tertiary stakeholders from specialized institutions and clinics, in addition to actively and repeatedly involving the end user. Hung et al [35] followed a thorough user-centered approach involving patients and caregivers using video-ethnographic methods, video-recorded observations, and health care professionals’
interviews. Andreassen et al [33] validated the app with end users [44] and caregivers [45], but there is no explicit design process described. Including caregivers in the design is uncommon (in this scoping review, only a single study [35] did so) and represents a future research possibility. It is also important to note the complete absence of co-design and cocreation of solutions when this has been demonstrated to be a valuable methodology [46]. Co-design can be challenging for people with severe dementia or cognitive impairments, but it is still viable for people with less complex conditions as well as caregivers [47,48]. Because of their firsthand experience, caregivers can contribute to cocreating solutions for contexts they know well. This type of information is difficult to capture, formalize, and convey in interviews but is more naturally communicated and incorporated in cocreation endeavors.

**Strengths and Limitations**

The findings of this study contribute to filling a significant knowledge gap regarding the value of using emerging digital health technologies to assist health care professionals and family caregivers in caring for patients with cognitive impairment. Although the portrait is limited to 7 manuscripts, this scoping review presents many compiled results and recommendations based on the primary authors’ observations. This knowledge is one of the priorities identified in the literature over the last decade, and its importance has grown since the COVID-19 pandemic significantly affected the delivery of rehabilitation services. This paper has presented the evidence as of April 2021, and there may be ongoing yet unpublished research work applied to the COVID-19 context. Although the findings are helpful for pandemic-related decision-making, the presented findings were interpreted without regard for the pandemic. This review did not focus on addressing cognitive impairment from a therapeutic perspective, and we did not discuss the use of digital health technology as a clinical approach. Although it was built as exhaustive as possible, our search strategy may have lacked some terms; for example, we did not include critical MeSH terms such as Mobile Applications and Telemedicine because these were expected to yield the same manuscripts as search strings 1 to 6 (Multimedia Appendix 1). In addition, we planned to include only peer-reviewed articles, but we added a doctoral thesis because of the scarcity of articles. Therefore, we discourage hasty generalization of the results owing to the heterogeneity of the technologies and contexts of the interventions and the small number of manuscripts included.

**Conclusions**

This paper showed that despite a plethora of theoretical frameworks available on the use of behavior change models, there is an apparent lack of application of theories incorporating technology for patients with cognitive impairment. This scoping review depicted existing digital health technology to support health care providers and family caregivers while caring for patients with cognitive impairment and highlighted the lack of reliance on behavior change theories and models despite studies showing their positive effects on patients with cognitive impairment, health care providers, and family caregivers with no adverse effects on any digital health technology users. This scoping review depicted the benefits, challenges, and influencers of using digital health technology to support patients with cognitive impairment, health care providers, and family caregivers to bolster future research and implementation.
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Abstract

Background: There is a pressing need to create resources to promote mental health literacy among young people. Digital media is one of the methods that can be used to successfully promote mental health literacy. Although digital mental health resources are generally favorably perceived by young people, one of the essential factors in whether they choose to use these interventions is trust.

Objective: The objective of this study was to explore young people’s trust-related concerns about and recommendations for the cocreated mental health website “What’s Up With Everyone” by using TrustScapes. Our aim was to use the findings to improve the trustworthiness of the website and to inform future creators of web-based mental health resources.

Methods: In total, 30 young people (mean age 19, SD 1.509; range 17-21 years) participated in TrustScapes focus groups. Thematic analysis was carried out to analyze both the TrustScapes worksheets and audio transcripts.

Results: Qualitative analysis revealed that the mental health website contains elements perceived to be both trustworthy and untrustworthy by young people. The relatable and high-quality design, which was achieved by cocreating the website with a team of design professionals and young people, was considered to increase trust. Creators’ credibility also positively affected trust, but the logos and other information about the creators were recommended to be more salient for users. Suggestions were made to update the privacy policy and cookie settings and include communication functions on the platform to improve the trustworthiness of the website.

Conclusions: Factors perceived to be trustworthy included the website’s relatable, high-quality design and creators’ credibility, whereas those perceived to be untrustworthy included the privacy policy and cookie settings. The findings highlighted the significance of collaborating with end users and industrial partners and the importance of making the trust-enabling factors salient for users. We hope that these findings will inform future creators of web-based mental health resources to make these resources as trustworthy and effective as possible.

(JMIR Ment Health 2023;10:e38346) doi:10.2196/38346
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Introduction

Background

Overview

Mental health problems are increasing globally [1]. Mental ill-health is of particular concern for young people, as 20% of them face mental health issues in any given year [1], and 75% of mental health issues develop by age 24 [2]. The World Health Organization urges increased investment in mental health in all facets, including in mental health awareness, to promote mental health literacy [3]. Mental health literacy is defined as “understanding how to obtain and maintain positive mental health; understanding mental disorders and their treatments; decreasing stigma related to mental disorders; and, enhancing help-seeking efficacy (knowing when and where to seek help and developing competencies designed to improve one’s mental health care and self-management capabilities)” [4]. There is a pressing need to create resources to promote mental health literacy among young people.

Digital Mental Health

Digital media is one of the methods that can be used to successfully promote mental health literacy [5-7]. Advancement in digital technology allows mental health information to reach a wide and large audience. Web-based mental health resources have great advantages, such as accessibility, cost-effectiveness, instantaneity, and anonymity [8,9]. They can attract especially young people because such resources are favorably perceived by them and are effective for them [10,11]. According to a recent systematic review of studies from various countries, many young people have had experience in using web-based mental health resources and are prepared to use them [12]. For example, in the United Kingdom, approximately 70% of university students reported that they were confident in using a computer or telephone to seek information about mental health issues [13]. In the United States, 87% of young people aged 14 to 22 years have accessed health information via the web, and 90% of those who had experienced depressive symptoms reported accessing mental health information via the web [14].

Trust in Digital Health

Although digital mental health resources are generally favorably perceived by young people, one of the essential factors in whether they choose to use these resources is trust. Trust is defined as “a positive belief about the perceived reliability of, dependability of, and confidence in a person, object, or process” and is closely related to credibility [15]. It has been described as a relationship between a trustor and a trustee “with optimistic anticipation that the trustee will fulfill the trustor’s expectations” [16]. Trust is imperative in healthcare, as it is a crucial factor to promote health care access and improve treatment outcomes [17]. Trust is also of great importance when one decides whether to use a particular kind of technology [18] as it is “a precursor to successful and effective adoption, interaction and ongoing commitment in the digital space” [19]. Young people encounter an excessive number of web-based mental health resources, and thus, they face significant challenges in evaluating and selecting which resources to use [20]. As these resources vary largely in their accuracy [20], it is critical that the most informationally accurate web-based resources are perceived as trustworthy by the target users and thus selected for use.

Some factors are found to encourage or discourage users’ trust in digital health. Factors that positively affect trust in digital health resources include stakeholder engagement, creators’ credibility and reputation, validity of the information, fair data access, clear design, and ease of use [9,16,21]. More specifically, engaging stakeholders and taking their suggestions into account appears to be an important condition to increase trust in digital health [16]. In addition, stakeholders are more likely to trust digital health interventions created by public institutions (eg, universities and health services) than those created by private companies (eg, pharmaceutical companies) [16].

In contrast, factors that negatively influence trust in digital health include fear of data exploitation, concerns about privacy, poor information quality, inadequate publicity, excessive cost, and defective technology [9,16,21]. For example, end users find it difficult to trust some digital health systems owing to the fear of data exploitation from third parties [16]. Privacy is one of the major concerns for young people when they access digital mental health interventions [9,22,23].

Objective

The objective of this study was to explore young people’s trust-related concerns about the cocreated mental health website, What’s Up With Everyone (WUWE; refer to the Methods section for details). In addition, we asked young people to generate both realistic and idealistic recommendations to improve the trustworthiness of the website. We aimed to gain deep insight into young people’s perceptions about trust in the web-based mental health resource by using TrustScapes (refer to the Methods section for details). Our aim was not only to use the findings to improve the trustworthiness of the website but also to inform the future development of web-based mental health resources.

Methods

Ethics Approval

This study was approved by the research ethics committee of the University of Nottingham (application ID CS-2019-R30).

Participants

After obtaining approval, we recruited an independent sample of young people (ie, different from those who participated in the cocreation process) solely for the purpose of evaluating the website, by distributing flyers and posting the information on a web-based recruitment site. The flyers, containing the description of the study and the eligibility criteria for participation, were distributed via email to mental health organizations, high schools, colleges, and universities in the United Kingdom. As the target audience of the website is a diverse group of young people, we tried to recruit young people from diverse backgrounds to be inclusive and hear diverse opinions. The eligibility criteria for participation included the following: (1) English speaker living in the United Kingdom, (2) aged between 17 and 21 years at the time of recruitment.
and (3) has access to the internet and a computer or tablet. Potential participants were asked to submit the Expression of Interest form.

The WUWE Website

In this study, we explored what elements of the newly created mental health website, WUWE, young people would find trustworthy or untrustworthy, by using TrustScapes (refer to the following sections for details). The WUWE project is a campaign developed to promote mental health literacy among young people. It comprised a series of 5 short, animated films and a companion mental health website created with and for young people, in partnership with multiple award-winning independent animation studio, Aardman Animations.

The website contains information on 5 mental health–related issues commonly experienced by young people (ie, perfectionism, loneliness and isolation, independence, social media, and competitiveness), including the short films corresponding to these themes. The website also contains sections about where to seek help and about the creators, privacy policy, and links to social media. Full details of the project and context can be accessed on the website [24] and the UK Research and Innovation announcement [25]. In a 4-month media campaign following the launch of WUWE on February 8, 2021, the companion website alone attracted 33,100 users, with 44,000 sessions; 101,000 unique page views; 994,000 total page views; and 4500 returning users.

Stakeholder Engagement

The stakeholders (ie, young people) were actively involved throughout the project, contributing to the development, production, implementation, and evaluation, as recommended by Jirotka et al [26]. Details of how we cocreated the animated films with young people, including how the 5 themes were generated, are described in another paper [27]. Regarding the companion website, 5 mental health professionals with background in psychology or mental health nursing first wrote the text to describe each of the 5 issues. Young people who had been involved in the animation production process then provided feedback on the text (eg, length and complexity) during workshops. The text was revised multiple times until it was fully approved. Young people also provided feedback on the design and layout of the website to the Aardman production team. In the implementation stage, the young cocreators provided suggestions on public relations strategy, such as which influencers are suited for the media campaign. This paper reports the methods and results of the final evaluation stage, focusing on the findings from the TrustScapes focus groups [FGs].

TrustScapes

The TrustScapes Toolkit was used during FGs to capture young people’s trust-related concerns about and recommendations for the WUWE website. TrustScapes are part of the Fairness Toolkit, which was developed for the UnBias project, funded by the Engineering and Physical Sciences Research Council [28,29]. The Fairness Toolkit is aimed to raise awareness and facilitate a public civic dialogue about how algorithms shape web experiences and to reflect on possible changes to address issues of web fairness [30]. The TrustScapes Toolkit includes a worksheet (Multimedia Appendix 1), keywords (Multimedia Appendix 2), and sketches (Multimedia Appendix 3). The worksheet was cocreated by designers, stakeholders, and researchers through a series of workshops for the stakeholders, including the end users, to visualize their perceptions about data protection, web safety, and algorithmic bias and what they would like to see changed to make the web-based world fair and trustworthy. It is designed to capture both their feelings about the current situation and their dreams and ideals about what the digital world could or should be, in a dynamic and visual manner.

The following four questions are included in the worksheet:

1. Describe an experience of untrustworthiness you are concerned about.
2. Illustrate what is important to you about this experience.
3. How do you think these issues should be addressed by us?
4. Ideally, what would you like to see done?

Keywords and sketches, which had also been cocreated by designers, stakeholders, and researchers, were provided to inspire participants to complete the worksheet and prompt them to contribute their own drawings and insight. TrustScapes are highly interactive and used during FGs to discuss a specific topic (eg, algorithmic systems in mental health).

Procedure

Young people who confirmed their willingness to participate in the study received and submitted the consent form and a demographic questionnaire via email. A week before the TrustScapes FGs, participants received an email containing the TrustScapes worksheet, keywords, sketches, and the link to the WUWE website and were asked to familiarize themselves with the 3 documents and browse the website before the session. Participants were also asked to have a large piece of paper and a pen for completing the TrustScapes questions.

All TrustScapes FGs were conducted through the web via Zoom, as the United Kingdom was under COVID-19 restrictions at the time of the study. The TrustScapes FGs were moderated by 2 authors who specialize in psychology and digital technologies, and one of them has had substantial experience in facilitating TrustScapes FGs. The TrustScapes FG started with an ice breaker exercise, followed by a description of the TrustScapes methodology and the aims of the study.

A moderator showed the WUWE website to the participants by sharing their computer screen. Participants were asked to discuss trust-related concerns about and recommendations for the website on each page (ie, cookie pop-up, home page, about us, privacy policy, theme pages such as perfectionism, seeking help, and social media such as Instagram). Following the group discussions, participants were asked to complete the TrustScapes worksheet independently. Once all participants completed the TrustScapes worksheet, each participant presented their ideas to the whole group. Participants emailed their TrustScapes worksheet to the moderator after the session. Each session lasted for 1.5 hours and was audio-recorded and transcribed verbatim. Participants were compensated financially for their participation. A total of 6 TrustScapes FGs were conducted, and each session consisted of 3 to 7 participants. Data saturation became apparent,
with major trends being clear by the end of the sixth FG; thus, further sessions were not conducted.

**Data Analysis**

Thematic analysis was used to analyze the data collected from the TrustScapes worksheets and transcripts [31]. Thematic analysis has been used to understand young people’s opinions about a newly developed digital intervention [27,32]. Following the six phases of thematic analysis by Braun and Clarke [31,33], an author (1) became familiar with the content by reading and rereading the transcripts, (2) generated initial codes, (3) searched for themes, (4) reviewed the themes, (5) defined and named the themes, and later, (6) produced the report. Throughout the process, research meetings were conducted for debriefing and discussion among the authors.

**Results**

**Participant Characteristics**

In total, 30 young people (mean age 19, SD 1.509; range 17-21 years) participated in the study. More than 70% of the participants were women. Participants were from diverse ethnic backgrounds, with White British being the majority (7/30, 23%). Approximately half of the participants (14/30, 47%) had level-3 qualification as their highest level of education, and 30% (9/30) had level-2 qualification. Complete demographic information is presented in Table 1.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>22 (73)</td>
</tr>
<tr>
<td>Male</td>
<td>7 (23)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Ethnic background</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td></td>
</tr>
<tr>
<td>English, Welsh, Scottish, Northern Irish, or British</td>
<td>7 (23)</td>
</tr>
<tr>
<td>Irish</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Multiple ethnic groups</td>
<td></td>
</tr>
<tr>
<td>White and Black Caribbean</td>
<td>1 (3)</td>
</tr>
<tr>
<td>White and Black African</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Asian</td>
<td></td>
</tr>
<tr>
<td>Indian</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Pakistani</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Bangladeshi</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Black, African, Caribbean, or Black British</td>
<td></td>
</tr>
<tr>
<td>African</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>3 (10)</td>
</tr>
<tr>
<td><strong>Religion</strong></td>
<td></td>
</tr>
<tr>
<td>Christian</td>
<td>6 (20)</td>
</tr>
<tr>
<td>Hindu</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Muslim</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Sikh</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>6 (20)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
</tr>
<tr>
<td>None</td>
<td>10 (33)</td>
</tr>
<tr>
<td><strong>Highest level of qualification</strong></td>
<td></td>
</tr>
<tr>
<td>(participant)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Level 1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Level 2&lt;sup&gt;c&lt;/sup&gt;</td>
<td>9 (30)</td>
</tr>
<tr>
<td>Level 3&lt;sup&gt;d&lt;/sup&gt;</td>
<td>14 (47)</td>
</tr>
<tr>
<td>Level 4 or above&lt;sup&gt;e&lt;/sup&gt;</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>2 (7)</td>
</tr>
<tr>
<td><strong>Highest level of qualification</strong></td>
<td></td>
</tr>
<tr>
<td>(parent, guardian, or carer)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>2 (7)</td>
</tr>
</tbody>
</table>
Participants, n (%)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1(^b)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Level 2(^c)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Level 3(^d)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Level 4 or above(^e)</td>
<td>8 (27)</td>
</tr>
<tr>
<td>Other(^f)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>8 (27)</td>
</tr>
</tbody>
</table>

\(^a\)Qualification levels (UK census).
\(^b\)Includes O levels 1-4, Certificate of Secondary Education (CSEs), or General CSE (any grade); entry level; Foundation Diploma; National Vocational Qualification (NVQ) level 1; Foundation General NVQ (GNVQ); and basic skills.

\(^c\)Includes O level ≥5 (pass), CSEs (grade 1), or General CSEs (grades A*-C); school certificate; A level 1, Advanced Supplementary level 2-3, or Victoria Certificate of Education; higher diploma; NVQ level 2; Intermediate GNVQ; City and Guilds Craft; Business and Technology Education Council (BTEC) First or General Diploma; and Royal Society of Art (RSA) Diploma.

\(^d\)Includes A level ≥2 or Victoria Certificate of Education, Advanced Supplementary level ≥4, higher school certificate, Progression or Advanced Diploma, NVQ level 3, Advanced GNVQ, City and Guilds Advanced Craft, Ordinary National Certificate, Ordinary National Diploma, BTEC National, and RSA Advanced Diploma.

\(^e\)Includes degree (eg, BA and BSc), higher degree (eg, MA, PhD, and Postgraduate Certificate in Education), NVQ level 4-5, Higher National Certificate, Higher National Diploma, RSA Higher Diploma, BTEC higher level, and professional qualifications (eg, teaching, nursing, and accountancy).

\(^f\)Includes other vocational or work-related qualifications and foreign qualifications.

**Themes and Subthemes**

**Overview**

After applying thematic analysis across the 2 data sets (TrustScapes worksheets and FG transcripts), 4 main themes and 2 to 3 subthemes for each theme were generated (Figure 1). The 4 main themes were integrity, privacy and data protection, communication, and presentation. Each subtheme is described below, with supporting quotes from participants’ TrustScapes worksheets and FGs. The quotes from the 2 data sets were complementary, as the same themes and subthemes were generated from the 2 separate analyses.

**Figure 1.** Themes related to young people’s trust in the cocreated mental health website.
Integrity
The theme of integrity highlights that the credibility of the website creators, validity of the website content, and relatability to young people are important aspects to enhance trust for the end users.

Credibility of the Website Creators
A major factor that created a sense of trust among participants was the involvement of established institutions and organizations in the development of the WUWE website. Many participants felt that the inclusion of logos helped reassure them that the website had good intentions and the information on it could be trusted:

Trust the website is the most important part as someone experiencing issues may not believe that the advice this website is offering is true or valid and having that trust, which can be gained from the organisations involved. [Participant 8; FG2; worksheet]

However, some suggested the link to the about us page, which contains the logos, needs to be more salient (eg, by moving the button to the top of the landing page and making the button large) for easy access of information. Another suggestion was made to move all the information on the about us page to the landing page so that users could see that the WUWE website was legitimate as soon as they access the website:

[About Us] should be incorporated into the landing page so users know what to expect or gain from the website. Otherwise, there might be a lot of anxiety around the purpose of the website. [Participant 10; FG2; worksheet]

Validity of the Content
Similarly, some participants recommended to include the source of the information on the website so that the end users can trust the content. In particular, it was suggested to indicate whether the information on the website had been proven to be significant or effective:

As a student I’m more trusting of ideas/findings that have been established as effective/significant in research studies. On the pages for each theme, if an idea/suggestion for how to deal with an issue is presented it’d be nice for a word in the sentence to be highlighted and have a hyperlink to the original study that this idea came from. [Participant 22; FG5; worksheet]

Relatability to Young People
Some participants indicated that the information that young people were involved and considered in the creation of the website helps them to trust the content of the website. As this information was written only briefly on the about us page, participants recommended to highlight the information:

I think [knowing that WUWE was cocreated with young people] increases trust because it shows that you really care about the website because it is not just like adults only trying to make something for young people, you have actually interacted with young people to produce something that they want so I think that...it brings like reliability almost. [Participant 28; FG6; transcript]

Privacy and Data Protection
The following 2 subthemes highlight that privacy is one of the major concerns for young people when they access web-based mental health resources.

Privacy Uncertainty and the Need for Transparency
Many participants were concerned about privacy. As they would not read the privacy policy owing to its length and complexity, they felt that they may be consenting to something they do not understand. They were particularly worried about their data being sold to third parties without their knowledge:

The privacy policy is quite long, you may consent to something you didn’t read. [Participant 17; FG4; worksheet]

Understanding the information easily is important to me - not feeling like I’m drowning. Illustration of a person drowning. [Participant 18; FG4; worksheet]

I am worried the website would access features such as my location. The website may decide to sell my data in the future. Original illustration of a person and a computer. [Participant 16; FG 4; worksheet]

Participants highlighted that these issues of distrust could be solved by increasing the transparency between the website and end users. They wanted to be reassured that data were not being sold to third parties and wanted to know whether their data were being stored:

Make clear what information will be taken whether it will be used by any third parties. TrustScapes illustrations of exploiting data and leaking data. [Participant 9; FG2; worksheet]

TrustScapes illustrations of data mining, digital surveillance, and being watched. [Participant 27; FG6; worksheet]

Similarly, many participants felt that the website needed more clarity about which cookies are being used and how exactly a user’s data are managed and used. They recommended that users should have more control over the cookies that are being used. The WUWE website has only 2 cookie options: allow cookies and decline. Young people proposed that users should be provided with the option to select only the essential cookies or those they wanted to activate, so that the users have more control over their data:

Make it clear and transparent if cookies are/are not being used, what type of cookies, option to accept/reject specific cookies. [Participant 1; FG1; worksheet]

Give a selection of cookies to accept rather than Accept All. [Participant 16; FG4; worksheet]

At the time of the TrustScapes FGs, one of the cookie options, was more visually salient (ie, in a black box) than decline (ie, in a white box), and thus, the users’ attention
was more likely to be drawn to allow cookies. Participants urged for the design to be changed to present the 2 options in a similar manner. The design has since been modified after reviewing the participants’ recommendation:

The Cookie pop-up at the start is quite leading towards accept rather than decline. Make both accept and decline bold boxes. [Participant 8; FG2; worksheet]

Stigma as a Reason for Privacy Concerns
Young people voiced the importance of privacy and need for anonymity, in part owing to the stigma around mental health issues. Some participants recommended to include a function that would allow users to quickly exit or hide the website:

Some people are quite defensive about their mental health issues, and so may not want those around them to know about this. [Participant 7; FG2; worksheet]

Having a way to quickly hide the page, so that the user can cover what they’re looking at, but can quickly go back to it, if they wish to—may want to hide the page from family walking past, for example, if they’re not wanting to share their feelings with their family at that moment in time. [Participant 4; FG2; worksheet]

It could be a concern for a young person struggling to talk about their mental health that if they accept cookies on say a family computer, WUWE may follow them to other sites and expose their search history that they’re not comfortable sharing. [Participant 27; FG6; worksheet]

Communication
The following 2 subthemes involve participants highlighting the need to be able to communicate with others to not feel alone on the internet.

A Need for Personalized Support
A concern raised about the WUWE website was the lack of personalized help and responses. Some participants felt that it would be easy to trust a website if live chat features were included for instant support:

Install and set up an online chat bot system—would provide instant help. [Participant 3; FG1; worksheet]

This would allow users to have someone to talk to, and they will not feel alone. Participants highlighted that having professional support, such as therapists, would be a helpful inclusion and ultimately help the user to trust the remote resource:

An online 24/7 Live Chat facility in order to feel that there are people behind the organisation to make it more trustworthy, and that the person using the website is being considered at every touchpoint. [Participant 21; FG5; worksheet]

A Sense of Community
Similarly, some participants reported that it would be helpful to have a function on the platform to interact anonymously with other young people about their mental health. Ideas for how this could be achieved included adding a space to leave comments. It was also highlighted that the inclusion of social media makes the WUWE campaign more accessible to young people, thus helping to create a positive environment:

Have a place to let others put comments and issues they have and allow everyone to interact with each other. [Participant 24; FG5; worksheet]

I think [social media] just makes it a lot more accessible to people and I think that erm it is definitely something positive that people can see. [Participant 1; FG1; transcript]

Suggestions were made to include quotes from young people who have benefited from the website. Trust is increased if the quotes include the person’s identity, such as their name, photo, or avatar:

I think that giving names or posting photos from those helped by this service may be beneficial. [Participant 25; FG5; worksheet]

Presentation
The following 2 subthemes highlight how the presentation of a website influences whether a young person decides to trust the website.

Use of Comforting and Accessible Language
The language used on the WUWE website played an important role in whether users trusted the web-based mental health resource. Some participants felt that the repeated use of the word help was overwhelming and that the website needed more comforting language to create a safe web-based environment:

Change “help” to “support” or have a heading like “Where can I go”; Change “About us” to “Come and meet us” or “Who we are.” [Participant 3; FG1; worksheet]

Related to the subtheme, privacy uncertainty and the need for transparency, many participants mentioned that the language used for the privacy policy was very difficult to understand. It was suggested that WUWE should consider providing a version with more accessible language or presenting it using an animated video to help more users understand and feel comfortable with what they are agreeing to:

I think it is important the privacy policy is less automated and includes accessible language that everyone is able to understand so they know exactly how their data is being stored. Include an animated video about the privacy policy, create a separate privacy policy with easy-to-understand language. [Participant 19; FG4; worksheet]

Shorten the privacy policy and have 2 versions; short and long. [Participant 16; FG4; worksheet]

A Relatable, High-Quality Design
Many participants felt that the design of the website was relatable to young people and had high production quality. In particular, the color scheme and use of animations made the
experience more comforting. They felt this was a good way to present information in a light-hearted and approachable manner:

“I found the colour scheme particularly trustworthy because I feel like this made the experience more relatable to a young audience, also the use of the animations and doodles around the pages made the pages feel comfortable and easy to read.” [Participant 28; FG6; worksheet]

“I think this is more like almost a light-hearted way of laying everything out.” [Participant 2; FG1; transcript]

Related to the subtheme, relatability to young people, many participants reported that the cocreation of the website with young people helped the design to be relatable to young people:

“I think the layout kind of...and the colour scheme erm and you know like the fact that there are videos voiced by you know young people and things like that, I think that kind of tells you [young people were involved].” [Participant 3; FG1; transcript]

Many participants felt that the high-quality design of the website was a strong trust enabler, as it shows users that a lot of thought has been put into the creation of this website. This makes the website appear more professional and, therefore, more trustworthy:

“I think it makes it a bit more trustworthy because it shows that more thought has gone into it...the fact that it is so professionally done, it makes it seem more legitimate.” [Participant 27; FG6; transcript]

Discussion

Principal Findings

This study explored young people’s trust-related concerns about the mental health website. Qualitative analysis revealed that the WUWE website contains elements perceived to be both trustworthy (eg, relatable, high-quality design and creators’ credibility) and untrustworthy (eg, privacy policy and cookie setting) by young people. Although some of the factors influencing trust in this study were complementary to those in previous studies, TrustScapes allowed us to gain deep insight into young people’s perceptions about trust in mental health resources, including how to improve the trustworthiness of the website.

The fact that the website was created through collaborations among the established institutions and organizations, young people, and a professional creative studio contributed to increased trust in the website. Young people perceived that the high production quality and colorful and comforting design of the website increased trust. The relatable, high-quality design was achieved by collaborating with the end users and a team of design professionals. Stakeholder engagement is one of the pillars of responsible research and innovation and is crucial for creating new media interventions relatable to end users [26]. This study highlights the importance of stakeholder engagement and interdisciplinary collaborations with industrial partners.

Consistent with previous studies [9,16,21], the creators’ credibility positively affected trust in digital health. In this study, although the website includes the information about the established institutions’ involvement in the study, the information was recommended to be more salient. According to the Prominence-Interpretation Theory, it is not possible for users to notice all elements of a website, and as a result, not all elements are evaluated for credibility [34]. Therefore, website creators should ensure that the elements found to increase trust, such as logos of established institutions, are salient for users.

Consistent with previous studies investigating trust in digital health, privacy is of particular concern for young people [16,22] and transparent privacy policies are recommended to increase trust in a cocreated web-based platform [35]. Some suggestions were made to reduce privacy-related concerns and thus increase trust in the mental health website. One suggestion was to make the privacy policy easy to comprehend for young people. Inspired by this project, a proposal was made to use animations to explain complex privacy policies in clear language. Previous studies support the idea that animation is effective in communicating complex information in an understandable manner [36-39]. Thus, future web service providers should consider using animations to explain privacy policies.

Another way to increase trust related to privacy is to provide cookie settings that give more control to users. Users should be given the option to select the cookies that they wish to activate rather than only limited options (eg, allow cookies and decline). Moreover, cookie settings should not be designed to lead users to one of the options (ie, allow cookies) over the other (eg, decline). This is consistent with the age-appropriate design code, which requires web service providers to not use nudging techniques that encourage children to turn off privacy protections [40]. Although the code only covers web-based services that are likely to be accessed by children, this practice should be extended to those targeted at young people.

Stigma related to mental ill-health appears to be one of the reasons why privacy is an important factor associated with trust in digital mental health. Stigma is one of the most significant barriers to in-person mental health help seeking among young people [41]. Digital health interventions have the advantage of anonymity if their privacy is well protected [9]. In addition to the methods listed previously to protect users’ privacy, young people proposed to have a function to hide the mental health website page from their family or friends, as some users may not be ready to reveal to others that they have mental health concerns. Although we should aim to reduce the stigma itself by promoting interventions such as the WUWE animations and website, functions to reassure young people of their privacy and anonymity should be incorporated.

Recommendations were made to include functions on the platform that enable users to communicate with other young people or mental health professionals, as shown in previous studies [16]. The WUWE website includes a help seeking page, which contains the details of a wide variety of mental health organizations with which young people can communicate via text or email, on the phone, or in person. However, this study revealed that young people prefer such communication tools integrated into the website, which allows them to feel more connected to the website and thus increase trust. Future creators
of digital health interventions may include communication functions on the platform by collaborating with mental health organizations that are already providing such services.

Finally, it is important to young people that web-based mental health resources are comforting. Regarding the design, consistent with the previous studies on youth digital interventions [42,43], young people reported liking the pleasant and comforting design. Similarly, our participants suggested that the language used on the website needed to be more comforting. For example, the use of the word help is perceived to be overwhelming and thus needs to be reconsidered. The word help is frequently used in mental health. Help seeking is one of the components of mental health literacy [44]. For young people to feel more comfortable and safe, especially when they are distressed, mental health professionals may consider using the word support seeking instead.

Limitations and Future Studies
Several limitations of the study should be noted. First, the sample consisted mostly of female participants. Although we aimed to recruit more male participants by exclusively recruiting them through a recruitment website, we gained only limited interest from men. Second, because of the COVID-19 restrictions during the study, we conducted all TrustScapes FGs via the web. Although 96% of all households in the United Kingdom have internet access and 99% of young people in the United Kingdom have a smartphone [45,46], it is possible that some young people with limited access to technology were prevented from participating in the study. To be more inclusive, future researchers should conduct FGs both in person and via the web.

Third, owing to time constraint, the TrustScapes FGs were conducted only after the website was promoted to the public. Although our young cocreators (ie, young people who cocreated the animations and website) provided valuable feedback and some adjustments were made accordingly before the launch, it is apparent that the recommendations from the independent sample of young people (ie, the TrustScapes participants) would have made the website even more trustworthy. We were able to make a few changes to the WUWE website based on the findings from TrustScapes (eg, cookie design) so far, but we recommend that future projects should allocate sufficient time before the public launch to adjust the intervention based on feedback from an independent group of end users (ie, those who were not involved in the cocreation process).

Conclusions
This study provided insight into young people’s trust-related concerns about and recommendations for cocreated web-based mental health resources. Factors perceived to be trustworthy included the relatable, high-quality design and creators’ credibility, whereas those perceived to be untrustworthy included the privacy policy and cookie settings. The findings highlighted the significance of collaborating with end users and industrial partners and the importance of making the trust-enabling factors salient for users. We hope that these findings will inform future creators of web-based mental health resources to make them as trustworthy and effective as possible.
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Abstract

An increasing number of psychological interventions are shifting to online modes of delivery. One such intervention is peer-to-peer support, which in this context may provide internet users living with mental health disorders an opportunity to connect with and support others living with similar conditions. This paper presents a call for further research into how platforms such as Facebook could be used as channels for peer support and the mechanisms that may underlie their effectiveness. We discuss the background of peer support, how it has transitioned online, and consider theories and models that may have relevance. We also consider the importance of moderation within online peer support and the development of specific social network–based online interventions. We conclude that for social network sites to be used as peer-to-peer support interventions, more research is needed to understand their effectiveness, the role of moderation in these communities, and the mechanisms that produce the benefits experienced by users.
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Introduction

Mental illness can be described as “health conditions that involve changes in emotions, thinking or behavior (or a combination of these)” [1]. Mental illnesses range from “common mental disorders” (CMDs), such as depression and anxiety, to psychotic and personality disorders [2]. Research indicates that 1 in 6 adults in England had a CMD in 2014 [3], and recent evidence suggests that the effects of the COVID-19 pandemic have exacerbated mental illness, with almost 1 in 5 adults in the United Kingdom experiencing some form of depression in 2021 [4]. Furthermore, 16% of children younger than 16 years were identified as having a probable mental health disorder in the same period [5].

Mental illnesses have a significant impact on quality of life, social functioning, work, and family activities. Many of those living with mental illness have educational difficulties, being less likely to finish school or enter college [6]. This is compounded by social and relationship problems, vulnerability to abuse, and significant social stigma and discrimination. Aside from the individuals themselves, family members of those with a mental illness often take on caring responsibilities and experience chronic stress from the emotional burden of care. It is estimated that mental illnesses cost the UK economy at least £117.9 billion (US $141 billion) annually (amounting to around 5% of the United Kingdom’s gross domestic product), with almost three-quarters of this being attributable to the loss of productivity and the costs associated with unpaid informal care [7].
As the demands for mental health services exceed physical resources, it is more important now than ever that individuals are able to access free and widely available support. The use of social media is widespread across the world, with use in developing countries exceeding that in developed countries [8]. The growth of social media has seen it being used for many different reasons, including communication, marketing, advertising, media sharing, and entertainment. More recently, as the widespread accessibility of the internet for clinical interventions has been noticed, there has been an increased interest in using social media to deliver online interventions for mental health. Facebook, as the most popular social media platform [9], provides all the necessary tools to make it a suitable location for peer-to-peer support groups. However, as this is an emerging area of research, little is known about the effectiveness of Facebook-mediated peer support or what potential mechanisms may underlie any behavioral and attitudinal changes observed as a result of its use.

This viewpoint paper considers the background to peer support, how it is currently being used online, and the scope for Facebook to be used in this area, as well as suggesting some models and theories that may help to explain the mechanisms underlying effective online peer support. We suggest next steps in research to enable the development and rollout of online peer-to-peer support interventions for the benefit of those living with mental illness.

**Traditional Peer Support**

Peer support within mental health can be defined as support or services provided to individuals experiencing mental health problems by others who have experienced similar problems [10]. Peer support is not based on psychiatric models or diagnostic criteria but can be understood as an extension of the natural human tendency to respond compassionately to shared difficulty [11]. Peers, seen as equals, use their lived experiences to provide “been there” empathy, insight, encouragement, and assistance to and inculcate hope in a reciprocal relationship [11,12].

The roots of peer support services lie in long-established groups, such as Alcoholics Anonymous [13], designed to build upon peer support that occurs naturally between people [14]. Mental health service providers recognized the benefits of these groups and have since introduced peer support programs across the United Kingdom [13], with peer workers employed in various roles, including facilitating mutual support groups, providing one-to-one support, or running alternative services [15]. As services are provided by nonprofessionals, they can be available in a community setting at a relatively low cost compared to professional services.

The effectiveness of peer support has been examined in relation to multiple outcome measures. A recent meta-analysis of 28 randomized controlled trials investigating the effectiveness of peer support for individuals with a range of mental illnesses demonstrated significant improvements in clinical recovery (ie, measures of psychiatric symptoms) and personal recovery (ie, measures of perceived recovery, sense of purpose, and personal agency) but not functional recovery (ie, measures of quality of life and the degree of vocational and social functioning) [16]. Functional recovery did, however, show significant improvements for those with serious mental disorders. Peer support also has a positive impact on psychosocial and recovery outcomes [15], which include increased community integration, sense of control, social functioning, and social support; peer support also promotes feelings of empowerment and hope [17-20]. Furthermore, peer support can improve self-esteem, self-efficacy, and self-management of difficulties [21].

Despite evidence supporting their effectiveness, these formal services are usually only available through mental health services, which are facing pressures due to cuts in funding [22] and demand exceeding available National Health Service resources [23].

**Online Peer Support**

Recent figures suggest that 99% of people aged 16 to 44 years in the United Kingdom are internet users, with 89% of UK adults reporting using the internet daily [24]. There is a growing body of evidence demonstrating the benefits of internet interventions for mental health conditions, including depression and anxiety [25]. Interventions delivered online eliminate geographical barriers, can be accessed and used at any time, and may be more cost-effective than traditional services for young people aged 12 to 25 years [26].

Peer support can be provided informally online. This support is more informal in that it is not tied to services and can be accessed by anyone on the internet. Asynchronous platforms, such as forums, discussion groups, and bulletin boards, allow users to post topics and engage in discussions, using these platforms to exchange knowledge, ask for help, discuss problems, and share stories [27]. Synchronous platforms, which can be text-based chat rooms or purposely created virtual worlds, host real-time communication between users [28].

A systematic review indicated that internet support groups (ISGs) are most often used for emotional and informational support (more often experiential knowledge than “second-hand” professional knowledge), which creates a sense of social companionship [29]. This review found that 10 of 16 single-intervention or cross-sectional trials showed a positive effect of ISGs on depression symptoms, although study quality was rated as low, and the studies covered a range of mental and physical health conditions [30]. In one of these studies, which specifically examined individuals with depression, those who were more frequent users of the ISG (defined as using the group for 5 or more hours per week) showed a higher likelihood of depression resolution than less frequent users [30].

A review of online peer support for individuals with depression suggested several benefits, including increased empowerment and self-efficacy, enhanced coping strategies, and reduced social isolation [31]. However, there was limited empirical evidence to validate these descriptive findings. In a systematic review of online peer support for adolescents and young adults, Ali and colleagues [32] found mixed results, with only 2 of the 6 studies included in the review showing evidence of a positive effect. These 2 studies demonstrated reductions in anxiety [33] and...
higher abstinence from smoking [28] after using online peer support. A further review of digital peer support for mental health found early evidence of feasibility, acceptability, and effectiveness among all studies, though it reported that the studies were lacking in measurements of fidelity, limiting understanding of underlying mechanisms [34].

Qualitatively, many advantages of online synchronous peer support platforms have been identified, including emotional support, the availability of advice, enablement of positive personal changes, engagement in valuable social interactions, and the opportunity to disclose and express feelings and views [35,36]. Furthermore, it has been suggested that online forums can function as platforms for peer education—being “experiential experts,” peers can provide others with health-related information, such as potential interventions or treatments or how to behave or cope in the situation they are facing, and a greater understanding of how others experience the same illness. This is often information that individuals don’t have access to offline [27].

However, users have also identified disadvantages, including the potential for others’ experiences to cause personal distress, restrictive rules and moderation, and unhelpful interactions with others [36]. A survey study exploring adverse events in the use of online peer support found social exclusion and emotional contagion to be other potential risks [37]. Research has also raised the need for guidelines to safeguard vulnerable people, both as users and as moderators of online mental health peer support groups [38]. Furthermore, certain groups, including those with more serious mental illness, may be less likely to engage with the internet, and so may be less inclined to use these groups, missing out on any benefits they provide [39].

Social Media for Peer Support

Interventions for mental health, such as online peer-to-peer support, have the potential to exploit the increasing use of social media [40,41]. Social media provides users the ability to connect with similar others without fear of stigma or judgement, to create supportive networks and communities to discuss mental health, and to control their own actions, choosing how much to post and interact with others [40,42,43]. Evidence suggests that social media is already being used by individuals with mental illness for support—in a survey of young adults (aged 18-35 years) with a self-identified mental illness, social media was used for sharing personal experiences (68%), connecting with others with a mental illness (66%), learning coping strategies (50%), and learning about mental illness from others (42%) [38].

The most popular social media platform in the United Kingdom is Facebook [9], with 23% of users aged 18 to 24 years and 31% of users aged 25 to 34 years [44]. Recent evidence suggests that Facebook is used by around 90% of people aged 12 to 34 years who identify as having a mental illness [44,45]. Facebook is a free-to-use platform that has similar features to both synchronous and asynchronous platforms, with users able to post content and engage in discussions with others, and the messenger tool allows personal communication with others when group users may not want to share personal stories or information on the main feed. Therefore, Facebook is being increasingly used to host peer-to-peer support groups. These can be private or public, with anyone able to read and post content on public groups, but only those granted access by an individual with administration rights can see content in private groups. Moderators also on occasion set up live chat rooms where users can meet and speak live, on or off camera, with others in the group. Facebook peer support groups for mental health are typically self-organized in an informal way, rather than being organized, run, or moderated by medical professionals.

Currently, there is little research into the use of Facebook groups for mental health peer support. In a content and thematic analysis of public Facebook groups for mental health peer-to-peer support, Prescott and colleagues [46] found that groups are used to share personal experiences, to request advice, to find informational support such as signposting to services, and to seek emotional support. However, this was a passive analysis and did not involve gaining any personal insights, personal information, or confirmation of diagnoses from participants. In a qualitative evaluation of a private Facebook group, Watkins and colleagues [47] found the group to be well-liked by participants, who found it educational and thought-provoking and found that it enabled them to build relationships with others and have conversations they may not have felt comfortable having face-to-face.

Social Network Site–Based Interventions

As social media has developed as a platform for delivering peer support, some researchers have taken this further to develop a novel form of digital intervention called social network site (SNS)-based interventions. These interventions have an SNS format, combining individually tailored therapy with clinical and peer moderation within a peer-to-peer social support network [48,49]. While initial pilot and small-scale studies have demonstrated positive outcomes following the use of these interventions, further research is required to support their efficacy and to understand how the peer support element can best be utilized to support users.

Moderation

Many online peer support groups and SNS-based interventions involve moderation, which is important for building a safe and positive community [50]. Moderation within online communities can improve intention to participate [51] and the quality of users’ contributions [52]. Furthermore, moderation has been identified as a key component for the success of online peer-to-peer interventions [53], with the most favorable being those guided by moderators, who are perceived as caring, supportive, and friendly by users.

Previous studies of moderators of various health-related online support groups for both mental and physical health conditions have found that most moderators are individuals living with the condition themselves. Some moderators described how moderating online communities fulfilled their own support needs and reported that it was empowering to be able to help others. Other motivations for setting up groups included addressing a
lack of good existing support groups, reducing isolation, and having a place to exchange support and information. Moderators described various roles they took within these groups, such as circulating health information; moderating messages; providing support, encouragement, and advice; making announcements; and performing administrative tasks, such as responding to requests, banning harmful users, and organizing discussion threads [54-56].

In a study specifically examining moderation within mental health communities on Reddit [57], moderators’ motivations for starting Reddit threads included feeling good for helping others, taking the opportunity for leadership, improving the community, and spreading awareness about treatment. Their roles and responsibilities included clearing up spam and troll posts, handling posts on suicide or self-harm, and providing social support. In the same study, Saha and colleagues [57] found that the involvement of medical professionals as moderators or group members could be helpful to answer questions that other group members may have, but it was considered inappropriate to have medical professionals diagnose others via the group.

While moderators have many critical roles within these groups, there may be some inherent risks given they are often vulnerable individuals themselves. Moderation may become overwhelming, taking up much time and energy, and moderators must set boundaries to focus on their own health. Moderators are required to make decisions on censoring potentially harmful content, to which posters may react angrily [36,37]. It is possible that moderators may become stressed with the responsibility of looking after members. Despite these initial studies investigating moderation within online health communities, research has not yet considered the roles and experiences of group moderators within peer-to-peer support groups specifically mediated via Facebook.

Models and Theories

Several models and theories have been proposed for the mechanisms underlying offline peer support. Gillard and colleagues [58] proposed a change model for peer support worker interventions. Change models provide an understanding of how processes within an intervention are associated with outcomes. The model suggests the primary mechanism is building trusting relationships based on peer workers sharing lived experiences and understanding service users’ experiences. Two parallel mechanisms flow from this: (1) peer workers role-modeling recovery and social functioning and (2) bridging the gap to professional services and the community. The model suggests these mechanisms lead to changes in outcomes such as hope, empowerment, social functioning, self-care, engagement with services, and strength of social networks. Chinman and colleagues [59] suggested these mechanisms show face validity, but no studies have explored their explanatory power. Moreover, no research has investigated whether these mechanisms can be applied to online peer support environments.

It is as yet unclear whether models like these transfer to online peer support, and there is a gap in research in this area [14,59,60]. However, some researchers have set out new models describing what benefits people seek from online networks in particular, and how these benefits may be achieved. Naslund and colleagues [61] proposed a theoretical model for online peer support, incorporating 3 main opportunities provided by such networks. The first, challenging stigma, relates to individuals connecting with similar others and feeling more comfortable expressing themselves due to the anonymity afforded by online peer support networks. The second, increasing consumer activation, suggests online settings enable individuals to learn what to expect from a condition, how to cope with it, and how to approach important health care decisions. The final opportunity suggests that online networks facilitate access to other (online and offline) interventions. No studies have so far empirically tested whether this model is supported by users of Facebook groups for peer-to-peer support.

Aside from these models, various theories from across the discipline of psychology have been suggested to underlie peer support, including social learning theory, social comparison theory, and helper therapy [62]. Social learning theory, in the context of peer support, suggests that peers with a history of or current mental illness act as role models for peers with similar mental illness [63]. Interacting with a peer perceived to be successfully coping with their illness is suggested to be more likely to result in positive behavior change. Barton and Henderson [64] suggested observing another peer demonstrating desired behaviors with visible consequences motivates others to replicate this behavior.

Social comparison theory suggests that people seek out others they perceive as having things in common with, such as a similar mental illness, to establish a sense of normalcy and identity [65]. Interacting with peers who have successfully managed their illness may lead to aspirations of positive behavior change [66]. Upward comparisons, to those perceived to be successfully managing their illness, can provide hope and promote self-improvement. Downward comparisons, to those believed to be worse off, put into perspective how bad things could be and are proposed to be self-enhancing.

Helper therapy proposes that individuals can benefit themselves through helping others [67]. Suggested benefits to the helper include enhanced self-image, development of their abilities, and the status of the helper role influencing the way they are treated [67,68]. Research has highlighted other benefits, including feeling useful to others, reducing internal stigma, feeling looked up to, and having a sense of achievement and competence [69-72]. Helper therapy has been identified as one of the mechanisms underpinning positive behavior changes with peer support-worker interventions [73].

In a study examining the mechanisms of peer support alongside a web-based psychoeducational program, Proudfoot and colleagues [74] found evidence for social comparison theory, which promotes hope, motivation, and faith in treatments, and helper therapy, which helps provide others awareness of how to manage their illness and promotes feelings of competence and a sense of connectedness to the mental health system. However, this study investigated peer support alongside another intervention, and research has yet to explore the mechanisms
underpinning behavior and attitude changes in peer support when it is delivered alone in online peer support settings.

When considering how these models and theories may be applied to online peer support, it will also be important to consider the extent to which users engage with and contribute to online groups. A common measure is frequency of posts, which has been suggested to broadly fit the 90-9-1 principle, stating that a majority of content will be posted by a small proportion of users (1%), while the vast majority of users (90%) choose to observe rather than participate actively [75]. However, this is a restricted, unidimensional measure, and reviews of multidisciplinary participatory styles have suggested there are up to 41 different styles of engagement found across various online health communities [76]. Further research is required to understand engagement categories specifically within mental health support groups on Facebook and how this engagement ties into the potential mechanisms of online peer support that have been proposed.

**Research Perspectives**

As we emerge into the aftermath of the coronavirus pandemic, it is important now to understand and act on the toll that the pandemic has taken on mental health. There are indications that COVID-19 can have a direct impact on mental well-being through mental and neurological manifestations, with many of those hospitalized with COVID-19 experiencing anxiety or depression [77]. The pandemic also impacted on mental well-being indirectly through grief for those dying as a result of contracting the virus, heightened loneliness, and isolation from social distancing and lockdown measures, as well as anxiety and uncertainty about the future [78]. Financial insecurity will have contributed to poorer well-being for many, with the number of those claiming benefits due to unemployment rising [79], food insecurity quadrupling, and an estimated 1.1 million people at the end of 2020 facing poverty [78]. Young people in particular have seen their mental health significantly worsen over the course of the pandemic [80].

Research shows promise for the use of online SNSs, including Facebook, to provide forums where mental health peer support can take place, with a variety of theories that could plausibly underpin their use. Novel online peer support platforms making use of social network functions may therefore offer a useful way to support people with mental health difficulties. However, it is currently difficult to use or promote online peer-to-peer support as an intervention when we do not have a quantification of the effectiveness of peer support provided in this way or a clear understanding of the benefits its users experience. We argue that in order for existing social network platforms like Facebook to be recommended as peer-to-peer support interventions and for separate peer support interventions to be developed based on SNSs, more research is needed to understand their effectiveness, making use of both quantitative and qualitative methods.

We suggest that the effectiveness of novel social network–based peer support interventions should be evaluated using similar experimental designs as applied in prior research into offline peer support [16,32-34] with a primary focus on symptomology (using both clinical and self-reported outcomes) and psychosocial outcomes, such as self-efficacy in managing disorders, quality of life, hope, knowledge, empowerment, and social isolation. Qualitative evidence could usefully be gathered on existing peer support groups on Facebook to describe processes involved in online peer support, such as how groups are created, how they function, and how groups differ in terms of purpose and target audience.

It is important also to be mindful of the limitations and potential harms of online peer support. The use of peer support may result in adverse events, such as behavioral contagion, corumination, or unpleasant or negative interactions with other users [36,37,81-83]. There is a need to apply principles of responsible research and innovation to future initiatives to develop online peer support, to anticipate potential harms and consequences of these approaches, and to engage with users to surmount these issues wherever possible [84].

Finally, exploring the mechanisms that underlie effective online peer support is crucial to understanding why it is helpful, and how its utility can be maximized. Particularly, in order to develop new interventions that are based on sites like Facebook, that is, SNS-based interventions, it will be important to understand whether theories underpinning offline peer support also apply to online peer-to-peer support in this context. It is also crucial to understand the role of moderation within these communities, and the benefits that moderators have for the workings of online peer support, including safeguarding, to clearly demonstrate their role in future social network–based peer support interventions.

Deriving knowledge from existing online peer support groups (ie, those on Facebook) will be beneficial for the design of new online peer support interventions. Research in this area has the potential to provide a better understanding of why and how these networks help, and how they can best be organized and managed for maximum effect while reducing risk of harms.
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Abstract

Digital transformation is the adoption of digital technologies by an entity in an effort to increase operational efficiency. In mental health care, digital transformation entails technology implementation to improve the quality of care and mental health outcomes. Most psychiatric hospitals rely heavily on “high-touch” interventions or those that require in-person, face-to-face interaction with the patient. Those that are exploring digital mental health care interventions, particularly for outpatient care, often copiously commit to the “high-tech” model, losing the crucial human element. The process of digital transformation, especially within acute psychiatric treatment settings, is in its infancy. Existing implementation models outline the development of patient-facing treatment interventions within the primary care system; however, to our knowledge, there is no proposed or established model for implementing a new provider-facing ministration tool within an acute inpatient psychiatric setting. Solving the complex challenges within mental health care demands that new mental health technology is developed in concert with a use protocol by and for the inpatient mental health professional (IMHP; the end user), allowing the “high-touch” to inform the “high-tech” and vice versa. Therefore, in this viewpoint article, we propose the Technology Implementation for Mental-Health End-Users framework, which outlines the process for developing a prototype of an IMHP-facing digital intervention tool in parallel with a protocol for the IMHP end user to deliver the intervention. By balancing the design of the digital mental health care intervention tool with IMHP end user resource development, we can significantly improve mental health outcomes and pioneer digital transformation nationwide.

(JMIR Ment Health 2023;10:e40429) doi:10.2196/40429
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Background

Digital transformation in mental health care has reshaped care delivery over the last few years and has been catalyzed particularly due to the global COVID-19 pandemic. Digital transformation is the adoption of digital technologies by an entity in an effort to increase operational efficiency [1]. In mental health care, digital transformation entails technology...
implementation to improve the quality of care and clinical outcomes. Digital transformation makes possible an expanded “full continuum of care” for inpatient psychiatry, which is desperately needed.

Earlier studies have shown that the success of a digital transformation initiative is predicated on transparency, user-centered design, and iteration [2]. Additionally, it is important to balance the design of the digital health care intervention with end user resource development [1,3,4]. Other implementation models for digital transformation have been proposed [4-8]. For example, the Accelerated Creation-to-Sustainment (ACTS) model outlines a framework for implementing a sustainable digital mental health intervention in a real-world treatment setting that emphasizes rapid, iterative, user-centered design [5]. This model describes an end-to-end process for accelerating the research-to-practice pipeline for digital mental health care innovations. While the ACTS model importantly incorporates user-centered design and sustainable implementation, this model is intended to develop a patient-facing treatment intervention within the primary care system. To our knowledge, there is not yet a comparable model for implementing a new provider-facing ministration tool within an acute inpatient psychiatric setting.

Inpatient mental health professionals (IMHPs) are vulnerable to experiencing burnout [9,10]. Sources of stress and burnout unique to the roles of IMHPs include demanding therapeutic relationships, difficult and sometimes violent patients, and patient safety management (where the risk for suicide and self-harm is constant) [9,10]. Because of the inpatient setting’s unpredictability, the adaptability of an experienced IMHP is relied on heavily to ensure quality patient care. Digital transformation offers the opportunity to offset the stress and workload of IMHPs by leveraging the continuous availability and predictive power of technology. Importantly, the unique demands for an IMHP demand a unique approach to digitally transforming clinician-facing tools within an inpatient psychiatric setting to ensure their successful implementation and that the tools reduce, not increase, stress and burnout.

Therefore, we propose the Technology Implementation for Mental-Health End-Users (TIME) framework in inpatient mental health care (Figure 1), which outlines the process of developing a prototype of an IMHP-facing intervention (Figure 1A) in parallel with a protocol for an IMHP to deliver the intervention (Figure 1B). Similar to the ACTS model, the TIME framework is grounded in well-defined frameworks for user-centered design, software development, and implementation science. The TIME model also emphasizes participatory design—the active involvement of the end user in the design process—so the ultimate deliverable has inherent buy-in and utility [11,12].

An important feature of the TIME framework is its balance of the “high-tech” prototype with the “high-touch” protocol. Most inpatient psychiatric hospitals rely heavily on “high-touch” interventions, that is, interventions that require in-person, face-to-face interaction with the patient [13]. Conversely, those that are developing digital mental health care interventions often fully commit to the “high-tech” model, losing the crucial human element. By leveraging the continuous availability and predictive power of technology in concert with the adaptability and experience of clinical care providers, we can significantly improve mental health outcomes and pioneer digital transformation. While the term “blended care” refers to the blending of technology and face-to-face treatment for a patient-facing intervention [14], the TIME framework produces a form of “blended ministration” where an IMHP-facing technology is blended with an IMHP-facing implementation blueprint (Figure 2).

Figure 1. The Technology Implementation for Mental-Health End-Users framework for inpatient mental health care. (A) “High-tech prototype” refers to a technology-based, inpatient mental health professional (IMHP)-facing mental health care innovation or intervention. The top steps outline the development of a high-tech prototype. (B) “High-touch protocol” refers to the human side of mental health care (how the prototype will be used by the IMHPs). The bottom steps outline the development of a high-touch protocol.
Figure 2. Comparing the Technology Implementation for Mental-Health End-Users (TIME) framework with existing frameworks, such as the Accelerated Creation-to-Sustainment (ACTS) model.

**Operational Definitions**

Operational definitions are provided in Table 1.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-tech</td>
<td>Referring to technological innovations and interventions</td>
</tr>
<tr>
<td>High-touch</td>
<td>Referring to the human side of mental health care (clinical care staff interacting directly or face-to-face with the patient)</td>
</tr>
<tr>
<td>Wearable [15,16]</td>
<td>Electronic devices that can be worn on or close to the user’s body to monitor vital signs</td>
</tr>
<tr>
<td>End user</td>
<td>The final user of the intervention and protocol (in the TIME model, typically nursing or clinical care staff)</td>
</tr>
<tr>
<td>Empathy research [11,17]</td>
<td>The design process of empathizing with the end user of the project through interviews and contextual inquiry</td>
</tr>
</tbody>
</table>

*TIME: Technology Implementation for Mental-Health End-Users.*

**Challenges**

**Technology Acceptance**

In the Technology Acceptance Model, an individual’s acceptance of a new technology is determined by its perceived usefulness and perceived ease of use [18]. Therefore, perceived usefulness and perceived ease of use govern individuals’ attitudes toward the new technology and, in turn, their use of it [18]. Therefore, the successful implementation of an IMHP-facing technology in inpatient psychiatric care must consider the perceived use of the IMHP (“will they trust this innovation?”), the perceived ease of use of the IMHP (“is this innovation technologically unambiguous?”), and the attitude of the IMHP (“will this innovation positively contribute to their treatment of patients?”).

Technology acceptance was tested significantly during the global COVID-19 pandemic [19]. Quarantine meant an immediate and massive digital migration, where digital immigrants found themselves thrust into unavoidable technology and unprecedented connectivity [20,21]. By the same token, the demographic landscape of the mental health care system comprises predominantly digital immigrants—generally considered those who are older than 40 years and were born before the “proliferation of digital technologies.” In 2022, the average age of a mental health care professional in the United States is 44 years, with 60% of the professionals being older than 40 years [22]. Thus, designers of digital interventions for mental health must carefully consider usability, inclusivity, and accessibility [23,24].

**Perceived Dispensability of User-Centered Design**

User-centered design is an approach to development wherein the intended users of the system (end users) are actively and intentionally involved in its development. There are three major tenets of this framework, defined by Gould and Lewis [25] as follows:
1. Front-load with empathy: understanding the end users’ needs and expectations from the project’s inception ensures customized solutions.

2. Measure usability empirically: quantifying the end users’ satisfaction throughout project development ensures usability.

3. Design and test iteratively: designing and testing the system iteratively with the end users’ input ensures acceptability.

Despite its proven effectiveness in developing digital systems, there is still a widely held belief that applying user-centered design is superfluous to the development life cycle [26]. It is common for developer-driven needs to take priority over those of the user [26,27]. Additionally, there is a stigma that user-centered design is time-consuming and costly to the developer; on the contrary, by involving the intended user throughout the design process, usability problems are identified and resolved before the system is ever deployed, saving time and money [26-28]. By emphasizing empathy research, empirical measures of usability and iterative design based on user-centered design principles increase the likelihood for successful implementation and acceptability. Digital transformation in inpatient psychiatric care will require a shift to the user-driven development of novel technologies and interventions.

Health Care Disparities and Technology Implementation

Internet and smartphone availability are ubiquitous in the general population. However, this ubiquity is curtailed by the following two primary factors: socioeconomic disparities and mental illness symptoms. A closer look reveals that the first gap is in smartphone ownership and internet access. Of patients discharged from inpatient psychiatric units in the United States, 82% are estimated to have smartphones and internet access [29]; however, in high-income households, that number is close to 100% [30]. This digital divide correlates with socioeconomic and racial disparities. For example, low-income Hispanic and Black youth are less likely to have home or smartphone internet access [31]. So, while digital technologies promise to bring individualized high-tech monitoring, their effect could be limited by a return to underresourced environments upon discharge from an inpatient setting.

The second gap relates to the severity of mental illness symptoms that affect trust in and use of technology. In a survey of individuals with severe mental illness (SMI) on internet and smartphone use during the global COVID-19 pandemic, 61.6% of them were limited users or nonusers of the internet, mostly using phones to communicate with their families and friends [32]. A quarter of the surveyed sample—markedly among older individuals with schizophrenia—reported being weary of internet use for “security concerns.” Thus, while most mobile health interventions report favorable feasibility outcomes, they typically do not have the same success rate in including patients with SMI. Studies that document significant web-based participation among individuals with SMI demonstrate a correlation with positive recovery and positive emotions toward technology [33]. These findings suggest that attitudes of people with SMI meaningfully affect successful digital transformation. There are gaps in our understanding of how delusions, paranoia, and other severe symptoms may impact the scalability of the TIME framework as well, and these are intriguing areas for continued research and development.

The TIME Framework

Overview

When we have more technology available than ever before, the entire onus of patient safety should not fall on the IMHP. An important feature of the TIME framework is its balance of the “high-tech” prototype with the “high-touch” protocol. Most psychiatric hospitals rely heavily on “high-touch” interventions, that is, interventions that require in-person, face-to-face interaction with the patient [13]. Those that are exploring digital mental health care interventions, particularly for outpatient care, often copiously commit to the “high-tech” model, losing the crucial human element [34-37]. Solving the complex challenges faced by mental health care providers demands that new mental health technology tools are developed in concert with a use protocol by and for the end user (mental health care provider), allowing the “high-touch” to inform the “high-tech” and vice versa.

High-tech interventions and their corresponding high-touch protocols must be developed alongside each other to ensure usability and end user acceptability. Thus, we have defined a model—the TIME framework—for developing novel IMHP-facing tools and their clinical workflows alongside each other (Figure 1). This model is grounded in established frameworks for user-centered design and digital technology development (Figure 3).
Figure 3. The Technology Implementation for Mental-Health End-Users (TIME) framework is grounded in design processes across disciplines. The TIME framework combines elements from the Waterfall Model of Software Development [38], the user-centered design process [11,17], and rapid application development [39]. Many of these processes contain corresponding steps and are color coded as follows: planning steps describing information gathering for the project, including empathy and user-based research (red); analysis steps describing how any information gathered in a planning step is further evaluated to define the project’s scope and requirements (orange); prototype or iterate steps describing the iterative process of prototyping the design solution (yellow); construct steps describing the creation of a final deliverable (green); test steps describing the evaluation of the design solution and collection of feedback from end users (blue); and implementation of steps describing how the design solution is implemented (purple).

Phases of the TIME Framework

**Plan Phase**

At the core of the Plan phase of the TIME framework is empathy research [11,17]. During this phase, interviews are conducted with the IMHP end user of the mental health care tool. Prior to this phase, the clinical providers’ problem has been identified. The goal of these interviews will be to understand the needs and expectations of the IMHP end user for a high-tech solution to the clinical problem. Importantly, this entails building an in-depth understanding of the current clinical workflows and characterizing the distinct needs of different types of IMHPs. For instance, a day shift mental health nurse would have different responsibilities from those of a night shift mental health nurse (eg, nighttime safety checks). Likewise, barriers and preferences for the use protocol will be defined, so careful consideration must be made for institutional policies and regulation (ie, crisis intervention protocols, such as seclusion and restraint, hospital documentation guidelines, and others). Empathizing at the onset operationalizes the end users’ needs in the solutions we design.

**Analyze Phase**

The feedback from empathy research will be analyzed to specify prototype requirements. Understanding the functional and emotional needs of the end user is essential to human-centered design. In the Analyze phase, qualitative discourse is anatomized to scope both the technical requirements for the IMHP-facing digital intervention and the key features of its use protocol within the context of the inpatient psychiatric hospital setting. In applying the TIME framework, it is possible to have different IMHP end user groups. For example, in designing a new electronic health record system, the end users could be mental health nurses, social workers, psychologists, psychiatrists, researchers, physicians, administrative assistants, and others. Developing a firm understanding of both the unique and overlapping needs of each group during this phase will ensure a more functional prototype. Further, the needs of these mental health professionals differ significantly from those of general medical professionals [40,41]. A common misstep in establishing digital transformation in an inpatient psychiatric setting is the presumption that an intervention for physical health can be superficially adapted to mental health. For instance, among the chief concerns during the implementation of an electronic health record system within a mental health hospital in England was that the technology was “not fit for [a mental
health] purpose” and much customization would be required for the pre-existing system to meet the needs of their setting [42].

Prototype Phase
Before resources are dedicated to developing sophisticated technologies, low-fidelity prototypes of initial designs will be created and evaluated in the Prototype phase of the TIME framework. The digital intervention prototype will capture the basic architecture and user flow of the technology. A major benefit of digital transformation is the potential to manage exponentially larger data sets. In an inpatient psychiatric setting, consideration of the end users’ ultimate data needs will inform prototype configuration. Innovations developed in an inpatient psychiatric setting may serve discrete goals for different IMHP end users. For instance, in developing a new data management system for clinical outcomes, a clinician would need item-level responses to outcome measures, while a researcher may only need unit-wide average scores. The use protocol prototype will outline the procedure for using the technology within the context of the IMHP’s role. Similar to the implementation blueprint in the ACTS model, this will be a critical part of facilitating the transition to a usable intervention [5].

Test Phase
During the Test phase, the low-fidelity prototypes will be evaluated by the end users through usability studies adapted for ascertaining qualitative and quantitative feedback to update the design. Key performance indicators (time on task, use of navigation vs search, conversion rate, error rate, and drop-off rate) and adapted system usability scales will be defined to guide quantitative evaluation. To evaluate the prototype’s usability and the protocol’s effectiveness, usability studies will be designed and carried out with simulated practical scenarios in the target inpatient setting. Additional moderated usability studies will be conducted to assess more qualitative feedback about the prototype and the clarity of its use protocol. Testing and feedback review with the IMHP end users are necessary for participatory design and ensuring the usability of the final solution.

Iterate Phase
Human-centered design is inherently iterative. Adapting each design iteration to tailor to the preferences and behaviors of the IMHP end user will produce better, more acceptable digital mental health care interventions. During design, developers maintain a high level of control over a prototype; therefore, the evaluation of the prototype’s behavior in a real-world clinical care setting is necessary to make it truly functional in its final state. In the Iterate phase, the IMHP end user feedback gathered during the usability studies informs the development of the high-fidelity prototypes.

Implement Phase
Applying the iterative process of prototyping and testing, the high-fidelity prototypes are evaluated by way of a usability study again in the Implement phase. Repeated evaluations ensure that any changes made are improvements to the overall design and acceptability by the IMHP end user. Additionally, the ultimate goal is to deploy the prototype and protocol in a real-world inpatient treatment setting, which is inherently unpredictable and chaotic. Reevaluating updated designs is helpful for verifying that the IMHPs’ feedback is being captured and the technology can stand up to a variable treatment environment.

The Test→Iterate→Implement sequence is repeated as many times as necessary to achieve an effective solution (digital intervention and its use protocol).

Hypothetical Example
To clarify the phases of our TIME model, we apply it as a framework for developing a nurse station monitoring dashboard to visualize wearable-based data in real time.

In an inpatient hospital setting, there is an average of 56.7 patient suicides a year [43]. Further, 74% of those occur while the patient is undergoing psychiatric treatment. The issue of suicide is pressing. The Assess, Intervene, and Monitor for Suicide Prevention model proposes a clinical management framework to assess suicide risk, intervene with coping strategies, and monitor high-risk patients [44] (Figure 4A). This is a high-touch solution. We propose that by leveraging the continuous availability and predictive power of technology through digital transformation, we may be able to rearrange the Assess, Intervene, and Monitor model as follows: (1) assess suicide risk, (2) monitor patient safety status by using wearable devices, and (3) intervene and prevent suicide every time (Figure 4B). This is a high-tech and high-touch solution. The capitalization on the continuous, noninvasive availability of technology has been described as “digital phenotyping” [13]. We can draw upon wearable technology to provide insight and predictive power for a patient’s status without having to be present in front of them. Not only will this monitoring dashboard display a patient’s current state (awake, asleep, walking, sitting, etc) as measured by the wearable device, but also it will serve as a “digital smoke alarm” for a critical change in the patient’s status [13]. Feedback provided by IMHP end users will inform both the development of the dashboard’s user interface and the crisis intervention protocol when a dashboard alert is issued.

Below, we outline how the TIME framework can be implemented to develop the high-tech remote patient monitoring dashboard in parallel with the high-touch dashboard alert protocol:

- **Plan:** we define the needs and scope for both the dashboard and the dashboard alert protocol by interviewing IMHP end users (mental health associates and nurses from each shift) from each inpatient unit to specify their needs and expectations.
- **Analyze:** we define the expected behavior and functionality of the monitoring dashboard and crisis intervention protocol based on what we learned from the IMHPs.
- **Prototype:** we create low-fidelity prototypes for both the dashboard and the dashboard alert protocol based on the requirements specified in the Analyze phase.
- **Test:** in a focus group, end users will interact with the monitoring dashboard and be trained on the dashboard alert protocol in a moderated usability study. The efficacy of the dashboard prototype and the implementability and instructional clarity of the dashboard alert protocol will be...
evaluated with defined key performance indicators (ie, time on task, system usability scale, conversion rate, and error rate).

- **Iterate:** we will use the IMHPs’ feedback from the Test phase to iterate high-fidelity prototypes for the monitoring dashboard and the dashboard alert protocol.

- **Implement:** we will again conduct focus groups to evaluate the monitoring dashboard and dashboard alert protocol in a simulated scenario within the target inpatient setting. The feedback will be used to inform further iteration or produce the final deliverables.

**Figure 4.** Combining high-tech and high-touch solutions to rearrange the Assess, Intervene, and Monitor for Suicide Prevention (AIM-SP) model. (A) The AIM-SP model [44]. (B) The digitally transformed AIM-SP model incorporating digital technology through remote monitoring can improve suicide prevention outcomes.

**Conclusions**

The last few years have exposed an ongoing public mental health crisis through isolation, health anxiety, job loss, etc [45,46]. To meet these mental health needs—branded by increased public safety concerns and mental health issues—incorporating technology into mental health treatment is critical. At present, there is no established model for facilitating digital transformation—developing technology alongside a protocol for its eventual use—for provider-facing technology tools in inpatient psychiatry.

We propose an innovative model for designing a high-tech IMHP tool in parallel with a standardized, high-touch clinical protocol. Emphasizing the active involvement of the IMHP end user at each phase of the process will result in the most usable and acceptable digital intervention. The successful implementation of the TIME framework will provide an avenue for digital transformation in mental health care. To our knowledge, this is the first established model for facilitating digital transformation in inpatient psychiatric settings. Meeting the mental health needs of a postpandemic world by incorporating technology carefully into mental health ministration, especially for our most acute and intensive settings, will be lifesaving.
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Abstract

Demand for digital health interventions is increasing in many countries. The use of recorded mental health recovery narratives in digital health interventions is becoming more widespread in clinical practice. Mental health recovery narratives are first-person lived experience accounts of recovery from mental health problems, including struggles and successes over time. Helpful impacts of recorded mental health recovery narratives include connectedness with the narrative and validation of experiences. Possible harms include feeling disconnected and excluded from others. Diverse narrative collections from many types of narrators and describing multiple ways to recover are important to maximize the opportunity for service users to benefit through connection and to minimize the likelihood of harm. Mental health clinicians need to know whether narrative collections are sufficiently diverse to recommend to service users. However, no method exists for assessing the diversity and inclusivity of existing or new narrative collections. We argue that assessing diversity and inclusivity is the next frontier in mental health recovery narrative research and practice. This is important, but methodologically and ethically complex. In this viewpoint, we propose and evaluate one diversity and two inclusivity assessment methods. The diversity assessment method involves use of the Simpson Diversity Index. The two inclusivity assessment methods are based on comparator demographic rates and arbitrary thresholds, respectively. These methods were applied to four narrative collections as a case study. Refinements are needed regarding a narrative assessment tool in terms of its practicality and cultural adaptation.

(JMIR Ment Health 2023;10:e44601) doi:10.2196/44601
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Introduction

Background
Demand for digital mental health interventions (DMHIs) has been increasing in many countries [1]. For example, 76% of the Australian general public indicated an interest in using DMHIs [2], and US $2.4 billion were invested in these interventions in 2020 alone in the United States [3]. A Singaporean mental health app, Intellect, is now used by over 3 million people in 20 countries, mostly in Asia [4]. A large-scale education program about ethics in DMHIs has been launched [5], and more active use of DMHIs is expected in Africa [6]. The advantages of DMHIs include accessibility, cost-effectiveness, and personalization [7], which can address key barriers for mental health recovery, such as low help-seeking and the stigma associated with mental health problems [8]. Effectiveness of DMHIs has been generally reported in diverse populations (eg, children, young people, older adults, university students, health care workers, people with neurodevelopmental disabilities) and on diverse mental health experiences [2,9-12]. DMHIs have become an important domain in medical internet research [13-15].

Mental health recorded recovery narratives (RRNs) have been used in DMHIs. Mental health recovery narratives can be defined as “first-person lived experience accounts of recovery from mental health problems, which refer to events or actions over a period of time, and which include elements of both adversity/struggle and of self-defined strengths/successes/survival” [16]. Although narratives can be shared in person, such as when a peer support worker tells their story [17], RRNs are those presented in recorded formats such as written text, audio, and video. RRNs are often disseminated online [18] and have been used in a range of clinical and societal interventions [19]. For example, the Narrative Story Bank was created by the Scottish Recovery Network to inspire hope and offer tools and technologies for recovery [20]. Content from the Narrative Story Bank helped to inform Scotland’s mental health strategy [21]. In Scotland, the use of recovery narratives has been incorporated into clinical practice, such as the production of written RRNs to support self-reflection [21]. Similarly, RRNs have been used in clinical training to enhance communication skills and empathy of health care workers [22].

RRNs are used in national antistigma campaigns [23], which aim to reduce stigma associated with mental health problems [24].

The impact of RRNs on recipients has been evaluated. For example, students who listened to recovery narratives of people with anorexia nervosa showed more understanding of the mental illness and a less stigmatized view toward these individuals [25]. Eating disorder memoirs offered validation of personal experience and created a positive affective response among people with eating difficulties [26]. Helpful outcomes of accessing both live and recorded recovery narratives include connection with others, validation of own experiences, empowerment, hopefulness, gratitude, and stigma reduction [27]. Mechanisms of impact from RRNs include comparison with the narrative and narrator, learning about the experiences of others, and feeling empathy, all of which create a sense of connection [28]. Accessing RRNs can thus support personal recovery by increasing hope, meaning, and a sense of fulfillment [18,29].

RRNs are often grouped and presented as collections [19], which have been provided on bespoke websites [30] and in books composed of recovery narratives linked by a theme such as psychosis [31] or men’s eating disorders [32]. The people who assemble RRN collections do so for a range of reasons, including providing education about mental health and recovery, supporting others in their recovery journey, and campaigning for change in health service provision [33].

Clinicians who use RRNs as part of treatment need to know the possible impact of the RRN collections they recommend to their service users [34]. Given their broad range of clinical applications, the ability to characterize a narrative collection is important because not all RRNs are helpful to all people. An interview study reported that recovery narratives can be harmful if recipients feel disconnected from the narrative, resulting in distancing themselves from the narrator [27]. For instance, if a “right” way to recover is communicated by the RRNs, this implicit message can cause a recipient to feel disconnected [35,36] if that particular pathway is in some way “outside” that person’s scope, experience, and perspective. A feeling of being disconnected is detrimental because connection is the central mechanism supporting recovery after access to RRNs [28,37].

Diversity and Inclusivity
Providing diversity in RRN collections may be one approach to maximizing benefit and minimizing harms, enabling a sense of connection to people with different backgrounds and experiences. A diverse set of narratives will increase the opportunity for the recipient to feel connected to a narrative [27]. Further, a lack of diversity in RRN collections may give rise to stereotyping [38], leaving recipients feeling excluded and disconnected [18], or suggest that there is only one way or a “right” way to recover [35,39], which may not fit with their own beliefs, experiences, and needs. Recipient characteristics and narrative characteristics moderate the impact of a narrative on a sense of connection [28]. For example, people in ethnic minority groups felt a lower level of connection when an RRN collection marginalized these groups [40]. Diverse narratives are needed to ensure that recipients from different backgrounds and with different identities have the greatest opportunity to feel connected with both a narrative and a narrator, as both types of connection are known to maximize the positive effects of RRNs [38]. One exception might be collections of RRNs targeted at specific groups experiencing structural inequalities or marginalization (eg, refugees), where the selection of narrators who belong to those groups might be an appropriate strategy for maximizing beneficial impact.

Two types of variation in a narrative collection can be differentiated: diversity and inclusivity [41]. Diversity is defined as heterogeneity in narrative characteristics, such as a spread of narrator demographics and “protected characteristic” identities, as defined by the Equality Act 2010 (eg, age, gender, sexual orientation), or types of narrative content (eg, trajectory,
Diversity and inclusivity concepts can be applied to a specific characteristic of an RRN collection, such as narrator age or a narrative focused on a certain demographic characteristic (eg, race, disability). Diversity is present when there are a meaningful number of narratives within each subcategory [43]. For example, diversity in narrator age is present when there is a spread of younger, middle-aged, and older narrators. Since diversity is a feature of the collection, a diversity metric will be a constant for a given collection. By contrast, inclusivity is present when the proportion of narratives within each subcategory is similar to the proportion in a wider comparison population at a given time [44]. For example, inclusivity in narrator age is present when there are similar proportions of each narrator age group in the collection and in a comparison population, such as other people on the caseload of the mental health service or in the general population. Since inclusivity is a function of the collection when used in a specific context, an inclusivity metric will vary based on context.

We argue that assessing diversity and inclusivity of narrative collections is the next frontier in mental health recovery narrative research and practice. A tool to characterize individual RRNs has been developed. The Inventory of Characteristics of Recovery Stories (INCRESE) is a standardized 77-item instrument characterizing narrative mode, narrator and narrative characteristics, content warnings, turning points, and narrative genre. Inclusivity is defined as representativeness of narrative characteristics in relation to a broader population [42].

Characteristics that are internationally agreed as requiring protection from discrimination. Three data sources were used. First, national policy documents relating to equality, diversity, and inclusion were reviewed to identify characteristics protected by law in each country. Policy documents were collated from a purposive sample of 20 predefined countries shown in Table 1, chosen for variation in (1) region; (2) income level as classified by the World Bank; and (3) status as a Western, Educated, Individualized, Rich and Democratic (WEIRD) versus non-WEIRD country [46] (see Multimedia Appendix 1 for income levels and WEIRD/non-WEIRD status). Policy documents were retrieved using Google searches with the terms “antidiscrimination [country]” and “human rights [country].” At least one source of information was identified for each country. Where the governmental information was not available in English (eg, Iran, Yemen, Morocco), online sources such as information websites (eg, The Academic Network of European Disability Experts, Human Rights Watch, European Commission, International Labor Organization) or reports (eg, Human Rights Committee Report, Human Rights Watch Report) written in English about protected characteristics in the country were reviewed. The identified characteristics were grouped, and Table 1 shows the frequency across the 20 countries of the 13 identified characteristics protected by law and policy.

Some characteristics collapse complex and contested components, where terms are used inconsistently internationally. For example, “Sex and gender” refers to both biological sex assigned at birth and the social construct gender, with subcategories including “female,” “male,” and “nonbinary” [47]. Therefore, the theme is categorized as “Sex and gender” [48].

The five characteristics with the highest international consensus are Sex and gender (eg, assigned sex at birth, socially constructed gender, female/male/nonbinary), Beliefs (eg, political, religious, philosophical), Origin (eg, race, ethnicity), Family (eg, marital status, carer responsibilities), and Disability (mental, physical, learning, and sensory).

To maximize cross-cultural validity, four multinational documents were reviewed, comprising two international human right treaties (Universal Declaration of Human Rights, Convention on the Rights of Persons with Disabilities) and two relevant systematic reviews about diversity and inclusivity [49,50]. The presence of each of the 13 identified characteristics in these four documents was tabulated to identify the most widely agreed characteristics relevant to diversity and inclusivity (Table 2). In both tables, the authors YK and FN independently reviewed the documents and discussed the rating until consensus was reached, which was then confirmed by the other authors.
Table 1. Characteristics (N=13) protected by law and policy in 20 countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Sex and gender</th>
<th>Beliefs&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Origin&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Family&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Disability</th>
<th>Sexuality</th>
<th>Age</th>
<th>Economics&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Employment</th>
<th>Pregnancy</th>
<th>Education</th>
<th>Language</th>
<th>Military veteran</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuba</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greece</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guyana</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iran</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Libya</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morocco</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Palestine</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suriname</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tunisia</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Yemen</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td>20</td>
<td>18</td>
<td>17</td>
<td>11</td>
<td>10</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup>Includes religious, political, and philosophical beliefs.
<sup>b</sup>Includes race, ethnicity, migration.
<sup>c</sup>Includes marriage status and carer responsibilities.
<sup>d</sup>Includes social class.
Table 2. Candidate diversity and inclusivity characteristics mapped against international treaties and systematic reviews.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>UDHR\textsuperscript{a} article</th>
<th>CRPD\textsuperscript{b} article</th>
<th>Yadav and Lenka [49]</th>
<th>Manoharan and Singal [50]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex and gender</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Beliefs</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Origin</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Family</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disability</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexuality</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Economics</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Employment</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pregnancy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Language</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Military veteran</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}UDHR: Universal Declaration of Human Rights.
\textsuperscript{b}CRPD: Convention on the Rights of Persons with Disabilities.

All characteristics apart from “Pregnancy” were identified by at least one of the four sources. Finally, to maximize relevance to mental health recovery narratives, a systematic review making recommendations for best practice in curating mental health lived experience narrative collections was assessed [38]. “Positioning” was added as a mental health narrative–specific characteristic to assess if a collection includes both positive and negative narratives about mental health services to capture whether a broad range of perspectives are included [38]. In total, these 14 characteristics were identified as relevant to the diversity and inclusivity of RRN collections.

\textbf{Mapping Against a Narrative Characterization Tool}

To enable an assessment of the appropriateness of INCRESE in assessing diversity and inclusivity, the 77 INCRESE items were mapped against the 14 diversity and inclusivity characteristics (Table 3).

Twenty-two INCRESE items were able to be mapped against the diversity and inclusivity characteristics. No INCRESE items were identified relevant to the characteristics of Language and Military veteran. Twelve characteristics, including all five of the most supported characteristics and Positioning, can be measured using the INCRESE items. Our INCRESE database enabled a preliminary investigation of diversity and inclusivity, despite INCRESE not being a perfect tool for assessing these metrics. The approach may be refined in the future by including items regarding language and military status.
Table 3. Inventory of Characteristics of Recovery Stories (INCRESE) items mapped against the diversity and inclusivity characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Corresponding INCRESE items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex and gender</td>
<td>11 Gender, Beliefs, 71 Activism, 72 Spiritual/religious activities</td>
</tr>
<tr>
<td>Origin</td>
<td>13 Ethnicity, 15 Location, 49 Family, 53 Relationships, 74 Caring responsibilities, 75 Family experiences of mental health issues</td>
</tr>
<tr>
<td>Disability</td>
<td>17 Visual difficulties, 18 Hearing difficulties, 19 Mobility/stamina difficulties, 20 Cognitive difficulties, 21 Self-care difficulties</td>
</tr>
<tr>
<td>Sexuality</td>
<td>16 Sexuality</td>
</tr>
<tr>
<td>Age</td>
<td>12 Age</td>
</tr>
<tr>
<td>Economics</td>
<td>54 Income, 55 Housing</td>
</tr>
<tr>
<td>Employment</td>
<td>56 Work</td>
</tr>
<tr>
<td>Pregnancy</td>
<td>48 Pregnancy/birth</td>
</tr>
<tr>
<td>Education</td>
<td>51 Education</td>
</tr>
<tr>
<td>Language</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Military veteran</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Positioning</td>
<td>32 Positioning</td>
</tr>
</tbody>
</table>

Quantifying Each Characteristic

To quantify the diversity and inclusivity of RRN collections, each characteristic needs to be assessed using its subcategories (eg, for the Sex and gender characteristic, the INCRESE characterization choices of “Male,” “Female,” and “Other” may be the subcategories). Measuring diversity involves characterizing the spread of narratives across each subcategory. For example, an RRN collection that includes no narrator categorized as “Other” in the Sex and gender characteristic is less diverse than an RRN collection that does include such narrators. By contrast, measuring inclusivity involves establishing the same two parameters of characteristics and subcategories, and additionally identifying the comparison population. For example, presence of an Origin subcategory of “white” may not increase an inclusivity metric in the UK general population as much as it does in many other populations.

Measurement of Diversity and Inclusivity

Overview

We present one option for measuring diversity and two options for measuring inclusivity for recovery narrative collections. The two options for measuring inclusivity have different properties, enabling people assessing inclusivity to make a choice over which to use.

Measuring Diversity: Simpson Diversity Index

The Simpson Diversity Index (SDI) is an established index used in the natural sciences to assess biodiversity [43]. The SDI considers the number of species present and the abundance in each species to indicate the variance in species. The SDI is calculated by deducting the Simpson Index (SI) from 1, where SI=Σ(n−1)/N(N−1). When used to assess narrative collection diversity in relation to a particular characteristic (eg, “narrator gender”), n refers to the total number of narratives within each option of the characteristic (eg, “female narrator”) and N refers to the total number of narratives across all options. See Multimedia Appendix 2 for example calculations. The SDI ranges from 0 (low diversity) to 1 (high diversity).

Measuring Inclusivity Option 1: Demographic Rates as Comparison Population

Inclusivity captures the extent to which minority groups in a comparison population (eg, a country population, a service user cohort at one mental health service) are included in a collection [51]. One approach to assess inclusivity is to identify the categories that are minoritized in the comparison population and compare their proportion in the narrative collection. For example, the Origin characteristic is measured by INCRESE item 13 “Ethnicity,” with categories of “Not identifiable,” “Asian,” “Black/African/Caribbean,” “Dual/multiple ethnic group,” “Other ethnic group,” and “white.” When used in the United Kingdom, all choices apart from “white” are minority groups (a limitation of this categorization is that some “white” communities such as the Traveler, Gypsy, and Roma communities are also very socially excluded). In the United Kingdom, 13% of the population are nonwhite [52]. In a collection, among all narratives, if the ratio of nonwhite narratives is higher than 13%, the collection can be considered as inclusive with respect to ethnicity in the United Kingdom. If inclusivity is being assessed in a different comparison population such as a different country, then alternative choices for minority categories would be made.

Measuring Inclusivity Option 2: Arbitrary Threshold as Benchmark

A second approach to measuring inclusivity is to set an arbitrary benchmark. One approach is to decide that five narratives are sufficient to satisfy a benchmark for a certain characteristic. A stronger approach, as often used for external examination in the university sector [53,54], is to decide both a minimum rate (eg, 10%) and number (eg, 5), and choose whichever is greater.
Case Study

Data Set, Analysis, and Outcomes

The three methods above were applied to the NEON Collection as a case study. Four characteristics matching INCRESE items were considered: Sex and gender, Origin, Disability, and Positioning. The NEON Collection is a curated collection of mental health RRNs. All narratives are included in the NEON Collection with permission [55]. Each narrative is characterized using INCRESE by multiple raters [45].

The candidate approaches were applied to four groups: the entire NEON Collection, two of the larger collections chosen for difference in source, and the individual donations contained in the NEON Collection. In September 2022, the NEON Collection comprised 687 narratives compiled from 34 public collections and from individual donations. One of the two larger collections, which we here refer to as “statutory service” (78 narratives), was compiled by a statutory mental health service. The other, which we refer to as “ethnic minority book” (19 narratives), was published as a book focusing on the mental health of ethnic minority groups. Individual donations (n=29) comprised narratives collected directly from individuals as donations to the NEON Collection.

To evaluate diversity using the SDI, because the Origin and Disability characteristics consist of multiple INCRESE items, the mean SDI scores were calculated. The SDI scores for each collection group are shown in Table 4.

Table 4. Diversity scores (Simpson Diversity Index) for Sex and gender, Positioning, Origin, and Disability characteristics.

<table>
<thead>
<tr>
<th>Characteristics and corresponding INCRESEa items</th>
<th>NEONb collection</th>
<th>Statutory service</th>
<th>Ethnic minority book</th>
<th>Donations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex and gender (INCRESE=Gender)</td>
<td>0.58</td>
<td>0.60</td>
<td>0.29</td>
<td>0.64</td>
</tr>
<tr>
<td>Positioning</td>
<td>0.61</td>
<td>0.56</td>
<td>0.56</td>
<td>0.53</td>
</tr>
<tr>
<td><strong>Origin</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td>0.70</td>
<td>0.50</td>
<td>0.20</td>
<td>0.57</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>0.58</td>
<td>0.07</td>
<td>0.61</td>
<td>0.46</td>
</tr>
<tr>
<td><strong>Meanc</strong></td>
<td>0.64</td>
<td>0.37</td>
<td>0.51</td>
<td>0.52</td>
</tr>
<tr>
<td><strong>Disability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visual</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Hearing</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Mobility</td>
<td>0.01</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Cognitive</td>
<td>0.01</td>
<td>0.07</td>
<td>0.00</td>
<td>0.07</td>
</tr>
<tr>
<td>Self-care</td>
<td>0.05</td>
<td>0.05</td>
<td>0.11</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Meanc</strong></td>
<td>0.04</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
</tr>
</tbody>
</table>

aINCREASE: Inventory of Characteristics of Recovery Stories.
bNEON: Narrative Experiences Online.
cMultiple INCREASE items are attached to one characteristic.

Of the four groups assessed, the NEON Collection is the most diverse in terms of Positioning, Origin, and Disability. Individual donations are the most diverse in terms of Sex and gender. Statutory service is the most diverse in the Disability subcategory of cognitive difficulties. Ethnic minority book is the most diverse in the Original subcategory ethnicity.

To evaluate inclusivity using option 1 (demographic rates), the comparison population used was the UK general population. The Positioning characteristic was excluded as there are no demographic data of narrative positioning available. Minority groups in each characteristic were identified and the proportion of narratives from each minority group was calculated. The proportions of minority groups in the comparison UK general population were obtained for gender [56], ethnicity [52], and each Disability component [57-61]. For location, the number of British nationals living outside Europe was identified and then the proportion against the UK population was calculated [62]. For self-care, the prevalence of self-neglect was identified [61]. The findings are shown in Table 5.
Table 5. Inclusivity option 1: minority group proportions compared to the UK general population.

<table>
<thead>
<tr>
<th>Characteristic and INCREASE(^a) item</th>
<th>Response categories</th>
<th>Proportion of minority narratives (%)</th>
<th>Minoriry proportion in UK general population (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nonminority</td>
<td>Minority</td>
<td>NEON(^b) Collection</td>
</tr>
<tr>
<td>Sex and gender (INCREASE=Gender)</td>
<td>Not identifiable, Female, Male</td>
<td>Other</td>
<td>1</td>
</tr>
<tr>
<td>Origin</td>
<td>Not identifiable, white</td>
<td>Asian, Black/African/Caribbean, Dual/multiple ethnic group, Other ethnic group</td>
<td>10</td>
</tr>
<tr>
<td>Location</td>
<td>Europe</td>
<td>Africa, Asia, Australasia, North America, South America</td>
<td>36</td>
</tr>
<tr>
<td>Disability</td>
<td>Not identified</td>
<td>Yes</td>
<td>0.4</td>
</tr>
<tr>
<td>Visual difficulties</td>
<td>Not identified</td>
<td>Yes</td>
<td>0.3</td>
</tr>
<tr>
<td>Hearing difficulties</td>
<td>Not identified</td>
<td>Yes</td>
<td>3</td>
</tr>
<tr>
<td>Mobility</td>
<td>Not identified</td>
<td>Yes</td>
<td>4</td>
</tr>
<tr>
<td>Cognitive difficulties</td>
<td>Not identified</td>
<td>Yes</td>
<td>2</td>
</tr>
</tbody>
</table>

\(^a\)INCREASE: Inventory of Characteristics of Recovery Stories.  
\(^b\)NEON: Narrative Experiences Online.  
\(^c\)Numbers in italics indicate proportions above those of the UK general population.

The NEON Collection met the inclusivity benchmark of being above the UK general population for the location subcategory in the Origin characteristic and for two subcategories in the Disability characteristic: cognitive difficulties and self-care. Likewise, statutory service met the inclusivity benchmarks for cognitive difficulties and self-care. Ethnic minority book met the inclusivity benchmarks for ethnicity in the Origin characteristic and self-care in the Disability characteristic. Individual donations met the inclusivity benchmark for cognitive difficulties. No collections met the inclusivity benchmark for the Sex and gender characteristic or the Disability subcategories of visual difficulties, hearing difficulties, and mobility. The largest inclusivity score was for ethnicity in the ethnic minority book, followed by location in the NEON Collection.

To evaluate inclusivity using option 2 (arbitrary threshold), benchmarks were set at a minimum proportion of 10% of the number of narratives in a collection and a minimum number of 5 narratives. Whichever was the higher number was used as the threshold, as shown in Table 6.

The NEON Collection met the inclusivity benchmarks for both ethnicity and location in the Origin characteristic and for the Positioning characteristic. Ethnic minority book met the inclusivity benchmark for ethnicity in the Origin characteristic. Neither statutory service nor individual donations met any of the characteristics or subcategories. Similar to inclusivity option 1, the scores for location in the NEON Collection and ethnicity in the ethnic minority book markedly exceeded the benchmarks.
Table 6. Inclusivity option 2: arbitrary thresholds.

<table>
<thead>
<tr>
<th>Characteristics and corresponding INCREASE(^a) items</th>
<th>NEON(^b) Collection (n=687); threshold: n=69</th>
<th>Statutory service (n=78); threshold: n=8</th>
<th>Ethnic minority book (n=19); threshold: n=5</th>
<th>Individual donations (n=29); threshold: n=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex and gender (INCREASE=Gender)</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Origin</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td>69(^c)</td>
<td>0</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Location</td>
<td>245</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Disability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visual</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hearing</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mobility</td>
<td>18</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cognitive</td>
<td>26</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Self-care</td>
<td>17</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Positioning</td>
<td>97</td>
<td>5</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

\(^a\)INCREASE: Inventory of Characteristics of Recovery Stories.
\(^b\)NEON: Narrative Experiences Online.
\(^c\)Numbers in italics indicate proportions above the threshold.

Strengths and Limitations of Each Approach

**Simpson Diversity Index**

A strength of calculating the diversity scores using the SDI is its practicality; to calculate the SDI, only the frequencies for each characteristic are required [63]. Less practical measures exist. For example, the Shannon Diversity Index is another established biodiversity index, which requires more data such as the rate of each species present out of the total organism population [64]. Likewise, Social Choice Methods were proposed in computer science; however, these methods require more data than required for the SDI (eg, social structures of power and influence) [65].

Three major weaknesses need to be noted. One is that there are no interpretation scores to indicate a level of the diversity in the SDI (eg, high, medium, and low). Another limitation is reliance on INCREASE data, which do not map onto all protected characteristics identified. In particular, there are no INCREASE items for Language and Military status. Moreover, even where an INCREASE item and a characteristic have the same label, the meaning may be different. For example, in this analysis, we chose an INCREASE item for location as part of the Origin characteristic. However, the response choices of this item are placed at a global level (eg, Europe, Asia, Africa), whereas the international treaties and national policies often regard the location of where people are from or live at a local level (eg, housing discrimination in the United Kingdom [66] and “buraku” [roughly defined as a defiled area] in Japan [67]). Both items and response choices in INCREASE can be extended to enable calculation of the diversity from the INCREASE data set. Lastly, while appealing as a simple and comprehensible metric, the SDI may misleadingly simplify the complex issue of diversity. For example, the diversity scores should not be treated as a target, which can be deprioritized once hit [68].

The diversity scores should rather be used as part of helping recipients from different backgrounds and with different identities feel connected with both a narrative and a narrator, maximizing the positive effects of RRNs [38].

**Inclusivity Option 1**

A strength of inclusivity option 1 is that it is a logical approach, comparing the proportion between a collection and its comparable population. This method allows a direct comparison with different contexts as far as the demographic data are available, and tailors the assignment of minoritized status to categories matching the comparison population.

Weaknesses include the time required, modest collection sizes, and comparator choice. First, inclusivity option 1 requires more time than option 2, because of the difficulties with finding the comparable data. There would be a health service resource allocation implication of choosing option 1 rather than option 2. Busy practitioners may not have time to identify comparable demographic data. For example, for self-care, finding the demographic proportion of people with self-care difficulties required a great amount of time. We used the demographic proportion of people suffering from self-neglect. Self-care difficulties and self-neglect may be similar; however, self-neglect can indicate a wider set of behaviors than self-care, such as hoarding and unwillingness to receive support [69,70].

Second, RRN collections often do not have many narratives (eg, the largest collection in the NEON Collection includes 78 narratives). Only a few narratives can meet the benchmarks for the subcategories of gender, and visual, cognitive, and self-care difficulties, despite each having different demographic proportions. Lastly, a decision needs to be made on what an appropriate comparator is for this method. We used the UK general population; however, if a statutory mental health service
uses this method, the entire cohort of their service users may be more meaningful as a comparative tool. Identifying a meaningful comparator and retrieving comparison information may be complex [71].

**Inclusivity Option 2**

Strengths of inclusivity option 2, based on the arbitrary threshold, include practicality and representation. This approach allows a reasonable minimum number to be present, addressing the need for individuals from minority communities to “see themselves” [72] in the narrative collection.

However, weaknesses include the difficulty in justifying the benchmark numbers. Relatedly, the approach produces a binary outcome: the collection is either inclusive in a particular characteristic or it is not. This does not differentiate between a collection that just meets the benchmark versus one that markedly exceeds it.

Overall, the diversity and inclusivity of the NEON Collection are higher than those of the three subgroups. One explanatory attribute is its size, as the three subgroups are part of the NEON Collection. Because the size is large, the NEON Collection has an inherent advantage with respect to diversity [73]. The more narratives a collection has, the more likely the collection will have different types of narratives. The size advantage also relates to the high inclusivity of the NEON Collection. The NEON Collection marked low yet above-benchmark scores in the characteristics where the benchmarks were low, whereas the other three collections did not (eg, scored a 0 indicating no relevant narrative identified).

Our case study has three implications. First, the diversity and inclusivity can be measured, although each metric has limits on its meaningfulness. For example, the diversity metric has no interpretation scores to indicate a level of the diversity. Inclusivity option 1 highlights a mismatch between INCRESE items and characteristics, and raises the question about defining an appropriate comparator. Inclusivity option 2 requires justification for the benchmark. Second, larger collections in general are more diverse and inclusive. Third, collections that have a specific focus (eg, on ethnicity) can be differentiated using these metrics.

Finally, how the output is presented needs to be discussed. A challenge with all measurement approaches is how to present the results [74]. One approach is a radar chart, used in the Four Layers of Diversity Model [75]. For example, the Sex and gender, Origin (ethnicity and location), and Positioning characteristics can be presented as shown in Figure 1. The items in the Disability characteristic were excluded as all five items included a 0, which is already visible in the table format.

One advantage of the radar chart is that the uniqueness of each collection can be visually highlighted [76]. Moreover, compared to a table format, chart formats such as a radar chart are often more reader-friendly and inclusive (eg, for people with dyslexia) [77,78]. A disadvantage is that not many characteristics can be included to maintain a reader-friendly presentation [76].

**Figure 1.** Radar charts to present the diversity scores for the Sex and gender, Origin (Ethnicity and Location), and Positioning characteristics in four collections. The radar chart presentation can visually highlight the uniqueness of each collection, and can be more reader-friendly and inclusive, but cannot present many characteristics. NEON: Narrative Experiences Online.
Conclusion

Several knowledge gaps exist. First, there is a mismatch between the INCRESE items and the identified characteristics. Candidate new items for INCRESE are Language and Military veteran. Moreover, there are currently only three characterization choices for Sex and gender in INCRESE (‘male,’ ‘female,’ and ‘other’). More diverse and inclusive choices are needed (eg, “transgender,” “nonbinary/nonconforming”). The content of INCRESE might be reviewed to enhance its use in diversity and inclusivity metrics. Second, the assessment of inclusivity requires development of a reliable and context-sensitive approach to identifying minority groups in each characteristic. Third, the optimal approach to inform clinical practice needs to be identified. In addition to concerns about comprehensibility of these candidate metrics, there may be specific clinical priorities; for example, some clinicians may not want to recommend a collection that includes many narratives about poor service experiences to their service users. Lastly, cultural adaptation of these metrics needs to be considered. For example, the Military veteran characteristic may hold more cultural importance in the United States than in many other countries [79]. In cultures such as Japan and South Korea, where age plays an important role [80], the Age characteristic may be more relevant. The next stages of research will include refinement of each metric with attention paid to minimizing the burden of calculation and developing interpretation guidance, the involvement of key stakeholders (ie, people living with mental health issues and mental health clinicians) in arbitrating between the candidate approaches, and real-world evaluation of the impact of more diverse and inclusive RRN collections.
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Abstract

This paper reintroduces the Effortless Assessment Research System (EARS), 4 years and 10,000 participants after its initial launch. EARS is a mobile sensing tool that affords researchers the opportunity to collect naturalistic, behavioral data via participants’ naturalistic smartphone use. The first section of the paper highlights improvements made to EARS via a tour of EARS’s capabilities—the most important of which is the expansion of EARS to the iOS operating system. Other improvements include better keyboard integration for the collection of typed text; full control of survey design and administration for research teams; and the addition of a researcher-facing EARS dashboard, which facilitates survey design, the enrollment of participants, and the tracking of participants. The second section of the paper goes behind the scenes to describe 3 challenges faced by the EARS developers—remote participant enrollment and tracking, keeping EARS running in the background, and continuous attention and effort toward data protection—and how those challenges shaped the design of the app.

(JMIR Ment Health 2023;10:e38920) doi:10.2196/38920

KEYWORDS

mobile sensing; passive sensing; personal sensing; digital phenotyping; ecological momentary assessment; digital mental health

Introduction

In 2018, we introduced the Effortless Assessment of Risk States (EARS) tool, a mobile sensing software that collects behavioral and interpersonal data via naturalistic smartphone use [1]. The original motivation for the development of the tool was to provide a new scalable approach for continuous measurement of behavior to facilitate the prediction of, and timely response to, mental health crises such as increases in suicidal thoughts and behaviors [1,2]. We designed the EARS tool to capture multiple indices of behavior by continuously collecting data from the various sensors in an individual’s personal smartphone during their normal use the device. This makes the solution highly scalable because there is no need to provide the user with special wearables or to ask them to change their current behavior by integrating a new device into their lifestyle. This substantially reduces the compliance burden associated with the measurement. We selected the indices measured based on findings that demonstrate their links to mental health states such as depression and suicidality [1]. These indices included physical activity, geolocation, sleep, phone use and duration, music choice, facial expressions, acoustic vocal quality, and natural language use [1]. Although the continuous collection of behavioral data from smartphones has been extensively used in some commercial applications, the EARS tool was specifically designed to only be used in research studies that are regulated by properly constituted Institutional Review Boards or Human Research Ethics Committees that require, among other things, fully informed consent.

Much has changed since the launch of EARS, including its name. The acronym and the “bunny ears” icon remain (see Figure 1), but EARS now stands for the Effortless Assessment Research System. The name change not only reflects its broader application to a wide variety of use cases in behavioral research, in addition to our initial focus on the prediction of psychiatric risk, but also represents the extensive improvements made to

https://mental.jmir.org/2023/1/e38920
EARS over the last 4 years. The first section of this paper will highlight those improvements via a tour of EARS’s capabilities across iOS and Android versions. The second section of this paper will go behind the scenes to describe 3 challenges faced by the EARS developers and how those challenges shaped the design of the app.

**Figure 1.** The Effortless Assessment Research System (EARS) app icon.

### What EARS Does

#### Overview

The single most important improvement to EARS is the addition of a comparable iOS version to match the Android version. EARS on iOS is now programmed in Swift and is available on the Apple App Store (current version 2.1.2 at the time of this paper; search “EARS Mobile Sensing” in the Apple App Store). The iOS and Android versions share a set of core data streams (see Table 1). With minimal burden on the research participant, EARS can collect—with fully informed consent—data from a smartphone’s accelerometer, GPS, activity and motion (ie, walking, running, cycling, and driving), music and media listening, selfies, and text typed into the keyboard. For research teams who wish to collect the timing of typed text but not the content, both versions can collect the timing of keystrokes without collecting content. In addition, EARS allows researchers to administer custom ecological momentary assessment (EMA) surveys. In the Android version only, EARS can also collect app usage data and ambient light, although recent developments in iOS version 16 have opened up the possibility of collecting app usage in iOS using the Screentime application programming interface. This capability is current being built into the iOS version of EARS. In the iOS version only, EARS can also collect battery level, charge status, and call status. Researchers can decide which data streams to collect for their study, and we protect the confidentiality of these data with industry-standard encryption.

<table>
<thead>
<tr>
<th>Data stream</th>
<th>Android</th>
<th>iOS</th>
<th>Relevant behavioral features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerometer</td>
<td>✓</td>
<td>✓</td>
<td>Physical activity and sleep</td>
</tr>
<tr>
<td>GPS</td>
<td>✓</td>
<td>✓</td>
<td>Patterns of mobility and semantic location</td>
</tr>
<tr>
<td>Activity and motion</td>
<td>✓</td>
<td>✓</td>
<td>Physical activity</td>
</tr>
<tr>
<td>Music and media</td>
<td>✓</td>
<td>✓</td>
<td>Musical and emotional qualities of music listened to</td>
</tr>
<tr>
<td>Selfies</td>
<td>✓</td>
<td>✓</td>
<td>Facial expression</td>
</tr>
<tr>
<td>Typed text: content and timing</td>
<td>✓</td>
<td>✓</td>
<td>Language content analysis (eg, sentiment) and keyboard kinematics</td>
</tr>
<tr>
<td>Typed text: timing only</td>
<td>✓</td>
<td>✓</td>
<td>Keyboard kinematics</td>
</tr>
<tr>
<td>EMA&lt;sup&gt;a&lt;/sup&gt;</td>
<td>✓</td>
<td>✓</td>
<td>Self-report of experiences, activities, and contexts</td>
</tr>
<tr>
<td>App usage</td>
<td>✓</td>
<td>Coming soon</td>
<td>Extent and timing of phone usage, broken down into specific app categories</td>
</tr>
<tr>
<td>Ambient light</td>
<td>✓</td>
<td>✓</td>
<td>Sleep patterns</td>
</tr>
<tr>
<td>Battery level</td>
<td>✓</td>
<td>✓</td>
<td>Regularity of daily behavioral patterns</td>
</tr>
<tr>
<td>Charge status</td>
<td>✓</td>
<td>✓</td>
<td>Regularity of daily behavioral patterns</td>
</tr>
<tr>
<td>Call status</td>
<td>✓</td>
<td>✓</td>
<td>Frequency of social contacts</td>
</tr>
</tbody>
</table>

<sup>a</sup>EMA: ecological momentary assessment.

### Keystroke Data

The collection of text typed into the smartphone keyboard sets EARS apart from many other mobile sensing tools. All typed text, with the exception of anything typed into a secure field such as passwords and credit card numbers, are captured and stamped with the date, time, and application in which the keyboard is active. In other words, if a research participant sends a text message to their spouse while they have EARS installed, researchers can, with appropriate informed consent, know what they typed, when they typed it, and what application they used.
The development and maintenance of EARS requires flexibility to respond to changing operating system parameters and researcher needs. As such, updates to EARS have also resulted in the deprecation of several features. EARS no longer measures SMS text messaging frequency, nor does it capture in-call acoustic voice properties. These deprecations are in response to technical challenges and legal complexities. For example, the passive collection of voice data proved to be complex not only at the technical level (eg, it was difficult to reliably trigger the collection of voice data when the research participants were speaking into their phone) but also legally (eg, ensuring that the collection of the participant’s voice did not collect any voice data from a nonconsenting third party during phone calls). Because of our interest in emphasizing passive methods of assessment wherever possible, the video diary function (which required an active response from the participant) has also been phased out in favor of the selfie data stream. Sustaining EARS has also changed our approach to licensing and sharing open-source code. The requirements to maintain the software and support the implementation and maintenance of studies are very time-consuming. Although there are a number of free-to-the-user mobile sensing tools available, we have found that behavioral researchers are often looking for a solution that supports the implementation, administration, and analysis of these studies. As such, EARS is now licensed to a spin-out company, Ksana Health Inc, that can provide researchers with end-to-end support to conduct mobile sensing studies. This end-to-end support exceeded the capabilities of our university-based research center.

**Data Delivery to Researchers**

At the conclusion of their study, researchers have the option to take delivery of EARS data in a raw form or as extracted features. In this context, “features” refer to metrics derived from the raw EARS data produced by participants. EARS data features tend to be more tractable for many research teams than raw EARS data. For example, our data scientists can take raw accelerometer data—of which a typical participant produces 4,000,000 records per day—and derive interpretable sleep features, including bedtime, waketime, and sleep duration. In addition, our data scientists derive location and travel features from raw GPS data, including but not limited to time spent at home, time spent traveling, and the number of travel events per day. Following the sentiment analysis approach of Byrne and colleagues [3], which showed a relationship between EARS-typed text and stress, our data scientists offer typed text features that measure positive sentiment and negative sentiment words. We also offer features that measure first-person pronoun use and absolutist language, which are related to mental health, especially indices of depression and suicide risk [4,5].

To date, over 10,000 people across Europe, the United Kingdom, North America, and Australia have participated in research studies using EARS. Study lengths vary from 1 week to 1 year of mobile sensing data collection. EARS has gathered mobile sensing data from participants on 88% of study days. Due to challenges discussed below, the iOS version lags behind the Android version with respect to data completion, with EARS on iOS collecting at least some mobile sensing data on 85% of study days versus EARS on Android’s 98%. Although EARS performs well on both platforms, the relative strength of EARS on Android supports its suitability for research conducted in low- and middle-income countries where Android dominates the mobile phone market.

The updates to EARS address a series of core challenges faced by EARS developers and researchers conducting studies using mobile sensing.
**Challenge #1: Participant Tracking**

In all, 3 major challenges shaped the development of EARS. The first challenge, familiar to every researcher who has collected longitudinal data, was participant tracking. Early problems with participant tracking included unpredictable participant behaviors such as deleting or losing the EARS app or purchasing a new phone. In the pilot version of EARS, we had no way of detecting these behaviors in real time, which meant that we often did not discover missing data until the end of data collection. Remote installation of EARS was also impossible, so even in the case of a conscientious participant who notified us of their new phone purchase, the reinstallation of EARS required a laboratory visit or an email exchange with EARS staff. (EARS can easily be enabled on a new phone by reinstalling the app, but research staff need to be able to track the installation codes used for the installations on the old and new phones so that the participants data can be concatenated into 1 file for the final data analyses). In addition, to avoid causing headaches for research coordinators, participant tracking required EARS to ensure that the correct version of EARS is installed by participants, link mobile sensing data with established participant identifiers, and prevent unknown people from installing EARS and uploading mystery data. EARS developers have addressed these requirements by building a researcher-facing dashboard.

Among other capabilities, the dashboard allows researchers to set up their study, enroll participants, and monitor mobile sensing data uploads. Study setup includes choosing which sensors to collect and customizing the content and schedule of EMA questions, which is then built into the bespoke version of EARS for that study. The enrollment of participants entails the creation on the dashboard of a custom, single-use installation code, in both 16-digit, hexadecimal form and QR code form. This installation code ensures that the custom version of EARS—tailored to the choices made by researchers during setup—is installed only on the devices of consenting participants. The dashboard also interfaces with Amazon Web Services (AWS) and Qualtrics to enable EARS installation as part of remote informed consent.

The monitoring of mobile sensing data uploads is facilitated by 3 figures on the dashboard: an overview (see Figure 2), a device list (see Figure 3), and a device dot plot (see Figure 4). The overview conveys the number of participants uploading without issues, uploading with issues (ie, missing expected sensors), and not uploading at all. The device list categorizes participant devices by status (eg, uploading without issues) and displays their last upload date, research site (important for multisite studies), and operating system. Finally, the device dot plot allows researchers to determine at a glance which sensors are uploading on which days for which participants. This information is crucial because many uploading issues are caused by participant behavior, which can be remedied by researcher reminders. For example, in iOS, it is possible for EARS participants to switch away from the EARS keyboard. If a participant does so, the dashboard will flag their device as not uploading text, which will signal the researcher to intervene.

![Figure 2](https://mental.jmir.org/2023/1/e38920)

**Figure 2.** The overview conveys the number of participants uploading without issues, uploading with issues, not uploading at all, and deactivated. “Deactivated” denotes Effortless Assessment Research System (EARS) installations that have been deactivated by the researcher, usually when the participant finishes the study.
Figure 3. The device list elaborates on the participants categorized in the overview as uploading with issues and not uploading at all. The device list displays their participant ID, last upload date, research site, and operating system.

<table>
<thead>
<tr>
<th>Device ID</th>
<th>Participant ID</th>
<th>Last Upload</th>
<th>Days Enrolled</th>
<th>Site</th>
<th>OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>8017E1F8-90CA-4116-884F-BADE3A492250</td>
<td>9017</td>
<td>Sun Mar 20 2022</td>
<td>2 days</td>
<td>CMS</td>
<td>iOS</td>
</tr>
<tr>
<td>61B1F719-4F19-D2D4-9F51-7B504F56ADAA</td>
<td>9199</td>
<td>Sun Mar 20 2022</td>
<td>16 days</td>
<td>CMS</td>
<td>iOS</td>
</tr>
<tr>
<td>865E847E-32B6-4D4A-8959-78B44A144820</td>
<td>9281</td>
<td>Sun Mar 20 2022</td>
<td>20 days</td>
<td>CMS</td>
<td>iOS</td>
</tr>
<tr>
<td>01A0C4B5-A917-447B-9CB4-78B088058147</td>
<td>8005</td>
<td>Sun Mar 20 2022</td>
<td>16 days</td>
<td>CMS</td>
<td>iOS</td>
</tr>
<tr>
<td>95EF2555-5DA9-4960-9915-B4ED1F67F19</td>
<td>9035</td>
<td>Sun Mar 20 2022</td>
<td>10 days</td>
<td>CMS</td>
<td>iOS</td>
</tr>
</tbody>
</table>

Figure 4. The device dot plot allows researchers to determine at a glance which sensors are uploading on which days for individual participants. EMA: ecological momentary assessment.
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The second challenge that shaped the development of EARS was keeping EARS running on participants’ smartphones during data collection. Battery optimization and privacy, among other concerns, have driven both the Android and iOS operating systems to close mobile apps automatically under certain conditions. These conditions include apps that run in the background without active user interaction and apps that draw on sensors such as GPS above a certain threshold, both of which are related to mobile sensing functionality. The severity of this issue on Android depends on the Android manufacturer (see the “Don’t kill my app!” website for more information [6]). A few Android handset manufacturers (eg, OnePlus and Huawei) account for the majority of the problems with keeping EARS in memory on Android. So far, the limited popularity of those manufacturers among our participants has contributed to the excellent performance of EARS on Android. iOS takes a more restrictive approach than Android.

After a relatively smooth Android-only launch of EARS in 2018, developing for iOS forced our programmers to solve 2 main problems. First, early testing on iOS revealed spotty collection of GPS and accelerometer data with evidence of the app getting repeatedly force-closed. It appeared that iOS took a dim view of our regular sampling of the GPS and accelerometer sensors. We adjusted by moving the GPS sensor to a threshold-based approach, that is, only collecting GPS data when the phone moved over 100 meters. We now apply this distance-based threshold in both iOS and Android versions. For the accelerometer, we changed collection to a retroactive application programming interface rather than collecting in real time. Not only did these changes prevent EARS from getting automatically closed by iOS, but they also reduced the impact of EARS on battery life.

The second main problem was that iOS optimizes user experience by automatically closing unused apps over time. Although the time varies among device models and user usage habits, on average, this results in most apps being closed after approximately 24 hours without active use. This means that EARS research participants must interact with the EARS app once per day to ensure ongoing sensor data collection. We addressed this problem by requiring that all research studies send 1 prompt to open the app to participants per day. The least onerous but still adequate version of this prompt requires just 1 tap: participants simply acknowledge a notification from EARS, which brings EARS to the foreground, although most studies take the opportunity to collect a short EMA survey at this time. An upside of this requirement is that it maintains participants’ awareness of EARS running on their phones, thereby strengthening ongoing informed consent.

Common to Android and iOS, a third aspect of the challenge of keeping EARS in memory was training researchers to train participants. Continuous data collection by EARS depends on participant behavior, and researchers are the primary point of contact for participants. As such, it is critical that researchers receive comprehensive training from the EARS team. For example, in a scenario in which an iOS user switches away from the EARS keyboard, the researcher detects the switch from the dashboard and can prompt the participant to switch back to the EARS keyboard to ensure ongoing data collection. Ultimately, the goal is to achieve as close to continuous mobile sensing data collection as possible, and the participant’s ability to facilitate this goal depends on the researcher’s fluency with the dashboard and the participant’s fluency with enabling EARS capabilities—both of which are supported by the extensive training, resources, and support provided by the EARS team.

Challenge #3: Data Protection

A third challenge that continues to shape the development of EARS is the protection of participant data. Many EARS researchers study adolescents, which increases the importance of rising to this challenge. Our recent data protection efforts have focused on 2 issues: encryption protocols and compliance with the with best practices and statutory requirements.

Our encryption protocols changed after careful consideration of likely threats to data protection. Per advice from data security professionals, we decided that the storage of the data in multiple locations presented a significant threat to data security. To address this increased risk, we made changes that minimized the storage locations and transfers. In short, we reduced our encryption layers from 2 to 1 and took advantage of the cloud-based data processing capabilities afforded by our cloud service, AWS. In our current approach, the data are single-encrypted in transit from the phone to the cloud. Upon arrival on the cloud, the data are decrypted then re-encrypted with AWS’s standard server-side encryption. Data processing and feature extraction occur on the cloud without ever having to manually decrypt data, instead taking advantage of AWS’s built-in decryption (and subsequent re-encryption) when temporarily bringing data into memory for processing. Researchers take delivery of their raw data and features in a single-encrypted transfer from the cloud. Some researchers opt to receive only extracted features to avoid ever having raw mobile sensing data stored on their local systems. Our long-term goal remains to provide researchers with the option to constrain data processing and feature extraction to the phone itself, thereby making the phone the exclusive home of the raw data. In the meantime, the cloud servers where EARS data live are also managed by a cybersecurity analyst employed by Ksana Health.

Ksana Health has now completed a third-party assessment for security and privacy controls (System and Organization Controls [SOC] 2 Type 2). A SOC 2 Type 2 report is an internal controls report capturing how a company safeguards data and how well those controls are operating. Companies that use cloud service providers use SOC 2 reports to assess and address the risks associated with third-party technology services. EARS received unqualified approval attesting to the strength of data security controls and compliance with best practices and statutory requirements, including the following:

- American Institute of Certified Public Accountants (AICPA), Trust Services Criteria
- Healthcare Insurance Portability and Accountability Act (HIPAA) Security Rule
- HIPAA Privacy Rule
General Data Protection Regulation (GDPR) Controls Mapping

To highlight the details of one of these requirements, the European Union’s adoption of the GDPR in 2016 and its enforcement starting in 2018 required us to ensure that EARS meets those standards. To the extent that the information we collect is health data or another special category of personal data subject to GDPR, we ask users for their explicit consent to process the data. We obtain this consent separately when they enroll in a study. Additionally, users can use the account settings to withdraw consent at any time, including by stopping the use of a feature, removing our access to a third-party service, unpairing the device, or deleting the data or the account. Users can also uninstall the app at any time, which halts data collection. We support advancements in data and privacy protections, and we expect regulations around the world to follow the European Union’s lead. In fact, California already has with the California Consumer Privacy Act. As such, we view evolving data protection regulations as a challenge that will continue to improve EARS and mobile sensing research in general.

Future Directions

We hope that the increasing the adoption of EARS by mobile sensing researchers will enable us to develop EARS not just in response to challenges but in the pursuit of innovation. Mobile sensing opens up the possibility of collecting behavioral data in a highly scalable way that is continuous, ecological, and objective without creating significant participant burden. These data can be used to provide answers to questions that were not previously addressable with self-report or laboratory-based methods. However, to achieve this goal, we must have tools that address researchers’ needs while respecting participants’ rights to privacy and data security. EARS represents one attempt to continuously improve these tools to achieve these goals.
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Abstract
Depression is a serious and burdensome psychiatric illness that contributes heavily to health expenditures. These costs are partly related to the observation that depression is often not limited to a single episode but can recur or follow a chronic pathway. In terms of risk factors, it is acknowledged that cognitive impairments play a crucial role in vulnerability to depression. Within this context, cognitive control training (CCT) has shown its effectiveness in reducing the risk for recurrence of depression. CCT is low cost intensive and can be provided as a web-based intervention, which makes it easy to disseminate. Despite increasing interest in the field, studies examining the cost-effectiveness of CCT in the context of depression are largely missing. Health economic evaluation (HEE) allows to inform decision makers with evidence-based insights about how to spend limited available (financial) resources in the most efficient way. HEE studies constitute a crucial step in the implementation of a new intervention in clinical practice. Approaching preventive measures for depression such as CCT from an HEE perspective is informative to health policy, fostering optimal use of health expenditures. The aim of this paper was to inform and guide researchers during the phase of designing HEE studies in the context of CCT for depression. A clear view of CCT’s cost-effectiveness is paramount for its clinical implementation.
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Introduction
Depression is a leading cause of disability worldwide, with devastating effects on individual well-being and functioning. Globally, >5% of the population is affected by depression [1]. In terms of 12-month and lifetime prevalence of major depressive disorder (MDD), a recent American study reported 10.4% and 20.6% prevalence rates, respectively [2]. Available and effective psychological treatments for depression are expensive and typically require extensive expertise, resulting in only a small portion of individuals with depression being able to profit from those. Despite significant investments in pharmacological and psychological interventions in the past decades, low-income and middle-income countries still have limited accessibility to treatment, resulting in 75% of people with mental health disorders worldwide not receiving adequate care [1].
The severity of depression, combined with the low accessibility of treatments, leads to important personal and societal costs [3,4]. In 2006, Kessler et al [5] estimated, among a sample of US workers, that a single episode of MDD was associated with an average of >5 weeks of lost productivity per worker, resulting in an annual capital loss of >US $36 billion to employers. As such, there is an unmet need for widely accessible and cost-effective treatments for depression. Recently, the use of various technologies to deliver treatments has shown potential, especially in its ability to reach a large proportion of individuals who would otherwise not have access to psychological interventions [3,6]. One such intervention that shows substantial promise is cognitive control training (CCT) [7,8].

This paper discusses the current state of the art regarding the role of cognitive control impairments as a risk factor for depression and, consequently, the relevance of CCT in the prevention of depression. Building on recent meta-analyses suggesting a need for high-quality and adequately powered health economic evaluation (HEE) studies [9], we argue that adopting a health economic perspective is paramount to comprehensively evaluate the dissemination potential of CCT for depression in an evidence-based way. For this purpose, we have provided theoretical and practical guidelines about how to design HEE studies that allow to address this specific question.

**Cognitive Control Deficits as a Depressive Risk Factor**

Identifying risk factors associated with recurrent depression has been the focus of extensive studies in the past decades, in which cognitive processes have shown to play an important role. Specifically, cognitive control—referring to the ability to flexibly adapt thoughts and behavior to achieve one’s goals [10]—has been identified as an important cognitive risk factor in the context of depression [11]. That is, cognitive control deficits have been observed in individuals with MDD [12] and often persist following remission [13], placing them at risk for the recurrence of depression [14].

Individuals with remitted depression show, among other things, working memory impairments, diminished processing speed and attention, and executive functioning impairments. These deficits have major consequences on an individual’s daily functioning and provide an important source of disability [15]. One of the main causes of costs associated with depression is loss of productivity owing to multiple or prolonged periods of sick leave or unemployment, where cognitive complaints interfere with occupational activities [16].

Previous studies suggest a central role for rumination in linking cognitive control deficits to risk for recurrent depression. Rumination can be defined as a recurrent process of perseverative negative thinking about feelings, problems, or disturbing experiences [17,18]. Elevated rumination, a key risk factor for depression, is associated with poor rates of recovery following pharmacological treatment for depression and slow response to psychotherapy [19,20]. In this context, it has been suggested that cognitive control is essential to be able to disengage from negative self-referential thoughts upon confrontation with stressors [21] or to inhibit habitual ruminative responses [22], where failure to do so may result in prolonged exposure to negative thoughts and affect. Consistent with this hypothesis, previous studies suggest that cognitive control deficits predict future increases in depressive symptomatology in patients with remitted depression, a relationship that appears to be mediated by rumination [23].

Although current pharmacological or psychological treatments have proven to be effective in decreasing depressive symptomatology, existing interventions typically do not target cognitive impairments directly. Moreover, there is a problem of recurrence of depression after initial treatment, where perturbations at the level of cognitive functioning show a positive association with the number of previous depressive episodes [24]. As such, it has been suggested that cognitive control deficits reflect increased vulnerability to recurrent depression [14]. Together, these findings suggest the need for innovative interventions aimed at reducing these specific risk factors.

**CCT for Depression**

A particularly promising approach is CCT—a computerized psychological intervention during which operations and mental exercises aimed at improving cognitive control are performed [8]. Within this context, cognitive training has shown to be a useful intervention to reduce vulnerability to depression [25-27].

Among the multiple CCT tasks used within the context of depression, the effects of the adaptive paced auditory serial addition task (aPASAT [8]; for a review, please see the paper by Koster et al [7]) have been the most intensively studied. During this computer task, participants are presented with digits in a sequential fashion. They are asked to provide the sum of the last heard digits. The aPASAT tailors the exercise based on individual performance by modifying the intertrial interval following every 4 consecutive correct (~100 milliseconds) or incorrect (+100 milliseconds) responses. Within the context of this task, individuals are continuously required to update information in working memory while preventing interference from previous responses.

Several studies suggest the beneficial effects of aPASAT training on depressive symptomatology. For instance, Siegle et al [8] investigated the impact of CCT on the neurobiological and cognitive mechanisms underlying depression in a sample of patients with clinical depression (N=31). In the first pilot study, the authors combined treatment as usual (TAU) with 6 sessions of aPASAT training and an attention training session during a period of 2 weeks. They observed beneficial effects of CCT on rumination and level of depressive symptomatology, in comparison with the TAU control group. In an extended sample (N=43), Siegle et al [28] replicated the previous positive effects of CCT on rumination among patients with MDD and observed a decreased need for clinical care at 1-year follow-up, providing the first evidence for the long-term benefits of CCT. The clinical potential of cognitive training has been confirmed in other studies reporting the beneficial effects of CCT in patients with MDD (eg, the studies by Brunoni et al [29],...
Introducing a Health Economic Perspective

In recent decades, the importance of investing in health has been widely emphasized, resulting in a strong emphasis on the efficient use of budgets (eg, encouraging investments in preventive efforts) [41]. Therefore, policy makers have been strongly encouraged to opt for the most efficient interventions to ensure population health [42]. On the basis of effectiveness studies, digital health interventions seem to hold great promise as preventive interventions for depression [6,43-45]. In particular, CCT is a potentially scalable preventive intervention for recurrent depression that would suit web-based dissemination [38,40]. However, it is clear that a sole focus on the efficacy and effectiveness of CCT is insufficient for policy making. This would require HEE studies, examining the value for money of CCT compared with alternative strategies, aiming to inform different stakeholders (eg, decision makers) with evidence-based insights [42].

Health economics and HEE can be defined as “the study of how scarce resources are allocated among alternative uses for the care of sickness and the promotion, maintenance and improvement of health, including the study of how healthcare and health-related services, their costs and benefits, and health itself are distributed among individuals and groups in society” [46]. Multimedia Appendix 1 [42,46-51] provides an overview of the key health economic terms relevant to this paper.

Although multiple studies have explored the cost-effectiveness of other digital health interventions for depression [52-54] (for a recent meta-analysis, refer to the paper by Rohrbach et al [9]), the cost-effectiveness of CCT remains to be evaluated. If we aim to provide clear information to policy makers and governments, costs and health outcomes of CCT should be explored, compared with the available alternatives. As such, HEE forms a crucial step for the implementation of CCT.

To ensure that HEEs are methodologically correct, identifiable, interpretable, and useful for decision-making, several elements need to be considered, accounted for, and reported. The aim of this paper was to introduce HEE in the context of CCT and to discuss key considerations when planning an HEE. A focus will be placed on key methodological concepts when preparing an HEE of CCT for depression. This may guide researchers during the design phase of future studies. Multimedia Appendix 2 [55-68] provides an overview of these concepts and their translation to the context of CCT.

Evaluating the Cost-Effectiveness of CCT

Overview

HEE focuses on the comparative analysis of ≥2 alternative courses (intervention vs comparator) of action in terms of both their costs and effects. In the context of CCT, CCT can be considered as the intervention, whereas the comparator may be a waiting list condition, TAU, or a condition in which participants complete an alternative training procedure, with or without TAU. Overall, 4 main types of full HEE exist: cost-minimization analysis, cost-benefit analysis,
cost-effectiveness analysis, and cost-utility analysis (CUA; for the definitions of these constructs, refer to Multimedia Appendix 1 [48]). As one of the most common HEEs used, CUA allows for health-related quality of life (HRQoL) adjustments to a given set of treatment outcomes, while simultaneously providing a generic outcome measure for comparison of costs and effects between different intervention strategies. Therefore, this paper specifically focused on this type of economic evaluation.

**HEE—Health Effects and Costs**

As previously mentioned, in an HEE, both costs and effects are considered. Main **cost categories** include direct and indirect costs. Direct costs are those directly associated with the disease or condition (in this case, depression) that is considered. They can be divided into direct medical costs (eg, psychologist visit and hospitalization) and direct nonmedical costs (eg, transportation costs). Indirect costs include those associated with productivity losses owing to the disease or condition that is considered (Multimedia Appendix 1 [49]).

The types of costs that are considered in an HEE depend on the **perspective of the analysis**. Every time an economic question is asked, it is crucial to carefully consider the analytic viewpoint. Commonly used perspectives include (1) patient perspective (only considering the costs for the patient), (2) health insurance perspective (considering the costs for the health insurer; ie, direct medical costs), (3) payer perspective (ie, the patient and the health insurer), and (4) societal perspective (considering direct costs and indirect costs). Importantly, decision makers must be informed about the viewpoint that has been taken in the HEE.

The **effects of the intervention** may be measured in natural units (eg, avoided recurrent episode of depression, avoided hospitalization, avoided complications, and avoided psychotherapy sessions) or in utilities. In a CUA, the effects are typically expressed in terms of quality-adjusted life years (QALYs; Multimedia Appendix 1). QALYs are a standardized measure reflecting the extent to which interventions improve HRQoL [69]. QALYs are calculated by multiplying a utility for a given condition (HRQoL weight) by the time an individual experiences the condition. These utilities are often derived from generic questionnaires such as the Short Form Health Survey (SF-36) or EuroQol–5 Dimension. The SF-36 is a 36-item patient-reported survey allowing to measure health status [55,56]. Similarly, the EuroQol–5 Dimension is a widely used measure of HRQoL, allowing to estimate utilities to calculate QALYs [57].

QALYs are a recognized metric for evaluating treatments, allowing the comparison of intervention alternatives for different disorders. However, at the same time, the suitability of QALYs to assess changes in mental health has been questioned [69,70]. That is, measurement tools used to estimate QALYs typically contain a limited focus on (specific aspects of) mental health [70]. Therefore, measures such as the SF-36 have been criticized in terms of the extent to which they allow to capture the heterogeneous nature of depression. As depression is a complex construct to capture [66], the key challenges to obtaining QALYs include describing this state and valuing it (eg, in terms of the morbidity and quality of life associated with living in this health state) [71]. In this context, authors have highlighted the need for new conceptualizations of the QALYs, with the goal of basing it on a valid and comprehensive model of quality of life specific to mental illness. This would require an instrument that is more sensitive to detect expected changes in this context [72,73].

To overcome these challenges and increase efficiency in measurement, it has been suggested to combine QALYs with other outcomes. As such, we would advise the reader to consider different kinds of measurements, allowing a multimethod evaluation of cost-effectiveness (refer to Multimedia Appendix 2 for an overview of relevant outcome measures in the context of CCT and how these can be operationalized). In this context, patient-reported outcomes (PRO) and PRO measures (PROMs) are increasingly used. PROs contain information from patients about their quality of life, their own health, and the functional status related to their treatment or the health care they receive. PROMs are the instruments or tools that are used to measure PROs [74]. Considering both QALYs and PROMs in HEE could facilitate decision-making, improve the quality of health care, and stimulate improvements in services, essentially by enabling the comparison of providers’ performances [74,75].

**HEE—Outcome**

The outcome of a CUA is usually expressed as the incremental cost-utility ratio (ICUR; Multimedia Appendix 1). This is calculated by dividing the difference in costs (incremental costs) between the intervention and the comparator by the difference in their effects (incremental effects). The ICUR results in the following outcome: € per QALY. An ICUR as such does not allow to draw conclusions about whether an intervention can be considered as cost-effective.

To determine the cost-effectiveness of an intervention, a reference value above which the intervention is considered as not cost-effective can be used. Reference values can be based on a fixed amount threshold or calculated based on gross domestic product (GDP) per capita. This is the case in most low-income and middle-income countries. The World Health Organization promotes a threshold defined as 1 to 3 times the national annual GDP per capita as a guide for determining the cost-effectiveness of health interventions. We refer interested readers to the papers by Kazibwe et al [76] and Woods et al [77] for a more detailed discussion about this topic.

The reference values used typically differ among countries. For example, in France, no explicit threshold is applied [78]. This is similar to Belgium [48], but a threshold of 1 time the GDP per capita, representing a value of €35,000 (US $38,080) to €40,000 (US $43,520) per QALY, is often used in HEEs [79-81]. In the Netherlands, the threshold is up to €80,000 (US $87,039) per QALY [82], whereas in Spain, this is typically €30,000 (US $32,640) per QALY [83]. The National Institute for Health and Care Excellence considers a threshold ranging between £20,000 (US $25,488) and £30,000 (US $38,232) for England and Wales [84]. In the United States, a threshold between US $50,000 and US $100,000 is still often used by researchers, insurers, and public and private policy makers, but there is a debate about whether the threshold should be adjusted to inflation [85,86]. In India, researchers often use the World...
Health Organization per capita GDP as a cost-effectiveness threshold [87].

**HEE—Sources When Thinking About an HEE**

Guidelines may be useful for researchers when planning an HEE. Well-known reporting guidelines include the Consolidated Health Economic Evaluation Reporting Standards statement that was recently updated, providing resources reflecting the most recent developments in HEE methods [88]. This checklist includes 28 items and is primarily intended to guide researchers when reporting economic evaluations for peer-reviewed journals and peer reviewers and editors assessing these manuscripts for publication. Taking such guidelines into account in the phase of planning an HEE study is likely to add to the quality of the design.

Another checklist that has been widely used in this context is the Consensus Health Economic Criteria checklist. It has been designed for assessment of the methodological quality of economic evaluations in systematic reviews [89]. These contain items that need to be included as good practice when reporting results of an HEE. Many countries have also developed specific national guidelines. For instance, Sharma et al [90] identified 31 national HEE guidelines, published between 1997 and August 2020.

In addition to the guidelines mentioned previously, published HEEs within the field of CCT and depression prevention also provide valuable sources of information. We advise the reader to search appropriate literature for what is already known regarding the cost-effectiveness of a given intervention, preferably by referring to peer-reviewed and evidence-based sources. To the best of our knowledge, there are currently no studies examining the cost-effectiveness of CCT for depression. Although not specific for CCT, a recent meta-analysis suggests that digital health interventions are slightly more cost-effective than usual care [9]. Consistent with previous studies [45,91,92], guided digital health interventions outperformed unguided interventions [9]. A factor that may have contributed to this is that most unguided digital health interventions typically do not compensate for the lack of therapist support by including additional content or technological features (eg, to support adherence) [93]. In this context, it should be noted that studies exploring the effects of CCT on indicators of vulnerability to depression strongly differ in the extent to which they have been delivered as a therapist-assisted or unguided web-based intervention. This, in addition to other factors related to the delivery mode of CCT [40], remains as a parameter that requires further investigation and should be taken into account when considering HEE of CCT.

Overall, the current paucity of research on HEE of CCT for depression suggests the need for future CCT studies to include a focus on HEE. To advance such research in the context of interventions for depression, standardization of studies in terms of measurement and analytic approaches is paramount [9]. For this purpose, Multimedia Appendix 2 provides an overview of methodological questions to consider when setting up such studies. In addition, for an overview of the optimal procedures to perform HEE (ie, data analysis), including step-by-step guidelines about how to interpret the results of such HEE, we refer to Briggs et al [67].

Several challenges related to performing HEE should also be considered. For instance, HEE outcomes will always be context specific and country specific (eg, an intervention that is cost-effective in Belgium might not be cost-effective in Portugal). In addition, findings may also differ depending on the perspective taken. For instance, a recent meta-analysis found the cost-effectiveness of digital health interventions to be moderated by the economic perspective used [9]. Studies using a societal perspective yielded a relatively lower incremental net monetary benefit (Multimedia Appendix 1) than studies adopting a health care perspective, suggesting that the cost-effectiveness of internet interventions compared with control conditions cannot be assumed when maintaining a societal perspective [9].

Depending on the economic perspective taken, additional resources may be available. For instance, Powell and Torous [94] recently proposed a patient-centered method for estimating the economic value of clinical improvement following the use of digital health interventions. In particular, the authors suggest that an estimate of the economic value of clinical response to digital health interventions can be obtained by multiplying the country-specific willingness-to-pay (WTP) threshold per QALY, impact of the mental health condition in terms of QALYs, engagement level of digital health intervention users, effect size of the intervention (eg, in terms of percentage of improvement in symptoms), and duration of the impact of the intervention.

Extending the nation-specific example provided by Powell and Torous [94] to the context of CCT for depression, the economic value of aPASAT training for depression is estimated at US $555.61 per individual treated in the United States. That is, following Powell and Torous [94], for the United States, we rely on WTP threshold values of US $175,000 per QALY and 0.159 QALYs lost per year of depression. We combine these estimates with data obtained from a recent study during which aPASAT training was used as a web-based digital health intervention targeting repetitive negative thinking [95]. A total of 382 participants completed the baseline assessment of this study, of which 152 reported a level of depressive symptoms of at least moderate severity (≥24) based on the Depression Anxiety and Stress Scales [96]. For this example, we consider these scores as potentially indicative for the presence of a depressive episode. Overall, 97 (64%) of the participants with elevated depressive symptoms completed the web-based intervention. Of the latter group, posttraining and follow-up data were available for 90 individuals, suggesting a median reduction in level of depressive symptoms of 33% and 39% immediately following the intervention and at 1 month follow-up, respectively. Using these parameters, we estimate the economic value of aPASAT training for depression as follows: US $175,000 per QALY × 0.159 QALYs lost per year of depression × 64% completing the intervention × 39% reduction in symptoms × 0.08 years of improvement (at least until 1 month follow-up)=US $555.61. This value could be compared with values obtained for other interventions and costs related to the use of the intervention (eg, subscription fees to obtain access to the digital health intervention) or be used to
investigate the impact of country effects and context effects (eg, WTP threshold used).

Although informative to the patient, limitations of such methods include the imprecise nature of the estimation, owing to the input parameters used. For instance, in the example provided above, adherence and response rates were based on 1 study that relied on a convenience sample, in which evaluation of effects was limited to 1 month follow-up [95]. It is possible that the context in which CCT was provided offers an overestimation of adherence rates and, related to this, economical gains. Vice versa, previous research suggests that effects of CCT likely extend beyond the duration included in this example [35]. Other important limitations of this approach include the exclusive focus on the patient perspective and the lack of consideration of indirect benefits of the intervention (eg, increased productivity in a professional context). Such information can only be obtained from HEE studies designed to address the question of cost-effectiveness.

In this context, it is recommended for clinical trials in this area to systematically adopt measures that allow HEE based on input from various stakeholders. As CCT can be relatively inexpensive on a sufficiently large scale, we recommend researchers to cooperate with all the relevant stakeholders including patients, clinicians, health insurance companies, and policy makers. In addition, health economic researchers need to educate stakeholders about the relevance of cost-effectiveness analysis in policy and practice, how such analyses are performed, what uncertainties can be involved, and how the results should be interpreted. In addition to accurate communication with stakeholders, a clear view about CCT’s cost-effectiveness is paramount to its clinical implementation.

HEE—Dealing With Uncertainty

It is worth noting that HEEs are frequently characterized by a certain degree of uncertainty or methodological considerations related to input parameters (eg, utilities and costs). This uncertainty can be addressed by performing 1-way sensitivity analyses and probabilistic sensitivity analyses (for more information, refer to Drummond et al [42]).

As noted previously, HEE serves evidence-based decision-making processes in health care. As such, we recommend that researchers include an HEE in their studies as a crucial step toward implementation. More precisely, information about the cost-effectiveness of CCT for depression will provide an extra piece of evidence that can be considered as being highly relevant for different stakeholders (eg, researchers, clinicians, and policy makers). However, the accuracy of such evidence is highly dependent on the quality of HEE methodological approaches used. This requires thorough reflection about methodological choices when planning future studies, which may be guided by the tools provided previously.

Conclusions

Previous studies suggest the potential of CCT to be used as a scalable and effective preventive intervention for recurrent depression. Although previous studies have mainly focused on the effects of CCT in terms of cognitive and emotional transfer, so far, little attention has been given to the cost-benefit ratio in this context. As such, there is a strong need for investigation of the cost-effectiveness of CCT. This paper provided guidelines about how future studies can address this gap in the literature as a means to influence health care policy, paving the way toward clinical implementation of CCT.
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Abstract

Background: Increasing rates of mental health diagnoses in college students signal the need for new opportunities to support the mental health of this population. With many mental health apps being efficacious, they may be a promising resource for college campuses to provide support to their students. However, it is important to understand why (or why not) students might want to use apps and their desired features.

Objective: Information on students’ interest in mental health apps may inform which apps are to be provided and how campuses can support their use. This study aimed to understand the interest and hesitation in app use and the relationship between mental health needs, as defined by depression, anxiety, and positive mental health, and app use.

Methods: The web-based Healthy Minds Study collected information on mental health needs, perceptions, and service use across colleges and universities. We used a sample of 989 participants who completed the survey between 2018 and 2020 and an elective module on digital mental health. We analyzed the elective module responses using a mixed methods approach, including both descriptive and inferential statistics, along with thematic coding for open text responses.

Results: The Results from this study revealed that anxiety (b=−0.07; P<.001), but not depression (b=0.03; P=.12) and positive mental health (b=−0.02; P=.17), was a significant predictor of app adoption. Prominent qualitative findings indicated that the most desired app features included tips and advice, access to resources and information, and on-demand support that involves interaction throughout the day. The participants also suggested an overall desire for human interaction to be integrated into an app. As predicted, hesitancy was encountered, and the qualitative results suggested that there was a lack of interest in the adoption of mental health app and preference.

Conclusions: The findings from this study underscore that simply providing digital mental health apps as tools may be insufficient to support their use in college campuses. Although many students were open to using a mental health app, hesitation and uncertainty were common in the participant responses. Working with colleges and universities to increase digital literacy and provide resources that allow students to gauge when app use is appropriate may be helpful when implementing mental health apps as resources in college campuses.

(JMIR Ment Health 2023;10:e43942)  doi:10.2196/43942
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Introduction

Background
From 2007 to 2017, the rate of mental health disorders increased from 22% to 36% among college students [1]. The most prevalent mental disorders in this group are depression and anxiety [2]. Compared with other health services offered on college campuses, mental health services have the highest number of visits per patient, indicating recurring service use and high demand for these services [3]. Increasing the number of traditional mental health services alone is unlikely to meet this demand. Many college campuses are facing budgetary challenges, making additional investments unlikely. Even when funding is made available, campuses face difficulties in filling open positions because of a shortage of qualified providers, especially those with experience in treating college student mental health disorders [4]. When services do exist, students may not use them because of their preferences or a need for care outside regular operating hours of services [5]. Most US counties suffer from a shortage of mental health providers, leaving college counseling centers with an unmet need and difficulty in recruitment [6]. With a shortage of mental health providers in general, colleges and universities must compete for a limited pool of candidates that are able to support college students and have the necessary qualifications [7]. In light of this, campuses may need to explore new opportunities to support college student mental health. One opportunity includes digital mental health resources that can address this demand, with limited additional burden on traditional service providers.

Mental Health App Engagement in College Students
Digital mental health is broadly defined as any form of technology used for mental health assessment, support, prevention, and treatment [8]. In particular, many campuses are offering digital mental health apps to their students either by purchasing or recommending them [9]. Digital mental health apps refer to software programs that provide tools and resources such as tracking, psychoeducation, and exercises to help people self-manage their conditions. Digital mental health apps are efficacious at addressing the mental health concerns of college students. Smartphone ownership is even higher in adults aged between 18 and 29 years (96%) than in adults (85%) generally [8]. Thus, college students may be an ideal population to target such resources. Because they can be accessed via mobile devices, mental health apps are widely available at any time, creating an especially accessible option for those who may have difficulty accessing mental health services. This is especially beneficial to college students, who may experience difficulty accessing campus resources when needed because of time constraints and staff shortages [5,7]. The convenience and flexibility of mental health apps may be especially appealing to college students. However, challenges in mental health app use include a lack of regulation of and research on many mental health apps available. With so many mental health apps being widely available, students may find it difficult to identify apps that contain evidence-based content, because research evidence for most mental health apps is scarce [9]. Furthermore, privacy and safety continue to be areas of concern, especially as privacy breaches continue to occur [9]. Nonetheless, several apps have been evaluated through prior research and deemed effective for alleviating mental health symptoms [10]. Thus, it is essential that college campuses provide safe, evidence-based, and effective tools for their students.

A systematic review of apps for college student mental health found that the majority of the apps evaluated were either effective or partially effective in alleviating symptoms of depression and anxiety or enhancing overall psychological well-being [10]. Despite their overall effectiveness, how best to get students to use mental health apps remains an open question. In light of this, more research is necessary to understand more specifically what college students may like or dislike in digital mental health apps. One study found that despite 53% of students downloading a digital mental health app at one point, only 19% were currently using a digital mental health app [11]. This signals a clear interest in using and downloading the apps, but a decrease in their actual use. In addition, most digital mental health interventions show low rates of adherence among college students, signaling a lack of sustained app use [12]. Nonetheless, those with clinical diagnoses of depression and anxiety seem to show increased interest in mental health apps [13]. In particular, web-based health resource use is especially high in those with mild to severe symptoms of depression [14]. The existing interest in those with anxiety and depression combined with their clear efficacy in alleviating symptoms leads us to believe that anxiety and depression may have an association with app use. However, low rates of adherence have also led us to explore whether this interest in apps translates to their actual use.

This study seeks to bridge the gap between interest in apps and app use, exploring why college students may choose to use an app or not. Specifically, we explored college students’ existing attitudes toward mental health apps and the relationship between mental health needs, including depression, anxiety, and positive mental health, and app use. We hypothesized that we would see both positive and negative themes in attitudes with respect to mental health apps and that apps would be generally well received but would continue to encounter attitudes of uncertainty about their efficacy. We also hypothesized that depression and anxiety would have a significant association with mental health app adoption and the frequency of app use. Few studies have examined the association between positive mental health and app use; nevertheless, we hypothesized that positive mental health would not be a significant predictor, as no concrete link between the 2 variables has been identified in the past.

Methods

The Healthy Minds Study
This study used data from the Healthy Minds Study, an annual web-based survey distributed to colleges and universities across the United States. The Healthy Minds Study addresses various topics related to college student mental health, campus climate, help-seeking, service use, and overall student experience [15]. Incentives included a national sweepstakes, in which 2 students were selected for US $500 gift cards, while 10 were selected for US $100 gift cards [16]. However, institutions may also...
provide their own incentives of their choice, with approval from the Healthy Minds Study team [16].

The survey is structured in 2 parts: standard modules and elective modules. Each participating college or university is required to administer the standard modules, consisting of basic demographic information (age, sex, race and ethnicity, socioeconomic status, etc), academic information, school experiences, mental health status, and mental health service use or help-seeking. Colleges and universities are also provided with a list of elective modules on topics such as substance use, sleep, eating and body image, sexual assault, overall health, and financial stress. Each college or university may select which of these elective modules are to be provided along with the standard modules. Thus, each student completing the survey receives the combination of standard modules and the university- or college-selected elected modules. Our analysis focuses on data collected from 2018 to 2020 after Attitudes About Mobile Resources elective module was introduced. However, the exact dates of data collection were unavailable in the data set provided.

**Ethics Approval**

Institutional Review Board (IRB) approval for the Healthy Minds Study was obtained through Advarra, an independent IRB service in North America. This study makes use of the publicly available and deidentified Healthy Minds Study data that are made available through this website [17]. This secondary data analysis was deemed exempt from an additional IRB review by the University of California, Irvine.

**Participants**

Participants consisted of college students who completed the Healthy Minds Study survey from 2018 to 2020. A broad range of colleges and universities participated in this study, with students pursuing an associate’s degree, bachelor’s degree, master’s degree, JD, MD, PhD, or equivalent, as well as nondegree students being included in this sample. Overall, the data set consisted of 151,211 participants, of which 62,029 (41.02%) participants were from 78 colleges and universities during the 2018 to 2019 academic year, and 89,182 (58.98%) participants were from 75 colleges and universities during the 2019 to 2020 academic year. The 2018 to 2019 survey had an average score of 44 (8.12) on the Diener and Diener Flourishing Scale but the sample that completed the elective module had slightly elevated percentages of students with depression (overall: 45,193/151,211, 29.89%; elective module: 310/961, 32.3%) and anxiety (overall: 39,126/151,211, 25.87%; elective module: 274/911, 28.5%). Furthermore, those who completed the elective module tended to pursue higher levels of education. Fewer students who completed the elective module were pursuing an associate’s degree (overall: 14,150/151,211, 9.36%; elective module: 14/961, 1.6%), while a higher percentage of students were pursuing a bachelor’s degree (overall: 100,548/151,211, 66.49%; elective module: 611/961, 69.1%); master’s degree (overall: 18,325/151,211, 12.12%; elective module: 179/961, 20.2%); JD (overall: 980/151,211, 0.65%; elective module: 11/961, 1.2%); MD (overall: 1926/151,211, 1.27%; elective module: 17/961, 1.9%); or PhD (overall: 10,683/151,211, 7.06%; elective module: 130/961, 14.7%).

**Measures**

From the standard module, we used 3 measures to identify the mental health status of the participants. Depression was measured using the Patient Health Questionnaire-9 (PHQ-9), anxiety using the Generalized Anxiety Disorder Scale-7 (GAD-7), and positive mental health using the Diener and Diener Flourishing Scale.

The PHQ-9 is a 9-item measure of depressive symptoms [18]. PHQ-9 total scores range from 0 to 27, with a PHQ-9 score of >9 indicating clinically elevated levels of depressive symptoms [18]. The psychometric properties of the PHQ-9 evaluated in college students demonstrated its reliability and validity, even in diverse college student populations [19].

The GAD-7 contains 7 items measuring generalized anxiety [20]. GAD-7 total scores range from 0 to 21 [20]. A GAD-7 score of >9 indicates clinically elevated levels of anxiety symptoms [20]. Prior analyses of the GAD-7 suggested that it has strong reliability and validity when used as a screener for college students [21].

The Flourishing Scale is an 8-item scale measuring self-perceived success in various important areas of a participant’s life [15]. Higher overall scores on the Flourishing Scale indicate greater psychological resources, with scores ranging from 8 to 56 [22]. The Flourishing Scale has demonstrated high reliability in measuring the well-being among university students [23].

The “Attitudes About Mobile Resources” elective module included the following questions:

1. “Would you be open to using an app for wellness or mental/emotional health?” (Yes; maybe; no) “Have you ever used a smartphone app to manage your wellness or mental/emotional health?” (No, never; yes)

2. “When did you use a smartphone app to manage your wellness or mental/emotional health?” (Before starting college; since starting college; I currently use an app)

3. “What are the reasons why you have not used a mental health app?” (I have concerns about privacy and security of data; there is lack of research support available; I’m
unsure about how useful the app will be; I have concerns about cost; apps seem difficult to use; I don’t know if I could find a suitable app; I don’t know which app to download; I don’t have time to use apps; I’m not interested in using mental health apps; I don’t think I need these kinds of apps; Other)
4. “Now imagine you are trying to decide which wellness or mental/emotional health app to use. How important would each of the following features be in your decision? (The app has research supporting its benefits; the app is well designed and easy to use; the app has information about data privacy and storage policies; the app has reviews from users; the app has reviews from experts in the field; the app developer; the cost of the app; the time commitment required by the app seems manageable to me; Something else).” (Not at all important; slightly important; moderately important; important; very important)
5. “How helpful, overall, do you think the smartphone app(s) was or has been for your mental or emotional health?” (Very helpful; helpful; somewhat helpful; not helpful)
6. “What would you hope to get out of an app for wellness or mental/emotional health?”
7. “Why would you not use a mental health app?”

Data Analysis
This study used a mixed methods approach, drawing from both qualitative and quantitative methods. Quantitative methods included both descriptive and inferential statistics to assess the variables that may affect app adoption. Qualitative methods included thematic analyses of open text responses to questions related to app use. The qualitative methods were intended to expand the findings and understand the quantitative responses.

Quantitative Methods
We aimed to understand the relationship between mental health (as measured by PHQ-9, GAD-7, and Flourishing scale) and mental health app use (adoption and frequency). To do so, we conducted a binary logistic regression with mental health status predicting adoption while controlling for demographic variables, including race and ethnicity, sex, age, and socioeconomic status. Independent binary logistic regressions were conducted for each mental health status variable (ie, depression, anxiety, and flourishing). Logistic regression was used to examine the relationship between mental health and the frequency of app use. To determine if clinical levels of mental health symptoms were related to app use, chi-squared difference tests were conducted with clinical thresholds identified by the PHQ-9 and GAD-7 (>9 for both measures). As we were simultaneously conducting statistical tests for separate mental health variables, Bonferroni correction was used to adjust the α level and address multiple comparisons. The adjusted α level was .017. Raw percentages were also calculated for the number of students who had ever used a mental health app and who would or would not be open to using a mental health app, the reasons for hesititation in app use, and the time points when students initiated app use.

Qualitative Methods
A thematic analysis [23] was conducted on the 2 open text responses in the elective module, and not all students answered each question. The response totals are reported below.
1. “What would you hope to get out of an app for wellness or mental/emotional health?” (541 responses)
2. “Why would you not use a mental health app?” (131 responses)

We used open coding to identify themes in attitudes toward mental health apps and their use. We created the codebook by first performing an initial analysis of the responses from all participants and then revising the codebook iteratively after an initial subset of the data was coded. After coding 10% of the data, the coders reviewed the responses and identified areas where more clarity was needed in the codebook. The 2 coders then coded the next 10% and continued to revise the codebook. Coding in segments also promoted increased reliability and consistency, allowing the 2 coders to review discrepancies and areas where the codebook could be refined. After coding 20% of the data, discussing, and revising the codebook, coders independently completed the remainder of the responses. In the final codebook, question 1 had a total of 38 codes, whereas question 2 had a total of 12 codes. We assessed the interrater reliability with percent agreement, which was 80.3% for question 1 and 91.2% for question 2. Given the high level of agreement and the goal to identify themes present in the data, rather than requiring consensus, a code was counted as present if either of the coders indicated that code for a particular response. Thus, some responses received 2 codes when the coders were not in agreement.

Results

Demographic Information
A total of 961 students completed the elective module. These 961 students were predominantly White (n=788, 82%) and female (n=673, 70%). The average age of the participants was 22.63 (SD 4.92) years. The mean level of the mental health variables was 7.98 (SD 5.94) for depression, 6.98 (SD 5.38) for anxiety, and 44.03 (SD 8.12) for positive mental health. The rates of clinically elevated depression and anxiety levels were 32.3% (310/961) and 28.5% (274/961), respectively.

Quantitative Results
Table 1 presents the percentages of app use and the reasons for hesitation across the sample. The results of the binary logistic regression for depression, anxiety, and positive mental health as predictors of app use found that after controlling for sex, age, socioeconomic status, and race and ethnicity, anxiety was the only significant predictor of app adoption (β=-0.07; P<.001). Neither depression (β=0.03; P=.12) nor positive mental health (β=-0.02; P=.17) were significant predictors of app adoption. We used McFadden pseudo-R² (p²) to calculate goodness of fit (p²=0.03), which indicated a small effect size.
We also examined whether depression, anxiety, and positive mental health would predict greater frequency of app use. The resulting model did not show a significant relationship between
the mental health variables and frequency of app use ($R^2=0.05$; $F_{13,230}=0.9$; $P=.56$). Investigation of the coefficients showed that the presence of depression ($b=0.02$; $P=.63$), anxiety ($b=-0.003$; $P=.91$), and positive mental health ($b=0.01$; $P=.57$) had no significant relationship with the frequency of app use. We used a chi-squared test of independence to analyze whether those who met the clinical thresholds of depression and anxiety showed higher rates of app adoption. No relationship was found between anxiety ($\chi^2=2.8$, $N=961$; $P=.10$) and app adoption and depression ($\chi^2=0.9$, $N=961$; $P=.34$) and app adoption.

Table 1. App use and hesitation.

<table>
<thead>
<tr>
<th>Response</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Students who have used a mental health app</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>245 (25.4)</td>
</tr>
<tr>
<td>No</td>
<td>719 (74.6)</td>
</tr>
<tr>
<td><strong>Students who would be open to using a mental health app</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>368 (38.02)</td>
</tr>
<tr>
<td>No</td>
<td>144 (14.88)</td>
</tr>
<tr>
<td>Maybe</td>
<td>456 (47.11)</td>
</tr>
<tr>
<td><strong>Time points when students used a mental health app</strong></td>
<td></td>
</tr>
<tr>
<td>Before starting college</td>
<td>64 (26.1)</td>
</tr>
<tr>
<td>Since starting college</td>
<td>172 (70.2)</td>
</tr>
<tr>
<td>Currently using</td>
<td>85 (34.7)</td>
</tr>
<tr>
<td><strong>Hesitation to use a mental health app</strong></td>
<td></td>
</tr>
<tr>
<td>I’m unsure about how useful the app will be</td>
<td>351 (48.8)</td>
</tr>
<tr>
<td>I don’t know which app to download</td>
<td>290 (40.3)</td>
</tr>
<tr>
<td>I don’t need these kinds of apps</td>
<td>262 (36.4)</td>
</tr>
<tr>
<td>I don’t know if I could find a suitable app</td>
<td>193 (26.8)</td>
</tr>
<tr>
<td>I’m not interested in using mental health apps</td>
<td>191 (26.6)</td>
</tr>
<tr>
<td>I have concerns about privacy and security of data</td>
<td>139 (19.3)</td>
</tr>
<tr>
<td>I don’t have time to use apps</td>
<td>101 (14.1)</td>
</tr>
<tr>
<td>I have concerns about cost</td>
<td>82 (11.4)</td>
</tr>
<tr>
<td>I don’t have a suitable device or enough space to download apps</td>
<td>34 (4.7)</td>
</tr>
<tr>
<td>There is a lack of research support available</td>
<td>68 (9.5)</td>
</tr>
<tr>
<td>Apps seem difficult to use</td>
<td>15 (2.1)</td>
</tr>
</tbody>
</table>

Qualitative Results

The first question that we qualitatively analyzed asked students what they would like to see in a mental health app. We grouped the codes into categories as shown in Table 2. The first was “what they want” and the second was “how they want it.” The “what they want” category consisted of codes that addressed specific app features. Upon calculating the frequency of the codes, we found that the 3 features that students were most interested in were related to tips and advice. The third most prominent code was also closely related to this, with many asking for “relaxation/calming tips,” which refer to apps that may have features for calming or reducing stress in the user.

Some examples of student responses within this theme are “Tips and tools for when feeling anxious...” and “Tips/strategies for dealing with stressors in my life.”

“Access to resources and information” was also a prominent code. Example responses included, “information to read, resources listed” and “...find in-person resources.” Another larger proportion of code seemed to suggest that students want on-demand support that involved interaction throughout the day. Students wanted “tracking and documenting/journaling” features along with “reminders and check-ins.” Example responses include, “tracking factors that contribute to emotional wellbeing” and “reminders of how to not be anxious or deal with situations, or just reminders.”
Table 2. Desired mental health app features.

<table>
<thead>
<tr>
<th>Code</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What they want</strong></td>
<td></td>
</tr>
<tr>
<td>Tips and advice (general)</td>
<td>90 (16.7)</td>
</tr>
<tr>
<td>Anxiety and mental wellness tips</td>
<td>68 (12.6)</td>
</tr>
<tr>
<td>Relaxation or calming tips</td>
<td>58 (10.8)</td>
</tr>
<tr>
<td>Not sure or I don’t know</td>
<td>58 (10.8)</td>
</tr>
<tr>
<td>Access to resources and information</td>
<td>57 (10.6)</td>
</tr>
<tr>
<td>Tracking and documenting or journaling</td>
<td>52 (9.6)</td>
</tr>
<tr>
<td>Reminders and check-Ins</td>
<td>42 (7.8)</td>
</tr>
<tr>
<td>Guided meditation</td>
<td>41 (7.6)</td>
</tr>
<tr>
<td>Access to medical help and appointments</td>
<td>30 (5.6)</td>
</tr>
<tr>
<td>Encouragement and Motivation</td>
<td>20 (3.7)</td>
</tr>
<tr>
<td>Daily tasks or routines and goal-setting</td>
<td>18 (3.3)</td>
</tr>
<tr>
<td>Positive affirmations</td>
<td>16 (3)</td>
</tr>
<tr>
<td>Holistic well-being</td>
<td>15 (2.8)</td>
</tr>
<tr>
<td>Activities</td>
<td>13 (2.4)</td>
</tr>
<tr>
<td>An emotional outlet</td>
<td>13 (2.4)</td>
</tr>
<tr>
<td>Confidence and empowerment</td>
<td>12 (2.2)</td>
</tr>
<tr>
<td>Breathing exercises</td>
<td>11 (2)</td>
</tr>
<tr>
<td>Health and physical exercise tips</td>
<td>10 (1.9)</td>
</tr>
<tr>
<td>Productivity and time management</td>
<td>9 (1.7)</td>
</tr>
<tr>
<td>Clarity and perspective</td>
<td>8 (1.5)</td>
</tr>
<tr>
<td>Comfort</td>
<td>8 (1.5)</td>
</tr>
<tr>
<td>Stability</td>
<td>8 (1.5)</td>
</tr>
<tr>
<td>Depression help</td>
<td>4 (0.7)</td>
</tr>
<tr>
<td>Self-care tips</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Sleeping tips</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Help with suicidal thoughts</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>How they want it</strong></td>
<td></td>
</tr>
<tr>
<td>Communication and real-time support</td>
<td>68 (12.6)</td>
</tr>
<tr>
<td>Professional support</td>
<td>24 (4.5)</td>
</tr>
<tr>
<td>Peer support</td>
<td>23 (4.3)</td>
</tr>
<tr>
<td>Convenience in accessibility</td>
<td>23 (4.3)</td>
</tr>
<tr>
<td>Affordability</td>
<td>7 (1.3)</td>
</tr>
<tr>
<td>Anonymity</td>
<td>7 (1.3)</td>
</tr>
<tr>
<td>Similarity to other apps</td>
<td>7 (1.3)</td>
</tr>
<tr>
<td>Usability</td>
<td>6 (1.1)</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>5 (0.9)</td>
</tr>
<tr>
<td>Unique to existing resources</td>
<td>4 (0.7)</td>
</tr>
<tr>
<td>No judgment</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td><strong>Hesitation in using mental health apps</strong></td>
<td></td>
</tr>
<tr>
<td>Not helpful, ineffective, or not useful</td>
<td>29 (22.3)</td>
</tr>
<tr>
<td>I don’t need it</td>
<td>25 (19.2)</td>
</tr>
</tbody>
</table>
In the “how they want it” category, students showed an overwhelming desire for “communication and real-time support” features. This code had 2 subcodes, “professional support” and “peer support,” which were both prominent codes in our analysis. Example responses include, “An anonymous peer-peer chat group or access to a mental health professional” and “convenience of a mental health professional anywhere and anytime.” This suggests that one theme of these responses is the overall desire for human interaction to be integrated into an app. Students wanted the ability to communicate in real time with both peers and professionals.

Our second question aimed to explore reasons why students may not use a mental health app, providing insight into hesitation in mental health app adoption. The most prominent responses were coded as “not helpful/ineffective/not useful,” “I don’t need it” and “I would not use it” were also prominent codes, which reflects a lack of interest. Example responses include, “i don’t think talking to a computer could help,” “worried about the ability of such an app,” “and I do not think it could provide realistic or helpful information.” These 3 responses may provide insight into how resources in college and university settings may not be well received by some students. In addition, the responses indicated a preference for face-to-face counseling or in-person interaction, adhering to more traditional methods of mental health help-seeking.

**Discussion**

**Principal Findings**

Our findings suggest that simply providing digital mental health apps may not be sufficient to increase their use among college students. Rather, we identified considerable hesitation and uncertainty toward using mental health apps and the various factors related to app adoption. Despite numerous studies examining perceptions and outcomes of mental health app use, few studies give college students the space to openly discuss and identify desired individual app features, hesitation, and barriers to app use. Our findings provide information on how college students use mental health apps, their interest in particular app features or capabilities, and hesitation that may affect app adoption.

Contrary to our hypothesis, which suggested that anxiety and depression would both be significant predictors of app adoption, our quantitative findings suggested that anxiety was the only significant predictor of app adoption. This aligns with our qualitative findings in which one prominent feature that students wanted in mental health apps was tips and advice related to anxiety and relaxation. Students wanted apps that directly addressed how to reduce anxiety symptoms and promote relaxation. Prior literature suggests that meditation apps are among the most commonly downloaded mental health apps, and meditation is largely popular among those with anxiety [24,25]. With meditation apps being popular and appealing to those with anxiety, college campuses should consider them as a potentially valuable resource. Surprisingly, the qualitative analysis also found very few responses indicating that the students wanted to see features that directly addressed depression. This could be due in part to meditation apps, with meditation appealing to those with anxiety and being the most popular category of mental health apps and the most well known. Those with anxiety may feel that the most popular mental health apps are more tailored to their needs than those with depression. Regarding positive mental health, our findings also suggested that it did not affect app use. One explanation for these findings is that negative emotions, and the desire to reduce them, might drive the adoption of mental health apps among college students rather than positive emotions. Some conceptualizations of depression and anxiety characterize them by the presence of positive and negative emotions [26]. In such conceptualizations, depression is characterized by low positive affect and low negative affect, whereas anxiety is characterized by low positive affect and high negative affect. This would be consistent with the lack of significant findings for positive mental health, which would be thought of as consisting of high positive and low negative affect [27].

It should also be noted that only about 25% (245/961) of the respondents reported using a mental health app. This is in contrast to prior literature, which suggests that 53% of college students have used a mental health app [28]. Much of the prior work, however, has focused on 4-year universities, and our data set consisted of a wide variety of colleges and universities. Indeed, one study of community college students found that 21.2% reported using a mental health app [29]. Thus, adoption rates may vary across types of colleges and universities, and
more work should be conducted that is more representative of different types of higher educational settings.

Although anxiety predicted app adoption, it did not predict more frequent app use. One explanation would be that stress may inhibit sustained mental health app use [11]. As college students face stressors associated with academics, financial issues, and peer relationships, using a mental health app may not fit into their already busy lives. This may also be due to the uncertainty surrounding app use and perhaps a lack of digital literacy regarding the use of an app. Students may be unsure of how to use the app or identify how often to use it. This could explain why students with elevated anxiety are not likely to use a mental health app more frequently, although they are more likely to download a digital mental health app. Even if a student with anxiety were to download a mental health app, they may be unable to identify how often they should use it based on their symptoms. In contrast, it is also possible that anxiety did not predict frequent app use because those who used apps frequently experienced reduced anxiety. Given that our data were cross-sectional, we could not determine how adoption might lead to changes in clinical outcomes and, ultimately, impact long-term use.

With other methods, such as traditional in-person therapy or prescribed medications, patients receive direct instruction and are given a schedule for therapy sessions or medication dosage. When using a mental health app, students must independently decide what a “healthy” amount of app use looks like and what apps would be useful in relation to their symptoms. The second largest point of hesitation was uncertainty about which apps they should download. Increasing digital literacy and providing tools that allow students to gauge when app use is appropriate may be helpful when implementing digital mental health apps as resources in college campuses. Working with ecosystems that already exist in students’ lives may be especially beneficial. For example, Kaiser Permanente created a set of mental health apps to provide to their members. To support delivery and integration, health care providers within the Kaiser Permanente network were trained to provide a web-based mental health tool as a resource [30]. Similar efforts could benefit college campuses by training counseling center staff or other providers, peers, or students to increase digital literacy and find effective evidence-based mental health apps. Digital navigators, or people designated to evaluate and recommend apps, set up technology, and collect data within the organization, can work with counseling center staff to implement mental health apps on campus [31]. In addition, factors that predict a student’s decision to begin using an app may not predict their sustained use. It is possible that those with higher anxiety levels did not experience sufficient improvement to continue using the app. However, it is also important to note that these data were cross-sectional. Consequently, it is difficult to determine the full scope of discovery, adoption, and sustainment.

In students who had used a mental health app since starting college, only about half were still using one at the time the survey was completed. In line with findings from the study by Kern et al [32], students have a clear interest in mental health apps but do not sustain their use. Again, it is possible that as students experience better mental health, the need for a mental health app no longer exists, leading them to delete the app. However, it is also possible that uncertainty around app use may prevent students from using an app or continuing its use. In addition, it is not surprising that an overarching theme was that students wanted apps to provide resources and increased access to mental health care. Access to resources and information along with access to medical help and appointments ranked highly on the list of the desired app features. The most common theme for the “how they want it” section suggested that students wanted apps that provided real-time support and connected them with both peers and professionals. Most mental health apps seem to have similar features, with mood tracking and journaling being the most common [33]. Apps that connect students to resources and increase access to medical care, professional support, and peer support may be worthwhile for this population. However, none of these features are mentioned in the list of the top 5 most common offerings of mental health apps [31]. In the study by Lagana et al [33], the analysis revealed that very few apps offered peer support and connection to a coach or therapist, whereas none offered access to resources and information or access to medical care. In addition, no themes emerged regarding cultural competency, although our sample consisted of White individuals predominantly. Integrating campus resources with mental health apps may be of particular interest to college students [34]. Fortunately, there are some products that demonstrate these features. For example, YOU at College is a “full continuum of campus care,” and it provides multiple features. Their “YOU” app connects students to resources available on their campus along with other resources and content related to mental health. In addition, their “NOD” app is a cognitive behavior therapy–based app that provides social challenges, prompts, and reflection opportunities to combat loneliness and avoidance. The “NOD” app is built on evidence-based principles and has been shown to reduce loneliness in susceptible students [35]. Resources such as these may be useful for campuses to consider, especially as services, such as YOU at College require enterprise adoption, that is, a college or university must purchase it to make it available for its students.

In students who had not used a mental health app, a number of factors led to hesitancy. It was most common for students to indicate that they were unsure of how useful the app would be. The second major point of hesitation was the uncertainty around which app to download. With so many apps existing in the app store, it is understandable why it might be difficult for students to select one. The app store houses thousands of mental health apps, with very few actually having empirical support [36]. Therefore, it may be confusing for many students to make informed decisions about which app to download. Providing empirical evidence and helping students identify whether the app is useful for them may be especially helpful. Teaching students how to identify a suitable evidence-based mental health app in the app store may also help in clearing uncertainty about whether a mental health app could actually be useful, which may be done through the One Mind PsyberGuide [37]. Interestingly, very few students were concerned about the costs associated with the app and access to technology in both our quantitative and qualitative findings. This suggests that students...
do feel they have sufficient resources to be able to access the app but are unsure of whether it would be useful or which they should select.

Qualitative findings around hesitancy suggested that many students simply felt that they did not need a mental health app or that it would not be effective. Although there are mental health apps that are effective, many mental health apps are not evidence based [38]. Therefore, students’ perceptions of mental health apps may be accurate. This also aligns with prior findings on mental health service use in college campuses. College students are often skeptical of the effectiveness of existing services [39]. Thus, hesitancy toward mental health services among college students may be a more pervasive issue that exists even outside the digital realm. Our qualitative findings suggest that there seems to be a preference toward face-to-face counseling, which also exhibits the assumption that using a mental health app would mean abandoning in-person therapy. Rather than considering mental health apps as a replacement for traditional forms of therapy, it should be noted that they may be used as adjuncts to care. Preference for face-to-face counseling and in-person interaction was the fourth major point of hesitation in using mental health apps, with about 1 in 8 students mentioning this preference. It may be useful for campuses to market mental health apps as additional resources rather than as a replacement for traditional forms of therapy. Although campuses do not directly suggest that an app should be a replacement, it may be helpful to reiterate to students that the app should be used in addition to other resources to combat the misconceptions that many students have. Furthermore, students often experience long wait times and issues with scheduling appointments for college counseling services [5]. These apps could be useful for students while waiting for counseling services, as mental health apps can be accessed immediately.

**Limitations**

As previously mentioned in *Methods* section, demographic characteristics of the elective module sample and overall sample tended to be relatively similar. However, the elective module participants had a larger percentage of students pursuing higher levels of education. More students in the elective module were pursuing graduate studies. Furthermore, more students were pursuing a bachelor’s degree in the elective module, while a smaller percentage were pursuing an associate’s degree when compared with the overall sample. We noted earlier that app adoption may differ among types of college or university settings and differences in adoption rates might also exist among types of degrees. In addition, issues such as accessibility of resources could differ in the overall sample compared with the elective module, as community college students often experience severe psychological concerns with less institutional support for mental health resources [40]. With fewer students in the elective module pursuing an associate’s degree, there remains uncertainty about whether students in a 2-year university may have had different attitudes toward mental health apps.

It should be noted that the pandemic may have affected this study and attitudes toward mental health apps. Some students might have provided data after the March 2020 shutdown, which had an impact on their mental health, campus resources, and broader aspects of student life. The data set did not provide the survey completion dates for each participant; therefore, we were unable to exclude those who completed the survey after March 2020 or compare results across those who completed before and after March 2020. However, it is difficult to predict the long-term impact of the pandemic, as it was shaping people’s knowledge and interest in using digital resources to support their mental health [41]. Certainly, college and university campuses are reconsidering opportunities for remote and hybrid services for a variety of purposes, including mental health care.

**Conclusions**

Our findings reflect the need for college campuses to provide resources tailored to the needs of students. Campuses should not only provide mental health apps as a resource but also provide resources that clear uncertainty regarding available apps. It is essential to consider why people use or do not use mental health apps and what is needed, in addition to the apps to support their use. On the basis of the responses of the students, plenty of hesitation continues to inhibit app adoption, with many students experiencing uncertainty about using a mental health app. In students who chose to use a mental health app, the presence of anxiety seemed to predict app adoption. As students tend to begin using mental health apps in colleges, it has become imperative to provide the resources necessary to promote mental well-being on campus.
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Abstract

Background: Literature has underscored the dark aspects of social media use, including associations with depressive symptoms, feelings of social isolation, and diminished self-esteem. Social comparison, the process of evaluating oneself relative to another person, is thought to contribute to these negative experiences such that people with a stronger tendency to compare themselves with others are particularly susceptible to the detrimental effects of social media. Social media as a form of social connection and communication is nevertheless an inevitable—and arguably integral—part of life, particularly for young adults. Therefore, there is a need to investigate strategies that could alter the manner in which people interact with social media to minimize its detrimental effects and maximize the feelings of affiliation and connection.

Objective: This pilot study examined the feasibility, acceptability, and effectiveness of a brief web-based intervention designed to alter engagement with social media and promote psychological well-being by encouraging social savoring as an alternative to social comparison. Social savoring was operationalized as experiencing joyful emotions related to the happiness of someone else’s experiences (ie, feeling happy for someone else).

Methods: Following an intensive longitudinal design, 55 college students (mean age 19.29, SD 0.93 years; n=43, 78% women and n=23, 42% White) completed baseline measures (individual differences, psychological well-being, connectedness, and social media use) and then 14 days of daily surveys on their social media activity and well-being. On day 8, the group that was randomized to receive the intervention watched a video instructing them on the skill of social savoring and was asked to practice this skill during days 8 to 14.

Results: Overall, participants reported positive perceptions of the intervention. Participants who watched the intervention video reported significantly higher performance self-esteem ($P=.02$) at posttest than those in the control condition, after controlling for baseline levels. Participants also reported significantly higher state self-esteem ($P=.01$) on days in which they engaged in more social savoring while using social media, and the use of social savoring increased significantly ($P=.01$) over time, suggesting that participants found it helpful. Participants in both conditions reported significantly lower levels of social comparison (control: $P=.01$; intervention: $P=.002$) and higher levels of connectedness (control: $P<.001$; intervention: $P=.001$) at posttest than at baseline.

Conclusions: Initial evidence from this pilot study suggests that a web-based social savoring intervention may help minimize the potentially harmful consequences of social media use, at least in some domains. Future work is needed to examine the effectiveness and acceptance of this intervention in different age groups and in clinical samples that are in part characterized by higher levels of comparison with others (eg, people with eating disorders).
Introduction

Social Comparisons on Social Media

Today, 72% of the American public uses some type of social media, and most people interact with at least 1 social media site daily [1]. Social media platforms help people synchronize and asynchronously connect with others. Adolescents and young adults, in particular, use social media to build, maintain, and strengthen their social networks [2-5]. Beyond fortifying social networks, engagement with social media content has been associated with a tendency to engage in social comparisons [6]. Social comparison, the act of comparing oneself with others, stems, in part, from people’s need to evaluate their own opinions and abilities by comparing themselves with other people [7]. Such comparisons can have positive intentions and outcomes, such as motivating self-improvement, enhancing learning, and fostering positive self-views [8].

Notwithstanding, exposure to social media content can increase the risk of poor mental health outcomes [9,10], particularly among those with higher tendencies to engage in social comparisons [11]. Comparisons with others who are perceived to be better off than oneself (upward comparisons) tend to have a more marked negative impact on well-being than comparisons with others who are perceived to be on an equal level (lateral comparisons) or who are perceived to be worse off than oneself (downward comparisons) [12]. Upward social comparisons have consistently been related to more negative self-judgments, lower self-esteem [9], and the presence of disordered eating behaviors [13,14]. The visual nature of many social media platforms creates a rich environment for upward social comparisons, particularly with respect to performance and physical appearance, which can have negative consequences for well-being [12,15,16]. For example, a meta-analysis of 156 studies found that social comparison is positively associated with body dissatisfaction, especially among women and younger people [17]. Furthermore, adolescents and young adults often portray ideal versions of themselves on social media using advanced filters, photo editing, and video editing. They may seek out experiences with specific considerations of how such content will be perceived when posted on social media, rather than how intrinsically motivating it is [18,19]. Young adults viewing this carefully curated content often perceive others on social media as having better lives [20] and thus are prone to the negative effects of these comparisons. Indeed, a systematic review and meta-analysis of 70 published studies showed that social comparison on social media is positively related to higher levels of depression and anxiety [21].

Intervening on Social Comparisons

A growing body of work has investigated the impact of interventions designed to reduce social comparisons made during social media use. A subset of these interventions targets a lack of realism in social media content by manipulating participants’ exposure to different content. For instance, a study found that participants who primarily viewed selfies of people without makeup reported lower facial dissatisfaction than those who viewed selfies of people with makeup [22]. Likewise, participants who viewed parodied versions of celebrity images reported lower body dissatisfaction and greater positive mood than those who were exposed to thin idealized images of celebrities [23]. In another intervention, women who saw side-by-side images of idealized versus nonidealized targets reported lower body dissatisfaction than those who viewed the idealized images alone [24].

Although changing the social media content with which people engage can reduce the negative impact of social comparisons, such an approach may not be realistic. Moreover, not all upward social comparison is harmful. Unlike comparisons that foster contrast between oneself and others, comparisons that foster assimilation (i.e., the belief that one can obtain the same status as someone else) are characterized by a selective focus on the similarities between oneself and others [25], which can motivate positive feelings about oneself [26].

Consistent with this evidence, other interventions have targeted how participants interact with potentially harmful social media content using, for example, self-compassion and mindfulness-based interventions. Self-compassion refers to kindness toward oneself, acceptance of one’s humanness, and understanding that negative experiences are universal [27]. Self-compassion may help reduce the negative impact of social media by fostering more stable self-worth and less externally contingent self-esteem. People with higher self-compassion tend to feel less inadequate and less judged or evaluated than people with lower reported self-compassion when exposed to the coveted experiences of others [27,28]. Mindfulness-based interventions enhance users’ attention to their present experiences and foster curiosity, rather than judgment, about one’s state. Mindfulness is negatively related to fear of missing out (FoMO), which refers to the apprehension that others may be having more positive experiences than oneself [29,30]. Similar to upward social comparisons that decrease positive affect, FoMO is pervasive on social media and related to more depressive symptoms [29]. Social media users who endorse higher mindfulness also report lower depression than users with lower mindfulness [31], and mindfulness-based interventions have shown promise in reducing body dissatisfaction and negative mood [32,33].

Although promising, other studies have found no evidence in support of these interventions designed to impact how people interact with social media [28,34]. These contradictory findings could stem from methodological differences, including intervention duration or the lack of control over prior states. It is also possible that these strategies are effective only among those with a higher tendency to compare themselves with others, as these people tend to be more negatively impacted by comparisons on social media [10,11,23,24,34].
Savoring Interventions

A related strategy, yet less explored with reference to social media, is savoring. Savoring is an emotion regulation approach by which people focus their awareness on pleasant experiences and appreciate the pleasure of past, present, and future experiences [35,36]. At a trait level, savoring appears to moderate the relationship between positive or negative personal experiences and various outcomes, including happiness [37], life satisfaction [38], and depression [39,40]. At a state level, savoring can bolster and maintain levels of reward sensitivity [41] and improve people’s capacity to recognize and enjoy positive experiences even in the face of negative events [39].

Savoring is a promising target for psychological interventions [42]. A 6-week intervention that involved weekly sessions where savoring skills were taught reduced negative affect and increased positive affect in a sample of people newly diagnosed with HIV [43]. Similarly, a 2-week intervention showed that participants who engaged in and logged daily savoring practices reported lower levels of depressive symptoms and negative affect than those who did not receive the intervention [44]. Another study used social media platforms as a means to practice savoring by asking participants to describe and post about joyous activities performed during the week on social media platforms [45]. This intervention helped decrease depressive symptoms and negative mood compared with inactive controls.

Although a growing body of literature suggests that savoring can increase positive affect and reduce negative affect and depression, this skill has received little attention as a means to manage the negative impact of social comparisons on social media. In this project, we built on the concept of savoring and adapted it to be an interpersonal, empathic process we term “social savoring”: a focus on feeling happy or joyous for the positive experiences of another person. Social savoring attempts to enhance one’s positive feelings in response to others’ positive experiences, amplify attention to these positive feelings toward others [37], and thereby increase a sense of connection with others [35]. In essence, people focus on how good it feels to experience happiness and gratitude for another person when that person experiences a joyous moment. Empathy has been shown to be a powerful tool for enhancing the feelings of social connectedness and self-esteem [46]. When empathy is integrated with strategies that foster savoring, the resulting combination may prove to be a useful alternative to social comparisons.

This Study

The purpose of this pilot study was to test the effectiveness and acceptance of a brief computer-delivered social savoring intervention to improve the quality of young adults’ interactions with social media, ultimately increasing social connectedness and self-esteem and reducing depressive symptoms, loneliness, and contingent self-worth. The present intervention introduced social savoring as a task in which participants were asked to observe (on social media) a joyous moment experienced by someone else, reflect on what it would feel like for that person to have that experience, and then allow themselves to feel joy for that other person. To better understand how the intervention impacted participants’ typical experiences with social media, we assessed their social media interactions for 7 days before receiving the intervention and 6 days after receiving the intervention.

We hypothesized that, relative to baseline, participants in the intervention group would report fewer depressive symptoms, lower loneliness, less contingent self-worth, reduced social comparison orientation, less FoMO, greater social connectedness, and higher self-esteem at posttest. At the daily level, we also expected that, on days after the intervention, participants in the intervention group would report decreased loneliness and social comparison and increased social connectedness, state self-esteem, and positive affect in response to social comparison compared with control participants.

Methods

Recruitment

Participants

Participants were 55 college students (mean age 19.29, SD 0.93 years; n=43, 78% women and n=23, 42% White) enrolled in a private Southeastern university in the United States. Participants were recruited from the departmental research participation pool during the 2021 spring semester. Interested students completed a screening questionnaire to indicate where they currently resided and completed the Iowa-Netherlands Social Comparison Orientation Scale [47]. Those who were aged ≥18 years, lived in the United States, and scored ≥22 (out of 55) on the Social Comparison Orientation Scale—indicating a higher tendency to engage in social comparisons—were eligible to participate in the study.

Power

A 2-week, in-person, savoring intervention [44] in college students found an effect size of Cohen $d=0.41$ for the difference in the average level of depression between control and intervention participants. A post hoc power analysis indicated that this study had 85% power to find an effect size of Cohen $d\geq0.41$ with an $\alpha$ of .05 and sample of 55 participants.

Data Exclusion

As shown in Figure 1, of the 95 participants who completed the screening survey advertised on the web, 59 (62%) completed the study. A total of 7% (4/59) of participants completed only the baseline survey but did not complete any daily surveys or the posttest survey, and 2% (1/59) of participants from the intervention condition completed the daily surveys but did not complete the posttest survey. The latter participant was excluded from the analyses of pretest and posttest responses but was included in the analyses of daily interactions. Among the participants who completed at least 1 of the 13 daily surveys (55/59, 93%), compliance was high: participants completed an average of 12.45 (SD 1.09; range 8-13) surveys, resulting in a compliance rate of 96%.
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Ethics Approval
All procedures and materials were approved by the Duke University Campus Institutional Review Board (protocol 2021-0066) and are available on the web [48].

Procedure
This study followed an intensive longitudinal design to enhance statistical power and deepen our understanding of participants’ typical interactions with social media. After providing consent to participate, participants completed the baseline survey (day 1) and were randomly assigned to a waitlist control or intervention condition. On the following day, all participants completed the first of 13 surveys (for days 2 to 14) delivered daily by text and email. After completing the seventh daily survey (day 8), participants who received the social media use intervention (26/55, 47%) viewed the intervention video and were instructed to practice the intervention skills daily (for approximately 5 minutes) and continue completing the daily surveys (days 9 to 14). Participants in the waitlist control condition (29/55, 53%) did not receive any new material but continued completing daily surveys through day 14. On the last day of the study (day 15), participants completed the posttest survey, which included items for assessing their experience with the intervention in addition to the same items as those in the baseline survey (day 1).

Materials

Overview
Participants completed a baseline survey, daily surveys, and a posttest survey, as described in the subsequent sections. McDonald $\omega$ was used to calculate the internal consistency of the baseline and posttest scales. Participants in the intervention condition watched a video describing the social savoring intervention.

Baseline Survey

Social Comparison Orientation
Social comparison was assessed using the 11-item Iowa-Netherlands Comparison Orientation Measure [47], which assesses engagement in comparisons with others (eg, “I always like to know what others in a similar situation would do”). Responses were provided on a 5-point scale (1=disagree strongly; 5=agree strongly) and were summed so that higher values indicate higher social comparison. The internal consistency was appropriate for the present sample ($\omega$=0.76).
Self-esteem

Self-esteem was measured with 20 items from the appearance (6 items, eg, “I feel unattractive”; ω=0.89), social (7 items, eg, “I feel that others respect and admire me”; ω=0.84), and performance (7 items, eg, “I feel like I’m not doing well”; ω=0.63) subscales of the State Self-Esteem Scale [49], which assesses the extent to which one feels positively valued in the moment. Responses were reported on a 5-point scale (1=not at all; 5=extremely) and were averaged so that higher values indicate higher levels of appearance, social, and performance self-esteem.

Depression

Depression was assessed using the 21-item Beck Depression Inventory–second edition (BDI-II) [50], which asks participants to report on various symptoms of depression (eg, self-criticalness and sadness) by selecting the descriptions that best reflect their experiences over the last 2 weeks, including the day of the survey (eg, “I cry over every little thing”; ω=0.87). Response options range from 0 (indicating no presence of a symptom) to 3 (indicating the extreme presence of a symptom). BDI-II scores were summed so that higher values indicate higher levels of depressive symptoms (possible range 0-63).

Trait Loneliness

Trait loneliness was assessed using the 20-item UCLA Loneliness Scale [51], which assesses the feelings of loneliness and social isolation (eg, “I am no longer close to anyone”; ω=0.95). Participants answered the items on a 4-point scale (1=never; 4=always). Scores were averaged so that higher values indicate higher levels of loneliness.

Social Connectedness

Social connectedness was assessed using the 8-item Social Connectedness Scale [52], which assesses connectedness and closeness to others (eg, “I don’t feel related to anyone”; ω=0.95). Responses were provided on a 6-point scale (1=strongly disagree; 6=strongly agree), and negatively worded items were rescoring so that higher values indicate higher levels of social connectedness.

Contingencies of Self-worth

Contingencies of self-worth were assessed using the appearance and approval from others subscales of the Contingencies of Self-Worth Scale [53]. The measure assesses the extent to which one’s self-esteem depends on the validation of one’s appearance (“My sense of self-worth suffers whenever I think I don’t look good”; ω=0.81) and approval from others (eg, “I can’t respect myself if others don’t respect me”; ω=0.83). Responses were provided on a 7-point scale (1=strongly disagree; 7=strongly agree), and negatively worded items were rescoring so that higher values indicate higher levels of each subscale.

FoMO Scale

We measured FoMO using the 10-item FoMO Scale [29], which assesses the fear that others may be having rewarding experiences that one is “missing out” on (eg, “I fear my friends have more rewarding experiences than me”; ω=0.83). The response options ranged from 1 (not at all true of me) to 5 (extremely true of me). Scores were averaged so that higher values indicate higher levels of FoMO.

Daily Interactions

Loneliness

Loneliness was assessed using a 1-item measure of state loneliness [54] (ie, “I feel lonely”), with response options ranging from 1 (not at all) to 5 (very much).

State Self-esteem

State self-esteem was assessed using 1 item asking, “As a whole, how do you feel about yourself right now?” [49]. Responses were provided using a dial ranging from 0 (terrible) to 100 (terrific).

Daily Social Comparison

Daily social comparison was measured using 1 item asking, “To what extent did you compare yourself to the social media content you viewed today?” It was rated on a scale of 1 (not at all) to 5 (a great deal). Participants who responded with ≥2 were further asked, “Considering how you were feeling about yourself before engaging with social media, how did comparing yourself to the social media content make you feel?” Responses were provided on a 5-point scale ranging from 1 (much worse) to 5 (much better).

Social Savoring

Social savoring was assessed with 1 item asking how often participants engaged in social savoring while using social media that day. Response options ranged from 1 (0%-20% of the time on social media) to 5 (80%-100% of the time on social media). Only participants assigned to the social savoring condition saw this item, which was presented on days 9 to 14 (ie, after the delivery of the intervention).

Social Media Use

Each day, participants reported the top 3 contents with which they interacted the most while using social media that day. Response options included fitness and sports, diet and eating, food and cooking, political and societal issues, memes and comedy, beauty, nature and animals, art, and vacation.

Intervention

The intervention consisted of a 7-minute animated video presented on study day 8 to participants assigned to the intervention condition. The video introduced the concept of social comparison, explained how it manifests on social media and how social savoring can help minimize the impact of social comparisons on psychological well-being, and provided step-by-step instructions on how to practice social savoring (Figure 2). We intentionally adopted nonhuman characters in the video to reduce the possibility of physical appearance comparisons with the actors in the video. On subsequent study days (days 9 to 14), participants in the intervention condition were reminded of the basic steps of social savoring and asked to practice social savoring at least once before taking the daily survey.
Posttest Survey
On the final day of the study, participants completed the same battery of measures as those completed in the pretest phase: social comparison orientation (α=0.79), appearance self-esteem (α=0.83), social self-esteem (α=0.87), performance self-esteem (α=0.69), depression (α=0.92), trait loneliness (α=0.95), social connectedness (α=0.95), appearance contingencies of self-worth (α=0.77), approval from others contingencies of self-worth (α=0.86), and FoMO (α=0.91). Participants in the intervention condition also provided feedback on their experiences. Through open-ended questions, participants were asked whether social savoring was a new skill to them, what they thought about the cartoon-style intervention video, whether they agreed with the video’s message, how they perceived the duration of the intervention, and whether they had any suggestions for improvement. Through multiple-choice questions, participants were asked whether they would recommend this intervention to a friend, whether they preferred a live-action skit for the intervention video, and how likely they were to use this skill in the future.

Statistical Analysis
This pilot study examined how social comparisons manifest on social media and whether social savoring can be a tool for helping buffer the negative impact of social comparisons. We performed multilevel analyses to examine whether the type of content participants daily engaged with was associated with the daily reports of social comparison and comparison affect. We used multilevel analyses to also examine whether the daily reports of social savoring were associated with the daily reports of social comparison, affect experienced from social comparison, loneliness, and state self-esteem.

To investigate participants’ acceptance of the intervention, we descriptively examined their responses to the multiple-choice and open-ended follow-up items, which were completed by participants in the intervention condition. To test the effectiveness of the brief computer-delivered social savoring intervention, we performed a 2-way repeated-measures ANOVA and paired-samples 2-tailed t tests to test for between-condition differences from baseline to posttest in depressive symptoms, loneliness, appearance- and approval from others–contingent self-worth, social connectedness, appearance, social and performance self-esteem, social comparison orientation, and FoMO. At the daily level, we used the same analytical approach to test the effect of the intervention on participants’ average daily levels of loneliness, social comparison, state self-esteem, and social comparison.

Results
Overview
As shown in Table 1, participants assigned to the control condition did not differ from those assigned to the intervention condition in any of the baseline measures.
Table 1. Equivalence between participants assigned to the control and intervention conditions.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Control (n=29)</th>
<th>Intervention (n=26)</th>
<th>Estimate*&lt;sup&gt;a&lt;/sup&gt;(df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCO&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.93 (0.08)</td>
<td>3.94 (0.11)</td>
<td>1.08 (51)</td>
<td>.29</td>
</tr>
<tr>
<td>PSE&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3.32 (0.10)</td>
<td>3.21 (0.12)</td>
<td>0.38 (51)</td>
<td>.71</td>
</tr>
<tr>
<td>SSE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.12 (0.17)</td>
<td>3.29 (0.20)</td>
<td>-0.87 (51)</td>
<td>.39</td>
</tr>
<tr>
<td>ASE&lt;sup&gt;e&lt;/sup&gt;</td>
<td>3.02 (0.13)</td>
<td>3.13 (0.18)</td>
<td>-0.32 (51)</td>
<td>.75</td>
</tr>
<tr>
<td>Loneliness</td>
<td>2.08 (0.11)</td>
<td>1.92 (0.11)</td>
<td>1.06 (51)</td>
<td>.29</td>
</tr>
<tr>
<td>Connection</td>
<td>3.65 (0.18)</td>
<td>4.04 (0.18)</td>
<td>-0.92 (51)</td>
<td>.36</td>
</tr>
<tr>
<td>Appearance-contingent self-worth</td>
<td>4.96 (0.12)</td>
<td>4.90 (0.12)</td>
<td>0.68 (51)</td>
<td>.50</td>
</tr>
<tr>
<td>Approval from others-contingent self-worth</td>
<td>3.41 (0.22)</td>
<td>3.48 (0.23)</td>
<td>-0.94 (51)</td>
<td>.35</td>
</tr>
<tr>
<td>FoMO&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.49 (0.14)</td>
<td>2.76 (0.15)</td>
<td>0.79 (51)</td>
<td>.31</td>
</tr>
<tr>
<td>BDI-II&lt;sup&gt;g&lt;/sup&gt;</td>
<td>11.54 (8.63)</td>
<td>11.32 (10.15)</td>
<td>-0.71 (51)</td>
<td>.48</td>
</tr>
</tbody>
</table>

Demographics

<table>
<thead>
<tr>
<th></th>
<th>Control (n=29)</th>
<th>Intervention (n=26)</th>
<th>Estimate*&lt;sup&gt;a&lt;/sup&gt;(df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women, n (%)</td>
<td>21 (72)</td>
<td>25 (96)</td>
<td>2.26 (4)</td>
<td>.13</td>
</tr>
<tr>
<td>White, n (%)</td>
<td>19 (65)</td>
<td>17 (65)</td>
<td>3.73 (4)</td>
<td>.44</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>19.47 (0.17)</td>
<td>19.10 (0.17)</td>
<td>1.52 (51)</td>
<td>.14</td>
</tr>
</tbody>
</table>

<sup>a</sup>Estimate refers to the between-participant 2-tailed t test coefficient for all scales and age and chi-square test coefficients for the women and White demographics.

<sup>b</sup>SCO: social comparison orientation.

<sup>c</sup>PSE: performance self-esteem.

<sup>d</sup>SSE: social self-esteem.

<sup>e</sup>ASE: appearance self-esteem.

<sup>f</sup>FoMO: fear of missing out.

<sup>g</sup>BDI-II: Beck Depression Inventory–second edition.

Daily Reports of Comparison

The participants completed 685 daily surveys. Participants reported interacting the most with memes and comedy content in 56.5% (387/685) of all daily surveys, political and societal issues in 23.9% (164/685) of all daily surveys, fitness and sports content in 23.5% (161/685) of all daily surveys, beauty-related content in 21.8% (149/685) of all daily surveys, food and cooking content in 19.9% (136/685) of all daily surveys, dieting and eating content in 14.3% (98/685) of all daily surveys; and vacation (68/685, 9.9%), art (47/685, 6.9%), and nature and animals (46/685, 6.7%) content in less than 10% of all daily surveys. Of the 55 participants who completed at least 1 daily survey, 53 (96%) reported engaging in social comparison on social media at least once during the daily survey period. Comparisons were reported in 63.6% (436/685) of observations. When a comparison was reported, participants most commonly reported feeling “about the same” after the comparison (245/436, 56.2% observations), followed by feeling “much worse” or “worse” (173/436, 39.7% observations). Participants reported feeling “better” or “much better” in only 4.1% (18/436) of the comparisons.

Multilevel analyses tested how the type of content was associated with the daily reports of comparison and comparison-related affect, regardless of condition (Table 2). To enhance the interpretability of the comparison direction variable, and because of our specific interest in comparisons that worsen affect, we dichotomized the outcome as 1=comparisons that worsened affect and 0=comparisons that did not alter or improved affect. The analyses were limited to the types of content that were reported in at least 10% of the observations. On days in which participants reported engagement with each fitness content, diet content, and beauty content, they reported greater comparisons and greater odds of engaging in comparisons that worsened affect relative to comparisons that did not alter or improved affect (within-person associations; beauty: odds ratio [OR] 1.86, 95% CI 1.02-3.37; fitness: OR 1.92, 95% CI 1.06-3.50; diet: OR 3.69, 95% CI 1.60-8.49). Participants who engaged with more political content or more meme content than their peers were less likely to report engaging in comparisons that worsened affect relative to comparisons that did not alter or improved affect (between-person associations). No other within- or between-person associations between the type of content engaged with and social comparisons were statistically significant.
positive reactions to the intervention duration, reporting—for example—that the intervention “did not take very long; [it was] very convenient” and “helped [them] reflect on [themselves] and [their] abilities” and that they “found [themselves] surprised that [they] could complete the skill so quickly and have it become normal practice.”

**Associations With the Reports of Social Savoring**

On average (mean 2.01, SD 0.99; based on averaged response categories 1=0%-20%, 2=20%-40%, 3=40%-60%, 4=60%-80%, and 5=80%-100%), participants in the intervention condition reported engaging in social savoring for 20% to 40% of their time spent on social media during the intervention period. Nevertheless, there was variability in the extent to which participants reported engaging in social savoring such that participants indicated engaging in social savoring for 0% to 20% of their time in 45% of their reports, 20% to 40% of their time in 25% of their reports, 40% to 60% of their time in 16% of their reports, 60% to 80% of their time in 9% of their reports, and 80% to 100% of their time in 5% of their reports. Reports of social savoring increased in the days following the intervention (days 9 to 13; \( b=0.09, 95\% \text{ CI} 0.03-0.16, \text{ SE} 0.03; \ P=0.01 \)), indicating greater social savoring engagement over time.

Multilevel models assessed whether the daily reports of social savoring were associated with the daily reports of social comparison, affect in response to social comparison, loneliness,
and state self-esteem. Associations were not significant for social comparison (P=.82), social comparison affect (P=.30), and loneliness (P=.19). For state self-esteem, within-person (β=4.88, 95% CI 1.03-8.74, SE 1.97; P=.01) and between-person associations (β=6.70, 95% CI 1.48-11.93, SE 2.67; P=.01) emerged. The within-person associations indicate that on days in which participants reported engaging in more social savoring, they also reported greater state self-esteem (β=.18). The between-person associations indicate that participants who engaged in more social savoring relative to their peers also reported greater state self-esteem (β=.41).

**Effect of the Intervention on Pre-Post Assessments**

We found main effects of time of assessment on social comparison and connectedness (refer to Table 3 for means): at posttest, participants reported lower levels of social comparison in the control (t27=2.33; P=.01; ηp²=1.00) and intervention (t24=3.51; P=.002; ηp²=0.34) conditions and higher levels of connectedness in the control (t27=−6.85; P<.001; ηp²=0.63) and intervention (t24=−3.99; P=.001; ηp²=0.40) conditions. Two-way mixed ANOVAs (Table 3) indicated that there was a significant effect of the interaction between condition and time on the level of performance self-esteem. As shown in Figure 3, participants in the intervention condition reported higher levels of performance self-esteem at posttest than at baseline (t24=−3.61; P=.001; ηp²=0.35), whereas the levels of performance self-esteem among those in the control condition did not differ across time points (t27=−0.42; P=.68; ηp²=0.01). Although participants in the intervention condition also reported higher levels of appearance self-esteem at posttest than at baseline (t24=−2.83; P=.01; ηp²=0.25) and those in the control condition did not (t27=−0.55; P=.59; ηp²=0.01), the interaction between condition and time indicated that the between-group difference was not significant.

**Table 3. Differences in the pretest and posttest scores on key variables.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control, mean (SD)</th>
<th>Intervention, mean (SD)</th>
<th>Time x condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pretest</td>
<td>Posttest</td>
<td>Pretest</td>
</tr>
<tr>
<td>SCO&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.93 (0.41)</td>
<td>3.72 (0.53)</td>
<td>3.94 (0.54)</td>
</tr>
<tr>
<td>PSE&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.32 (0.54)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3.35 (0.50)</td>
<td>3.21 (0.58)</td>
</tr>
<tr>
<td>SSE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.12 (0.90)</td>
<td>3.15 (0.88)</td>
<td>3.29 (0.99)</td>
</tr>
<tr>
<td>ASE&lt;sup&gt;e&lt;/sup&gt;</td>
<td>3.02 (0.71)</td>
<td>3.07 (0.77)</td>
<td>3.13 (0.89)</td>
</tr>
<tr>
<td>Loneliness</td>
<td>2.08 (0.57)</td>
<td>1.92 (0.56)</td>
<td>1.92 (0.53)</td>
</tr>
<tr>
<td>Connection</td>
<td>3.65 (0.98)</td>
<td>4.19 (1.03)</td>
<td>4.04 (0.89)</td>
</tr>
<tr>
<td>Appearance-contingent self-worth</td>
<td>4.96 (0.66)</td>
<td>4.96 (0.71)</td>
<td>4.90 (0.62)</td>
</tr>
<tr>
<td>Approval of others–contingent self-worth</td>
<td>3.41 (1.15)</td>
<td>3.52 (1.19)</td>
<td>3.49 (1.14)</td>
</tr>
<tr>
<td>FoMO&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.49 (0.75)</td>
<td>2.42 (0.88)</td>
<td>2.76 (0.76)</td>
</tr>
<tr>
<td>BDI-II&lt;sup&gt;g&lt;/sup&gt;</td>
<td>11.54 (8.63)</td>
<td>11.32 (10.15)</td>
<td>12.72 (7.92)</td>
</tr>
</tbody>
</table>

<sup>a</sup>SCO: social comparison orientation.
<sup>b</sup>PSE: performance self-esteem.
<sup>c</sup>Significant results are shown in italics.
<sup>d</sup>SSE: social self-esteem.
<sup>e</sup>ASE: appearance self-esteem.
<sup>f</sup>FoMO: fear of missing out.
<sup>g</sup>BDI-II: Beck Depression Inventory–second edition.
Effect of the Intervention on Daily Interactions With Social Media

To examine the effect of the intervention on participants’ daily experiences with social media, we separately averaged their responses to the items on loneliness, social comparison, state self-esteem, and the impact of social comparison on days 2 to 8 (ie, before the introduction of the intervention) and days 9 to 14 (ie, after the introduction of the intervention). Thus, we created 2 composite scores for each daily variable: one referent to the days before the intervention and another referent to the days after the intervention. We then performed 2-way within-participant ANOVAs to test whether participants in the intervention condition differed from those in the control condition in their average daily experiences on days 2 to 8 and days 9 to 14.

As shown in Table 4, participants who watched the intervention video did not report any changes in loneliness ($P=.24$), state self-esteem ($P=.92$), social comparison on social media ($P=.82$), or feelings associated with comparisons ($P=.76$).

Table 4. Effects of the intervention on the daily reports of loneliness, self-esteem, social comparison, and comparison affect.

<table>
<thead>
<tr>
<th></th>
<th>State loneliness</th>
<th>State self-esteem</th>
<th>Social media comparison</th>
<th>Comparison affect$^{a}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest, mean$^{b}$ (SD)</td>
<td>28.28 (21.26)</td>
<td>65.98 (15.33)</td>
<td>2.12 (0.64)</td>
<td>2.73 (0.47)</td>
</tr>
<tr>
<td>Posttest, mean$^{c}$ (SD)</td>
<td>23.85 (22.07)</td>
<td>65.84 (20.72)</td>
<td>2.01 (0.70)</td>
<td>2.69 (0.39)</td>
</tr>
<tr>
<td>$F$ test ($df$)</td>
<td>1.88 (1)</td>
<td>0.14 (1)</td>
<td>1.54 (1)</td>
<td>0.27 (1)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.18</td>
<td>.71</td>
<td>.23</td>
<td>.61</td>
</tr>
<tr>
<td><strong>Intervention</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest, mean (SD)</td>
<td>29.34 (20.30)</td>
<td>66.14 (15.17)</td>
<td>1.87 (0.48)</td>
<td>2.59 (0.38)</td>
</tr>
<tr>
<td>Posttest, mean (SD)</td>
<td>25.75 (17.96)</td>
<td>65.88 (18.00)</td>
<td>1.84 (0.61)</td>
<td>2.62 (0.37)</td>
</tr>
<tr>
<td>$F$ test ($df$)</td>
<td>1.45 (1)</td>
<td>0.01 (1)</td>
<td>0.50 (1)</td>
<td>0.10 (1)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.24</td>
<td>.92</td>
<td>.82</td>
<td>.76</td>
</tr>
<tr>
<td><strong>Condition × time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F$ test ($df$)</td>
<td>0.36 (1.53)</td>
<td>0.11 (1.53)</td>
<td>0.31 (1.53)</td>
<td>0.34 (1.50)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.85</td>
<td>.74</td>
<td>.58</td>
<td>.56</td>
</tr>
<tr>
<td>$\eta^2$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

$^a$“Comparison affect” in this table refers to how positively participants felt about themselves after engaging in social comparisons; higher scores indicate feeling more positively, and lower scores indicate feeling more negatively.

$^b$Pretest mean=average score on days 2 to 8 of the study.

$^c$Posttest mean=average score on days 9 to 14 of the study.
Discussion

Principal Findings and Comparison With Prior Work

Overview

This pilot study assessed the acceptability, feasibility, and effectiveness of a novel social savoring intervention for reducing potentially harmful interactions with social media. Most participants reported positive perceptions of the web-based intervention and that they were likely to use the social savoring skill in the future. We found evidence of the effectiveness of the intervention in key psychosocial outcomes. Overall, we provide foundational research for future investigations on using social savoring to mitigate the negative effects of social media use.

Social Savoring Intervention

Our results show that this novel social savoring intervention is both acceptable and feasible. Participants generally reported a positive perception of the social savoring intervention in response to direct questions about their attitudes toward the intervention. That participants sustained high compliance with daily activities and increased their daily use of the (largely novel) social savoring skill after its introduction is further evidence of the acceptability and feasibility of the intervention. In addition, most participants expressed an interest in using the social savoring skill in the future and indicated that they would likely recommend this skill to a friend.

Our data provide preliminary evidence of the effectiveness of this intervention in promoting mental health. We found evidence of both between- and within-person associations between social savoring and self-esteem: participants who reported more social savoring than their peers also reported higher state self-esteem (between-person association), and participants who reported more social savoring than their own average on a given day reported higher state self-esteem on that day (within-person association). As participants reported savoring and self-esteem only once per day, the directionality of these associations is unclear. Social savoring involves focusing on pleasant experiences [35,36], and those who feel more positively about themselves may have an easier time engaging in this practice [55]. By contrast, savoring has previously been found to boost positive affect [56]. Future research using multiple same-day assessments can elucidate the directionality of these associations. Importantly, results from the posttest provide some support that the intervention was effective in increasing self-esteem in that performance self-esteem increased from pretest to posttest for those in the intervention group but not for the control group. The significant association in this domain, and not the others, could be an artifact of our sample of undergraduates coming from a highly selective university, making the intervention particularly effective in fostering the savoring of competence-related accomplishments. Alternatively, this finding may indicate that engaging in social savoring enhances positive self-evaluations via the prosocial nature of the activity.

Participants in both the control and intervention groups reported reduced social comparison at posttest compared with baseline. As demonstrated in prior research, asking participants to reflect and report on their psychological states can increase self-awareness and cause behavior changes [57]. The possible increases in self-monitoring in the control group may have inadvertently muted intervention effects.

Engaging in social savoring was associated with daily self-esteem but not with the reports of general social comparison, social comparison affect, loneliness, or depression. The lack of association with social comparison could indicate that social savoring does not necessarily reduce comparisons in general. Additional practice with social savoring may be necessary to shift people’s initial tendency from engaging in a comparison to savoring the positive feelings of another person’s experience. Alternatively, reducing the frequency of comparisons may not be necessary to buffer the negative effects of social comparisons. In fact, the potentially positive effects of social comparisons (eg, feelings of optimism, admiration, and inspiration) are consistent with the goals of social savoring [37].

Importantly, savoring was not associated with the consequences of social comparisons in that engaging in more savoring was unrelated to how participants felt about themselves after comparisons with social media content. This is consistent with our expectation that savoring operates differently from social comparisons because savoring shifts participants’ focus to the positive experiences of others rather than to what those experiences mean for themselves. The lack of association between savoring and loneliness could be because social media content is not exclusively socially oriented; for example, it can be appearance oriented [16] or career oriented [15]. Thus, effects may have been absent when there was a mismatch between the target of savoring and the measured outcome. Future research should incorporate daily measures of well-being that are specific to various domains to assess potential differences.

Contrary to prior work [41], we did not find an association between social savoring and depression. However, this finding may be a consequence of a misalignment between the wording of the BDI-II and the duration of the study. Specifically, the BDI-II items asked participants to think about their experiences over the previous 2 weeks [50], which included both the time before and after learning the social savoring skill for those in the intervention condition. Although participants in the intervention condition descriptively reported lower levels of depression at posttest compared with baseline, it is possible that the perceived change was dampened by the inclusion of psychological experiences that occurred before the intervention took place.

Consistent with the evidence that social media is visually oriented and evokes appearance comparisons [16], participants in the intervention group showed higher appearance self-esteem in the posttest than in the pretest, whereas participants in the control condition did not; however, the difference between the 2 groups was not statistically significant. Given the finding that appearance-oriented content was especially likely to evoke comparisons and comparisons that worsened affect, it is possible that our sample size was too small to detect between-group differences in the effect of the intervention on participants’ perceptions of the highly curated and attractive visual content produced by their peers.
of others. Future studies with larger samples may be able to detect this difference if present.

Finally, the absence of baseline-to-posttest changes may be attributable to the fact that some measured domains tend to be stable, trait-level characteristics. Social comparison orientation, contingencies of self-worth, and FoMO may simply be too stable for a short-term intervention to evoke meaningful changes [53].

Our lack of effects could be because participants need to build their social savoring skill over time to impact trait-level characteristics or because our participants geared social savoring toward specific domains, such as responses to appearance-oriented content. Future research assessing longer-term social savoring practice and investigating more specific domains (eg, appearance esteem) is needed to test these conjectures.

Comparison Experiences

Nearly all participants engaged in social comparison on social media at least once daily during the data collection period. Participants most commonly reported that comparisons did not change their affect (245/436, 56.2%); comparisons that worsened affect were reported in 39.7% (173/436) of the observations, and comparisons that improved affect were quite rare (18/436, 4.1%). Although past research has confirmed that comparisons that improve affect are rare on social media, research has also found that comparisons that worsen affect are more common than those that do not alter it [12]. Our finding of less frequent comparisons that worsen affect relative to comparisons that do not alter affect could be owing to differences in methodology: whereas past research [12] has exclusively assessed appearance comparisons, we examined comparisons more generally. Past research with adolescents indicates that people tend to highlight their physical appearance in their social media posts [58], which may inflate the likelihood of engaging in comparisons that worsen affect, specifically in the appearance domain [59].

Because we assessed a range of comparison domains (beyond just appearance), we would expect to observe a comparatively lower number of comparisons that worsen affect. Furthermore, our results suggest that college students may be less likely to engage in comparisons that worsen affect in other domains, such as food and politics.

Participants reported most often engaging with meme content, although fitness and sports, food, political and societal issues, and beauty content were also reported in a notable minority of observations. Regardless of the condition, on days in which participants engaged with fitness, diet, and beauty content, they reported a greater likelihood of engaging in comparisons and comparisons that worsen affect. These types of content are unified in that they are appearance oriented, suggesting that these types of content may be particularly potent in facilitating upward appearance comparisons. Appearance comparisons that worsen affect may be especially harmful to well-being [12], raising concerns about how these comparisons affect the in-the-moment well-being of social media users. Importantly, these associations were not observed at the between-person level, indicating that participants who engaged with more appearance-related content, in general, did not necessarily also engage in more comparisons or report worse affect in response to comparisons. Nonetheless, future longitudinal research can better ascertain how these appearance-related comparisons accumulate in the relationship between these comparisons and well-being over time.

Participants who engaged with more politics- and meme-related content than their peers reported a lower likelihood of engaging in comparisons that worsened affect (and, therefore, a greater likelihood of experiencing comparisons that did not change or improved affect). It is possible that these types of content portray others’ misfortunes, which could enhance the behavioral tendency to perceive oneself as better off than others. The findings of this study highlight a need to adopt a nuanced perspective that integrates various disciplines in studying how comparisons unfold for different types of content. Although viewing certain types of content may be beneficial in one domain (eg, memes associated with fewer comparisons that worsen affect), engagement with these types of content may be maladaptive in other domains (eg, perpetuating stereotypes).

Limitations and Future Directions

The findings of this study are limited to a small sample of primarily White and women college students enrolled in a selective private Southeastern university in the United States. We attempted to replicate these findings in a sample of community members recruited through social media sites (eg, Instagram [Meta Platforms Inc], Reddit [Reddit Inc], Facebook [Meta Platforms Inc], and Twitter [Twitter Inc]). However, recruitment through these platforms was limited, and it was difficult to gain sufficient interest and retention from the community members. Indeed, of the 574 community members who completed the baseline survey, 48 (8.4%) provided good quality data (ie, no “straight-lining,” no nonsense responses to open-ended items, and no spam or repeated IP addresses), and only 11 (1.9%) completed the daily surveys to sufficient extent, a limited response rate that precluded comparisons with the present findings. These findings suggest the need for the development of innovative retention strategies if this intervention is to be implemented on a larger scale.

In addition, factors outside the content of the intervention appear to have influenced participants’ self-reported experiences. Specifically, the evidence that loneliness and social comparison levels decreased in both intervention and control groups suggests that merely reporting their own social media use daily influenced participants’ perceptions of these domains—and potentially how they interacted with social media. Another limitation is that we were unable to verify the true extent to which participants practiced the skills. Future studies using interventions such as the one used in this study may benefit from including a written practice during the introduction to the intervention, as done in the study by Hurley and Kwon [44], and daily written exercises to verify that participants spent time practicing social savoring.

Finally, the changes brought about by the COVID-19 pandemic may have shifted how participants interacted with social media such that social media use may have generally supported social connections. Given the restrictions imposed on participants at the time of the survey (eg, primarily web-based classes and restrictions on the size of gatherings), FoMO may have been
less common than it would have been before the pandemic and thus less flexible to change.

Despite these limitations, the initial evidence from this pilot study suggests that a web-based social savoring intervention may help minimize the potentially harmful consequences of social media use. A fruitful avenue for future work is to examine the effectiveness and acceptance of this intervention for people diagnosed with disorders characterized by higher levels of comparison with others (eg, eating disorders). Specifically, savoring the joys of others may be a helpful strategy to feel more positively about one’s own skills and physical appearance.

Future studies should examine the effectiveness, feasibility, and acceptance of this intervention in a larger and more diverse sample. Given the evidence of an association between social comparisons on social media and eating disorders, depression, and anxiety [16,21,54,60], it would be valuable to examine the effectiveness of the present intervention among those with such psychopathologies. With changes such as those described earlier (eg, adding a daily written practice), a web-based intervention may be more easily delivered and accessed by a wider portion of the population.

Conclusions
In summary, a 7-minute animated intervention video that taught the skill of social savoring improved self-evaluation in performance domains. Participants valued this prosocial approach to engaging with social media content, as evidenced by the increased practice of this skill over time and their purported willingness to share this technique with friends. Such promising results with such minimal intervention suggest that the use of social savoring as more tightly integrated with social media engagement (eg, cued by certain social media content, behaviors, and platforms) may result in a more potent invention capable of enhancing prosocial feelings and social connections while mitigating the harm of social comparisons.
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Abstract

Background: Previous research demonstrates that less than 50% of military veterans experiencing mental health difficulties seek formal support. Veterans often struggle to identify problems as mental health difficulties. In addition, they may fail to recognize the need for support before reaching a crisis point and face difficulties navigating care pathways to access support.

Objective: A feasibility trial was conducted to assess a novel digital smartphone app (Mental Health Toolkit for Veterans Project [MeT4VeT]) for UK Armed Forces (UKAF) veterans experiencing mental health difficulties. The trial aimed to explore the feasibility and acceptability of trial procedures for a later randomized controlled trial (RCT) and to assess the acceptability of the MeT4VeT app.

Methods: Participants were recruited at UK military medical centers, by advertising on social media, and through veteran third-sector organizations between February and November 2021, and assessed for eligibility (male, owned a smartphone, served at least 2 years in the UKAF, left the UKAF within the last 2 years, not undertaking formal mental health treatment). Eligible participants were assigned, on a 1:1 ratio, to either the intervention group (full app) or a control group (noninteractive app with signposting information). Three key objectives were determined a priori to assess the practicality of running an RCT including an assessment of recruitment and retention, evaluation of the technical app delivery and measurement processes, and acceptability and usability of the intervention.

Results: In total, 791 individuals completed the participant information sheet, of which 261 (33%) were ineligible, 377 (48%) declined or were unable to be contacted for consent, and 103 (13%) did not download the app or complete the baseline measures. Of this, 50 participants completed baseline measures and were randomly assigned to the intervention group (n=24) or the control group (n=26). The trial was effective at enabling both the technical delivery of the intervention and collection of outcome measures, with improvements in mental health demonstrated for the intervention group from baseline to the 3-month follow-up. Recruitment and retention challenges were highlighted with only 50 out of the 530 eligible participants enrolled in the trial. The acceptability and usability of the MeT4VeT app were generally supported, and it was reported to be a useful, accessible way for veterans to monitor and manage their mental health.
Conclusions: The results highlighted that further work is needed to refine recruitment processes and maintain engagement with the app. Following this, an RCT can be considered to robustly assess the ability of the app to positively affect mental health outcomes indicated within this trial.

Trial Registration: ClinicalTrials.gov NCT05993676; https://clinicaltrials.gov/ct2/show/NCT05993676
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Introduction
Most of the 14,000 individuals who leave the UK Armed Forces (UKAF) every year [1] transition to civilian life successfully; however, some experience difficulties with their mental health [2]. Approximately 6% of UK veterans are likely to have posttraumatic stress disorder (PTSD); 22% report symptoms of common mental disorders such as anxiety or depression, and 10% report alcohol misuse [2]. More than half of the veterans experiencing mental health difficulties do not seek professional help [3], with studies consistently demonstrating that veterans often prefer to manage their mental health problems alone [4]. Veterans with mental health difficulties are prone to negative life outcomes, such as lower employment rates [5,6], emphasizing the need to encourage mental health support in this population.

Previous research investigating barriers to help-seeking in male veterans [7] identified 3 core barriers: veterans struggled to define the problems they were experiencing as mental health difficulties; veterans did not recognize their need for help until their difficulty reached a crisis point; and once help was sought, veterans found it challenging to navigate the care pathway and make sense of the number of services available to them. Given the poor uptake of formal mental health support in this population and the drive to manage mental health independently, an app that enables veterans to actively manage their symptoms and encourages them to access formal care if self-help has been ineffective could be of substantial benefit.

The Mental Health Toolkit for Veterans Project (MeT4VeT) was initiated to develop a smartphone app to help transitioning UK veterans by identifying mental health difficulties, providing a degree of self-help, and assisting them in recognizing when more formal support is required [8]. The app was developed by King’s Centre for Military Health Research, King’s College London according to the UK Medical Research Council (MRC) complex intervention framework [9,10]. This included a plan for the app development process, the involvement of veterans and stakeholders from services providing veteran support, and a scoping review of published research evidence for existing toolkits (eg, apps and websites). A smartphone app was the preferred format because of its geographical reach, 24/7 availability, lack of requirement for face-to-face contact, and ability to be downloaded at no cost [11]. The app was designed according to the MRC complex intervention framework by drawing on existing theories of cognitive behavioral therapy (CBT), which have been used as the foundation for many self-help tools and have demonstrated effectiveness in treating common mental disorders [12].

The MeT4VeT app consisted of five main sections: (1) People, enabling participants to identify symptoms of mental health difficulties through veterans’ stories; (2) Tasks, encouraging participants to set tasks to help them achieve goals in different areas of their life, for example, work, family and physical health; (3) Tools, providing participants with resources to independently manage their mental health; (4) Tracking, allowing participants to monitor their mental health and see their progression through the app; (5) Notifications, daily notifications to encourage engagement with the app. The elements of the app represent the intersection between core components of CBT, behavior change constructs, and potential means to overcome each of the barriers outlined in earlier research [7]. Core principles of CBT include the self-monitoring of thoughts, feelings, and behaviors (incorporated within the People section), behavioral activation and goal setting (included within the Tasks section), the use of techniques such as mindfulness and cognitive reframing (contained within the Tools section), and feedback on behavior (included in the Tracking section) [12].

This paper outlines a feasibility trial conducted in line with the MRC complex intervention framework [9,10]. The framework outlines the 4 phases in the development of an intervention and the trial focused on the second phase: “feasibility: assessing feasibility and acceptability of intervention and evaluation design to make decisions about progression to the next stage of evaluation” [10].

In line with this framework, a set of objectives were created to cover the following three core areas:

1. Assess the ability to recruit and retain participants throughout the trial period (28 days);
2. Evaluate technical app delivery and measurement processes, including the acceptability of 4 outcome measures: General Health Questionnaire (GHQ-12), PTSD Checklist-Civilian Version (PCL-C), Warwick Edinburgh Mental Well-Being Scale (WEMWBS), and World Health Organization Quality of Life Assessment (WHOQOL-BREF);
3. Examine the acceptability of the intervention, including engagement with and usability of the intervention.

Methods
Design
The trial had a parallel design. Participants were randomly assigned on a 1:1 ratio using block randomization to either an
intervention group, who received the full smartphone app, or a control group, who received a noninteractive app that contained only signposting information. Data were collected at baseline and follow-up periods of 1 month (28 days) and 3 months (84 days) postbaseline. These time periods were chosen to align with other self-help intervention trials targeting a change in GHQ-12 scores and upon which our initial power calculation was based [13]. The time points enabled an assessment of any change at the end of the trial period (28 days) and again at 3 months to ascertain whether the change was continued. All participants were asked to use the app for a minimum of 28 days and app notifications were sent to the intervention group to encourage engagement.

**Participants**
Participants were eligible for the study if they (1) are male, (2) own a smartphone, (3) served at least 2 years in the UKAF, (4) left the UKAF within the last 2 years, (5) are not currently undertaking formal mental health treatment (eg, mental health therapy conducted by a medical professional), and (6) indicated a degree of mental health distress assessed via a score of 2 or more on the GHQ-12 [14], similar to previous research [15]. Participants received compensation of a GBP £10 (US $12.85) Amazon voucher for completing each questionnaire (GBP £30 total, US $38.56), and participants in the intervention group who completed an interview received an additional GBP £10 (US $12.85) Amazon voucher.

**Recruitment**
Participant recruitment was attempted at 3 UK military medical centers between October 2020 and February 2021. Personnel undergo a medical check-up when they leave the military as part of the discharge process, which includes a mental health screening. Three participating medical centers were asked to identify eligible participants at these check-ups and invite them to participate in the study. However, this approach became unfeasible due to the COVID-19 pandemic. The recruitment strategy was then expanded to include the use of social media and advertising in veteran third-sector organizations between February and November 2021. The social media platforms Facebook (Meta Platforms Inc), Instagram (Meta Platforms Inc), and Twitter (Twitter Inc) were used to post both paid and free promotional advertisements, which included a link to the participant information sheet and consent form on the questionnaire platform Qualtrics (Qualtrics International Inc).

**App Design**
Full details regarding the app development and its components have been reported previously [8]. The intervention group received the MeT4VeT app with full functionality (Figure 1 and Table 1). This included a daily schedule of notifications for the first 7 days related to the main app sections, followed by targeted notifications depending on participants’ usage of the app. For example, participants who completed at least 2 tasks in a week would receive the notification: “You’re making great progress with the ‘Tasks’ section. Are there any other behaviors you’d like to work on?” compared with participants who completed less than 2 tasks in a week: “It’s been a while since you have set some tasks, maybe add some more or change the ones you have set?” The control group received an app containing only signposting information about a range of statutory and third-sector organizations that focused on veterans’ mental health. Both apps were available on Android (Google) through the Google Play Store (Google) and on iOS (Apple Inc) via the TestFlight (Apple Inc) app.
Figure 1. The Mental Health Toolkit for Veterans Project (MeT4VeT) app used by the intervention group.
Table 1. App sections and content for the intervention and control groups.

<table>
<thead>
<tr>
<th>Accessed by and app section</th>
<th>Content</th>
<th>Intervention</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>First app launch and automatically displayed at follow-up points</td>
<td><strong>Questionnaires</strong> Participants completed all questionnaires within the app after opening it for the first time and at subsequent follow-ups.</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Navigation menu</strong></td>
<td><strong>Dashboard</strong> After the questionnaires were completed, the dashboard was the main landing page. It contained information on how long the participant had been using the app, their name (set by the participant), and general advice for using the app.</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>People</strong> This section included 4 videos depicting fictional veterans discussing their mental health difficulties, corresponding to typical presentations of generalized anxiety disorder, depression, posttraumatic stress disorder, and a veteran who was struggling with mental health but did not necessarily meet a diagnostic threshold. After watching the videos, participants were asked to select the thoughts, feelings, and behaviors they related to in order to help them develop a picture of their mental health.</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Tasks</strong> Participants were encouraged to identify areas of their lives that were important to them, such as work, family, or physical health, and to set a series of small tasks to help make changes in these areas.</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Tools</strong> A range of mental health resources (eg, guided safe place imagery) were obtained from the National Health Service “Every Mind Matters” website [16]. These tools could either be accessed as a list or filtered to map onto the most appropriate ones to deal with the difficulties the veteran had selected in the earlier People section.</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Tracking</strong> Participants were able to monitor their mental health through weekly check-ins, which were viewable in the Tracking section along with their progress across the app.</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td><strong>Icons at the top of the app</strong></td>
<td><strong>Signposting</strong> A list of statutory and third-sector organizations that focused on veterans’ mental health.</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td><strong>Settings</strong> Information about the app, privacy policy, licenses, and questionnaire schedule. Participants were able to change their name, turn on or off notifications, and send feedback.</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Passive</strong></td>
<td><strong>Notifications</strong> Participants were encouraged to engage with the app through a schedule of daily notifications.</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

**Randomization**

Once recruited into the study, participants were assigned a unique proxy identifier. This was linked to a randomization sequence generated in Stata (StataCorp) statistical software, which assigned participants on a 1:1 ratio to either the intervention or control group. All members of the research team were blind to group allocations except for authors SP, BC, and DL. SP and BC managed participant recruitment, conducted primary analyses, and had access to the raw study data. DL developed the Met4VeT app and had access to the raw study data. Instructions for downloading the relevant app were sent to the participants via email. The apps could only be activated using a QR code or token code, which was sent to the participants by the research team upon successful registration to the trial.

**Trial Objectives**

**Overview**

A set of objectives were developed a priori to assess areas of uncertainty before progression to a randomized controlled trial (RCT). These were based on the CONSORT (Consolidated Standards of Reporting Trials) guidelines for conducting a feasibility trial [17] (Table 2).
Table 2. Objectives to assess progression to a randomized controlled trial.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recruitment and retention</td>
<td>1. Assess the number of eligible or interested participants.</td>
</tr>
<tr>
<td></td>
<td>2. Assess recruitment processes by calculating response rate.</td>
</tr>
<tr>
<td></td>
<td>3. Explore retention by estimating 1- and 3-month follow-up rates.</td>
</tr>
<tr>
<td></td>
<td>4. Determine the comparability of the sample to Ministry of Defence statistics for major subgroups of veterans (age, service, and rank).</td>
</tr>
<tr>
<td>Trial procedures and outcome measures</td>
<td>5. Evaluate the technical delivery of the app by gathering feedback from developers and participants.</td>
</tr>
<tr>
<td></td>
<td>6. Examine the feasibility of using the app to collect outcome measures by assessing completion rates and times.</td>
</tr>
<tr>
<td></td>
<td>7. Sample size estimation for the randomized controlled trial by assessing changes in mental health measures between groups.</td>
</tr>
<tr>
<td>Acceptability and usability</td>
<td>8. Explore the participants’ interaction with core areas of the app (People, Tasks, Tools, and Tracking) via app usage data.</td>
</tr>
<tr>
<td></td>
<td>9. Examine the participants’ interaction with the app throughout the trial period via app usage data.</td>
</tr>
<tr>
<td></td>
<td>10. Assess the usability of the app using the MAUQ&lt;sup&gt;a&lt;/sup&gt;.</td>
</tr>
</tbody>
</table>

<sup>a</sup>MAUQ: mHealth App Usability Questionnaire.

Recruitment and Retention

Recruitment rates throughout the trial were presented according to the CONSORT flow diagram [17], with a breakdown of reasons provided for participant dropout. Demographic information was captured from all participants to assess their similarity to those who had left the UKAF in the last 2 years, drawn from UK Ministry of Defence (MOD) statistics [18]. Information was captured regarding age, military service branch, military rank, and regular or reservist status (Table 3).

Table 3. Summary of measures across all time points.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline</th>
<th>Baseline + 1 month</th>
<th>Baseline + 3 months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Relationship status</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Military service branch</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Military rank</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Regular or reservist status</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reason for leaving the military</td>
<td></td>
<td></td>
</tr>
<tr>
<td>App acceptability</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Engagement: app usage data</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Usability: MAUQ&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome measures</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>GHQ-12&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCL-C&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>WEMWBS&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>WHOQOL-BREF&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>MAUQ: mHealth App Usability Questionnaire.
<sup>b</sup>GHQ-12: General Health Questionnaire.
<sup>c</sup>PCL-C: PTSD Checklist-Civilian Version.
<sup>d</sup>WEMWBS: Warwick Edinburgh Mental Well-Being Scale.
<sup>e</sup>WHOQOL-BREF: World Health Organization Quality of Life Assessment.
**Trial Procedures and Outcome Measures**

Trial procedures were assessed by examining the technical delivery of the app and a review of the feedback option within the Settings section where participants were asked to note any technical issues as they occurred. The number of completed in-app surveys and the amount of time required to complete the surveys were also assessed.

Four outcome measures were trialed and completed by the participants in the Questionnaires section of the app. The GHQ-12 is a measure of common mental disorders such as anxiety and depression [14]. It is a 12-item self-report questionnaire measured on a 4-point scale. An example item is “Have you recently been feeling unhappy and depressed?” The GHQ-12 has demonstrated good psychometric properties (eg, Cronbach α=.91) [19].

To evaluate symptoms of PTSD, the PCL-C was used [20]. It is a 17-item self-report questionnaire, measured on a 5-point scale from (1) not at all to (5) extremely. An example item is “Over the past month how much have you been bothered by repeated, disturbing memories, thoughts or images of a stressful experience?” The PCL-C has been shown to have good psychometric properties (eg, Cronbach α=.89) [22].

The WEMWBS measures mental well-being within the previous 2 weeks and is a 14-item self-report questionnaire [22]. It is measured on a 5-point scale from (1) none of the time to (5) all of the time and an example item is “I’ve been thinking clearly.” The WEMWBS has been shown to have good internal consistency (Cronbach α=.83) and test-retest reliability (Cronbach α=.83) [22].

Quality of life was assessed using the WHOQOL-BREF, a 26-item self-report questionnaire [23]. It is measured on a 5-point scale and an example item is “How satisfied are you with yourself?” The WHOQOL-BREF has been shown to have good psychometric properties (eg, Cronbach α>.80 on 3 domains) [24].

**Acceptability and Usability**

App acceptability was assessed through engagement with the app, obtained from the app usage data. Engagement is defined as usage of the intervention including the temporal patterns (frequency and duration) and depth (specific intervention content) [25]. Engagement has been linked to behavior change through specific mechanisms of action such as the content and delivery of the intervention [25]. App usage data were collected from Google Analytics via Firebase and included information such as the number of times the app was opened, the duration of each app use, and the number of times specific sections of the app were used. Participants’ devices automatically reported the data to Google Analytics, although participants could choose to disable app tracking from their own devices outside of the MeT4VeT app. This type of automatic tracking of usage is a commonly used measure of engagement for digital behavior change interventions [25].

Usability data were obtained from the mHealth App Usability Questionnaire (MAUQ) [26], completed within the Questionnaires section of the app. The MAUQ is a 21-item self-report questionnaire measured on a 7-point scale ranging from strongly disagree (1) to strongly agree (7). Similar to a previous veteran app study [27], 5 questions were removed (resulting in a 16-item questionnaire), as the questions related to communicating with health care services through the app, which was not applicable in our study. Participant responses were aggregated into overall usability and 3 other domains: ease of use and satisfaction, interface and functionality, and usefulness [26]. The mean total score and the mean of each 3 domains were scored out of 7, with a score of 4 indicating a neutral response and higher scores indicating greater app usability. The MAUQ has been shown to have good psychometric properties (eg, Cronbach α>.80) for all 3 domains [26].

**Data Analysis**

Data were analyzed using Stata v17 (StataCorp). For the outcome measures trialed, independent sample t tests and chi-square tests (for categorical data) were used to assess changes in outcome measures between the groups at 3 time points (baseline, baseline + 1 month, and baseline + 3 months) (Table S1 in Multimedia Appendix 1). App usage data were reported using medians and IQR. The MAUQ was reported using means and SD. A power analysis calculation was performed using the GHQ-12 with a threshold score of 3, as the common thresholds used in previous research are 2 or 3 [15]. Statistical significance is reported using P values with statistical significance being determined as P<.05.

**Ethics Approval**

The feasibility trial was granted full ethical approval by the UK Ministry of Defence Research Ethics Committee (1074/MODREC/20) and the Research Governance Office at King’s College London (DPRF-19/20-16015).

**Results**

**Overview**

Three main areas of the feasibility trial were assessed (recruitment and retention; trial procedures and outcome measures; and acceptability and usability) to provide data on areas of uncertainty prior to progression to an RCT (Table 4).
Recruitment and retention

1. Assess the number of eligible or interested participants.
   - 791 interested, 530 eligible (67%). Suggest opening criteria to women and those who have left the UK Armed Forces more than 2 years ago.

2. Assess the recruitment processes by calculating the response rate.
   - Response rate of 29% (153/530) suggests refinements to minimize attrition.

3. Explore retention by estimating 1- and 3-month follow-up rates.
   - Retention rates of 80% (40/50) at 1 month and 68% (34/50) at 3 months from baseline.

4. Determine the comparability of the sample to UK MOD\(^a\) statistics for major subgroups of veterans (age, service, and rank).
   - Comparison conducted, suggest refinements to target younger veterans and women to enhance comparability.

Trial procedures and outcome measures

5. Evaluate the technical delivery of the app by gathering feedback from developers and participants.
   - Minor feedback resolved.

6. Examine the feasibility of using the app to collect outcome measures by assessing completion rates and times.
   - Completion rates and times calculated and deemed acceptable by the research team.

7. Sample size estimation for the randomized controlled trial by assessing changes in mental health measures between groups.
   - Power calculation conducted. Potential effectiveness of measures identified.

Acceptability and usability

8. Explore the participants’ interaction with core areas of the app (People, Tasks, Tools, and Tracking) via app usage data.
   - App usage data collected; suggest refinements to the Tools section of the app.

9. Examine the participants’ interaction with the app throughout the trial period via app usage data.
   - App usage data collected; suggest refinements to maintain engagement.

10. Assess the usability of the app using the MAUQ\(^b\).
    - Assessment conducted and deemed acceptable by the research team.

---

\(^a\)MOD: Ministry of Defence.

\(^b\)MAUQ: mHealth App Usability Questionnaire.

Recruitment and Retention

Following recruitment, 791 people completed the participant information sheet and 261 did not meet the eligibility criteria (Figure 2). There were multiple reasons why interested participants were not eligible to participate in the study (Table 5). The most common reasons were undergoing mental health treatment and not having left the UKAF in the last 2 years. A total of 530 participants completed the consent form and 377 of those either declined or could not be contacted for recruitment into the study. Overall, 153 participants were recruited into the study, but 99 did not download the app and 4 did not complete the baseline measures. The final sample consisted of 50 participants randomly assigned to the intervention group (n=24) and control group (n=26). After 1 month, 10 participants were lost to follow-up (n=6 intervention group, n=4 control group) and after 3 months, another 6 were lost to follow-up (n=3 in both groups).
Figure 2. Participant recruitment flow diagram.

[Flow diagram showing the recruitment process: 431 participants filled in the information sheet, 530 completed the consent form, 153 were recruited to study, 50 completed the baseline. Then, the process divides into intervention (24) and control group (26) at baseline. At 1 month, 18 from intervention and 22 from control group participated. At 3 months, 15 from intervention and 19 from control group participated.]

Eligibility criteria not met (n=261)
Declined/unable to contact (n=377)
App not downloaded (n=99)
Baseline not completed (n=4)
Lost to follow-up
Intervention group (n=6)
Control group (n=4)
Lost to follow-up
Intervention group (n=3)
Control group (n=3)
Reasons why participants were not eligible to participate in the trial.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Participants (n=261), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Currently undertaking mental health treatment</td>
<td>110</td>
</tr>
<tr>
<td>Did not leave the UK Armed Forces in the last 2 years</td>
<td>86</td>
</tr>
<tr>
<td>Score of &lt;2 on the GHQ-12b</td>
<td>74</td>
</tr>
<tr>
<td>Incomplete response on the participant information sheet</td>
<td>16</td>
</tr>
<tr>
<td>Did not serve in the UK Armed Forces for at least 2 years</td>
<td>9</td>
</tr>
<tr>
<td>Not male</td>
<td>5</td>
</tr>
</tbody>
</table>

Some participants were ineligible because of multiple criteria.

GHQ-12: General Health Questionnaire.

At baseline, there were no significant differences between the groups for any participant characteristic (Table 6). The mean age of the participants was 41.7 years (95% CI 38.8-44.7). Participants were predominantly White (47/50, 94%) and married, cohabiting, or in a long-term relationship (41/50, 82%). Two-thirds of participants had served in the Army (32/50, 64%), followed by the Royal Navy or Royal Air Force (18/50, 36%).

Participant characteristics were compared to the UK MOD personnel statistics [18] for male UKAF regulars leaving service from March 2020 to March 2022 (n=62,740). Statistics including reservists were not available by gender. The findings indicated an approximate mapping for rank: officer, 20% (11% MOD); other ranks, 80% (89% MOD); and service branch (Army, 64% [61% MOD], Royal Navy or Royal Air Force, 36% [39% MOD], Royal Navy or Royal Marines and Royal Air Force).

Comparison of the age of participants highlights a far younger age demographic compared to the population included in this study: 36% (75% MOD) were younger than 40 years, 38% (17%
MOD) were 40 to 49 years, and 26% (8% MOD) were 50 years and older.

A power calculation was performed to determine the sample size needed for a future RCT based on the difference in GHQ-12 scores at baseline and follow-up (3 months). To detect a difference in the GHQ-12 means of 3 points between groups at the 3-month follow-up, with 80% power and a significance level of 5%, each group would need to have 39 participants (n=78 in total). To allow for an attrition rate of 32% at the 3-month follow-up (16/50) based on this feasibility trial, 115 participants would need to be recruited. To account for a response rate of 29% (153/530) based on this feasibility trial, recruiting 397 participants is recommended for a future RCT.

**Trial Procedures and Outcome Measures**

Technical delivery of the app was successful, with only minor resolvable technical issues identified by either the research team or the participants. Three participants (total N=50) provided technical feedback within the app; 1 needed support to clear notifications and 2 participants from the control group questioned whether there was additional content. The protocol was successful in collecting all measures outlined and the participants completed 124 surveys within the app, totaling 19 hours (median 21 minutes per participant).

At baseline, there were no significant differences between the groups on any outcome measures (Table S1 in Multimedia Appendix 1). For the intervention group, symptoms of mental health distress (GHQ-12) decreased significantly ($P<.001$) from preintervention (mean 7.0, SD 3.6) to the 3-month follow-up (mean 2.7, SD 3.6) with a mean difference of 4.3 (95% CI 1.9-6.7) (Table S4 in Multimedia Appendix 1). Symptoms of PTSD (PCL-C) decreased significantly ($P=.03$) from preintervention (mean 44.2, SD 15.0) to the 3-month follow-up (mean 33.2, SD 13.9) with a mean difference of 11.0 (95% CI 1.3-20.7). Well-being (WEMWBS) improved significantly ($P=.04$) from preintervention (mean 38.3, SD 9.2) to the 3-month follow-up (mean 44.9, SD 9.4) with a mean difference of −6.6 (95% CI −12.8 to −0.5). For the WHOQOL-BREF subdomain of psychological, quality of life increased significantly ($P=.01$) from preintervention (mean 11.1, SD 2.6) to the 3-month follow-up (mean 13.3, SD 2.4) with a mean difference of −2.2 (95% CI −3.9 to −0.5).

For the control group, there were no significant differences in any of the outcome measures from preintervention to the 3-month follow-up (Table S5 in Multimedia Appendix 1). Analyses of the outcome measures across all time points are available in Multimedia Appendix 1.

**Acceptability**

Over the trial period (28 days), the intervention group initialized the app a median of 8.5 times (IQR 3-18) and over a median period of 2.5 weeks (IQR 1-3.5) (Table 7). The median session duration was 20.7 seconds (IQR 17.2-34.3). The control group initialized the noninteractive app a median of 2 times (IQR 1-6) and over a median period of 1 week (IQR 1-1). The median session duration was 29 seconds (IQR 20-39.2).

<table>
<thead>
<tr>
<th>Table 7. App usage per participant for both groups over the trial period (28 days)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>App usage</strong></td>
</tr>
<tr>
<td>Initializations$^a$</td>
</tr>
<tr>
<td>Session count$^b$</td>
</tr>
<tr>
<td>Session duration (seconds)</td>
</tr>
<tr>
<td>Server interactions$^c$</td>
</tr>
<tr>
<td>Weeks active</td>
</tr>
</tbody>
</table>

$^a$Number of times the app was opened as a new instance.

$^b$Number of times the app was reopened after running in the background.

$^c$Number of times the app interacted with the server.

The People section of the app was accessed most frequently by the intervention group with an average of 14 (IQR 4-45) visits per participant, followed by the Dashboard section with an average of 11 (IQR 6-21) visits per participant (Table 8). Other than the Questionnaires section, participants spent the most time on the People section with an average visit length of 2.8 minutes (median 169.3 seconds, IQR 54.2-430.4). Out of the 4 main sections of the app (People, Tasks, Tools, and Tracking), the Tracking section was accessed by the least number of participants (n=19, 79%), the Tasks section was used the least number of times (median 8.5, IQR 4-43) and the Tools section was used for the least amount of time (median 49.5, IQR 6.7-166.8).
Usability
Participants in the intervention group rated the overall usability (mean 5.3, SD 1.5) on the MAUQ and each of the subdomains of ease of use and satisfaction (mean 5.5, SD 1.5), interface and functionality (mean 4.9, SD 1.6), and usefulness (mean 5.3, SD 1.8) of the app with positive (above neutral) responses. The control group had higher scores compared to the intervention group for overall usability (mean 5.6, SD 1.2), ease of use and satisfaction (mean 5.9, SD 1.1), interface and functionality (mean 5.5, SD 1.4), and lower scores for usefulness (mean 4.8, SD 1.6).

Discussion
Principal Findings
The aims of the trial were to collect data to determine the feasibility of running an RCT by assessing (1) recruitment and retention, (2) trial procedures and outcome measures, and (3) the acceptability of the MeT4VeT app.

Recruitment and Retention
The COVID-19 pandemic prevented effective recruitment through military bases and social media was used as an alternative recruitment strategy. This presented some challenges in obtaining valid responses and retaining participants, which likely accounts for the high dropout rate. These challenges are common in research using social media as a recruitment tool [28,29]. If a future RCT uses social media recruitment, further work will be required to reduce dropout rates or increase the provision of resources to support this degree of dropout. Recruitment may have also been impacted by stringent restrictions from Apple for publishing apps on their app store. It is therefore not possible to ascertain whether a user did not provide data because they were not using the app or whether they declined to share app usage statistics.

One participant accessed the app but did not open the Questionnaires screen until day 29.

The sample in this study is comparable to UK MOD statistics [18] in terms of service branch and rank distribution across the UKAF. However, our sample represented a substantially older demographic when compared to those leaving the UKAF between 2020 and 2022 [18]. To improve comparability, we suggest recruiting from a wider age range to include younger veterans and females.

Examination of the eligibility criteria showed that a large number of potential participants were not eligible as they had not left the UKAF within the last 2 years. Future studies could relax this criterion to enable veterans to enter the trial at any stage of transition. An even greater number of potential participants were not eligible to participate because they were currently undertaking mental health treatment, which could indicate a need for the development of an app to enable self-management to complement therapy within this population. The presence of a group of potential participants who did not meet the GHQ-12 cut-off but were interested in an app to manage their mental health suggests a potentially broader scope of interest to maintain positive mental health or prevent mental health distress.

Trial Procedures and Outcome Measures
The results of the trial indicate it would be feasible to conduct an RCT using the same technical delivery of the app and the same set of measurement processes. Four outcome measures were deemed acceptable for data collection, with the intervention indicating a potential improvement in mental health from preintervention to the 3-month follow-up, contrasting with no significant improvement in the GHQ-12 scores for the control group over the same time period. Due to the small sample size, it is difficult to draw any firm conclusions from these results, but they provide a promising signal for the MeT4VeT app and the use of the GHQ-12 as an outcome measure to be explored.

Table 8. App usage for each section of the Mental Health Toolkit for Veterans Project (MeT4VeT) app in the intervention group over the 28-day trial period (n=24).

<table>
<thead>
<tr>
<th>App screen</th>
<th>Ever accesseda, n (%)</th>
<th>Number of times accessed per person, median (IQR)</th>
<th>Time on screen per person (seconds), median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questionnairesb</td>
<td>23 (96)</td>
<td>2 (1-3)</td>
<td>552.5 (280.7-725.1)</td>
</tr>
<tr>
<td>Dashboard</td>
<td>23 (96)</td>
<td>11 (6-21)</td>
<td>103.3 (62.2-139.2)</td>
</tr>
<tr>
<td>People</td>
<td>22 (92)</td>
<td>14 (4-45)</td>
<td>169.3 (54.2-430.4)</td>
</tr>
<tr>
<td>Tasks</td>
<td>22 (92)</td>
<td>8.5 (4-43)</td>
<td>107.6 (25.5-452.8)</td>
</tr>
<tr>
<td>Tools</td>
<td>20 (83)</td>
<td>9 (2.5-23)</td>
<td>49.5 (6.7-166.8)</td>
</tr>
<tr>
<td>Tracking</td>
<td>19 (79)</td>
<td>9 (4-21)</td>
<td>68.9 (15.1-150.8)</td>
</tr>
<tr>
<td>Settings</td>
<td>16 (67)</td>
<td>3 (1.5-4)</td>
<td>14.9 (0-22.8)</td>
</tr>
<tr>
<td>Signposting</td>
<td>15 (63)</td>
<td>2 (2-6)</td>
<td>9.9 (0-40.8)</td>
</tr>
</tbody>
</table>

aDuring the trial, Apple (developer of iOS) changed policies related to how developers could track and monitor the usage of an app. This required specific user content, which could be modified outside the app. It is therefore not possible to ascertain whether a user did not provide data because they were not using the app or whether they declined to share app usage statistics.

bOne participant accessed the app but did not open the Questionnaires screen until day 29.
in a future RCT with longer follow-up periods and a larger sample size. A provisional sample size for a later RCT of 397 was calculated.

Acceptability and Usability
The MAUQ scores indicated positive responses to the app, with scores ranging from 4.9 to 5.5, all of which were above a neutral response of 4. However, the scores were below those of a similar app designed to reduce veterans’ alcohol consumption where scores of 5.7 to 5.9 were reported across the MAUQ domains [31]. Before a future RCT, work should be conducted using qualitative feedback on the app to refine its usability. Qualitative data were collected from this trial and will be reported in a future publication.

The app usage data indicated that the intervention group engaged with the MeT4VeT app more often (initializations and sessions) and for a longer duration than the control group (weeks active). When focusing on the 4 core sections of the app (People, Tasks, Tools, and Tracking), the People section was accessed most frequently and for the longest duration and it required active participation. The remaining sections were accessed less frequently by participants. This may have been because they could be accessed via other resources (eg, Tools), whereas the People section provided a novel resource (videos with veterans) not readily available elsewhere. A future iteration of the app may be best focused as a gateway into existing self-help tools, with continued development of the People, Tasks, and Tracking sections and replacement of the Tools section with links to existing resources. This aligns with the original intention of the app, to create a way to help people at the beginning of their journey to identify symptoms and track them over time to recognize when difficulties occur and when self-help, or more formal support, may be beneficial. The median duration of app usage in the intervention group was 2.5 weeks, which falls below the 4-week trial period. Before an RCT is initiated, further research is required to explore the reasons behind early disengagement with the app and potentially refine the notification schedule to encourage app usage throughout the full trial period.

Strengths
The strengths of this study include its rigorous design, with random assignment to groups and the inclusion of a control group. The MeT4VeT app development used a strong conceptual framework informed by the military mental health literature and previous research [7]. Furthermore, feedback on the app was provided throughout the app development process by stakeholders working on veterans’ mental health at 4 stakeholder events, through interviews with veterans, and veteran involvement and engagement groups.

Limitations
The limitations of the study include the relatively small sample size, partly due to the COVID-19 pandemic, which impacted recruitment, and partly due to the loss of potential participants lacking interest in trial initiation. The generalizability of the results is affected by the limitations of the sample, which included only male veterans and those that had left the UKAF within the last 2 years. The development of the app was based on data drawn from research on male veterans [7], so the same barriers could not be assumed to be synonymous for the female veteran population. Future research should explore whether female veterans experience the same barriers and evaluate the use of the app in this population. The feasibility study tentatively demonstrated that MeT4VeT may be useful for those within 2 years of leaving the UKAF and whose departure from the UKAF was over a longer time period; further research is warranted to explore this.

Conclusions
The results of the trial suggest that although the study protocol was both feasible and acceptable, the recruitment process requires further refinement to provide an appropriate number of participants for a future RCT. The outcome measures used within the trial were acceptable for use in a future RCT to robustly examine the effectiveness of the app. The findings indicate that the MeT4VeT app shows some promise as a useful, accessible way for veterans to monitor and manage their mental health.
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Abstract

Background: Exposure to childhood trauma is associated with an increased risk of developing and maintaining psychotic symptoms later in life. Self-esteem might be an important psychological process underlying the association between childhood trauma and psychosis, but there is only limited evidence to support this claim, especially in daily life.

Objective: In this study, we aimed to investigate whether exposure to childhood trauma (physical, emotional, and sexual abuse and physical and emotional neglect) moderates the cross-sectional and temporal associations between self-esteem and psychotic experiences in patients with psychotic disorders, their first-degree relatives, and controls.

Methods: We assessed momentary self-esteem and psychotic experiences in daily life using the experience sampling method in 139 patients with psychotic disorders, 118 first-degree relatives of patients with psychotic disorders, and 111 controls. Childhood trauma was measured using the Childhood Trauma Questionnaire. We fitted linear mixed models and added two-way and three-way interaction terms to test the hypotheses.

Results: The association between momentary self-esteem and psychotic experiences in daily life was modified by prior exposure to high versus low levels of several types of childhood trauma, that is, physical ($\chi^2=24.9$, family-wise error-corrected $P<.001$) and sexual abuse ($\chi^2=15.9$, $P<.001$) and physical neglect ($\chi^2=116.7$, $P<.001$). Specifically, momentary self-esteem was associated with more intense psychotic experiences in patients exposed to high versus low levels of physical neglect, in relatives exposed to high versus low levels of physical abuse, and in relatives and controls exposed to high versus low levels of sexual abuse. When investigating temporal order, the results showed no evidence that childhood trauma modified the temporal associations between self-esteem at $t_{n-1}$ and psychotic experiences at $t_n$ or those between psychotic experiences at $t_{n-1}$ and self-esteem at $t_n$.

Conclusions: The association between self-esteem and psychotic experiences in daily life was found to be stronger in those exposed to high versus low levels of several types of childhood trauma (ie, physical abuse, sexual abuse, and physical neglect).

(JMIR Ment Health 2023;10:e34147) doi:10.2196/34147
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Introduction

Background
Exposure to childhood trauma can have persistent adverse effects on an individual’s well-being, social development, and physical and mental health [1]. Childhood trauma refers to potentially harmful experiences of physical, emotional, and sexual abuse and physical and emotional neglect during childhood [2]. Accumulating evidence suggests that childhood trauma is associated with psychotic disorders [3-6] and increases the risk of developing and maintaining psychotic symptoms later in life [3,7,8]. The study by Norman et al [9] showed that the prevalence of childhood trauma in patients with psychotic disorders is very common; 82 of their 100 participants (patients receiving treatment from an early psychosis clinic) reported exposure to childhood trauma. Similarly, other studies have shown that patients with psychotic disorders reported having experienced disproportionate levels of childhood trauma [3,7,8,10-12]. Furthermore, the results of the meta-analysis conducted by Varese et al [3] suggested that 1 out of 3 patients might not have developed psychosis if adversity were to be eliminated as a risk factor (assuming causality), which indicates that childhood trauma plays a prominent role in the development of psychosis. It has also been demonstrated that psychotic symptoms are more severe in patients exposed to childhood trauma [9,13]. A prospective cohort study indicated that the incidence of psychotic experiences decreased significantly when exposure to trauma ceased over the course of the study [14]. Finally, a systematic review revealed that exposure to childhood adversity was associated with the persistence of psychotic symptoms in both the general population and clinical studies [15], suggesting that childhood adversity may play an important role in the maintenance of psychotic symptoms in patients with enduring psychotic disorders.

Evidence for familial liability to psychosis [16-18] shows that first-degree relatives of patients with psychosis have an increased risk of developing psychotic disorders [17,19]. In addition, although exposure to childhood trauma is higher in patients with psychotic disorders, patients and their siblings share a degree of exposure to childhood trauma [20], as they also share many sociodemographic, parental, and developmental characteristics [21].

Several putative psychological mechanisms and processes have been posited to be involved in the association between childhood trauma and psychosis [22,23]. Self-esteem is one such process. A systematic review indicated that exposure to childhood trauma may contribute to low self-esteem [24]. Low self-esteem has also been found to be common in patients with psychotic disorders [25-28]. Moreover, self-esteem has been shown to be involved in the development and maintenance of psychotic symptoms [28-32]. Lower levels of momentary self-esteem have been found to be associated with an increased intensity of psychotic experiences in daily life [33]. Prior exposure to childhood trauma may affect cognition [34], which contributes to the development of a complex system consisting of negative views of one’s self, the world, and the future [35]. Some researchers have suggested that self-esteem is involved in the pathway from negative life events (eg, childhood trauma) to psychosis, but evidence to support this claim remains limited [29,36,37]. A few studies have investigated self-esteem and closely related processes such as negative self-schemas, or negative beliefs about self and others, as an underlying process in the association between childhood trauma and psychotic experiences [38-42]. In contrast, other researchers have suggested low self-esteem to be a product of an individual’s experience of psychosis, for example, owing to hospitalization, the loss of their social role or rank, or stigmatization [43,44].

Self-esteem and psychotic experiences are often assessed using cross-sectional measures, with global scores [38-41]. Another way of collecting data on these variables is through the experience sampling method (ESM). ESM assesses moment-to-moment variations in thoughts, feelings, and behaviors in daily life. It generates longitudinal data with a very limited recall bias and high ecological validity [45].

Objective
Overall, there is limited evidence that exposure to childhood trauma moderates the association between self-esteem and psychotic experiences, especially in daily life. Exposure to childhood trauma plays an important role in the development and maintenance of psychosis [17-19,46], but unfortunately, preventing childhood trauma remains challenging. By investigating whether self-esteem is a relevant underlying process in the association between childhood trauma and psychotic experiences, we might be able to identify individuals exposed to (high levels of) childhood trauma in the early stages and target self-esteem to prevent a full-blown psychotic disorder.

Therefore, we aimed to investigate whether cross-sectional and temporal associations of momentary self-esteem and psychotic experiences in daily life were modified by prior exposure to childhood trauma (ie, physical, emotional, and sexual abuse and physical and emotional neglect) in patients with enduring psychotic disorders, their first-degree relatives, and controls. Specifically, using data from the Genetic Risk and Outcome in Psychosis (GROUP) study [47], a large multicenter study of patients with psychotic disorders, their first-degree relatives, and controls without a family history of psychotic disorders, we aimed to test the following hypotheses:

1. In patients, their first-degree relatives, and controls, the magnitude of associations of self-esteem and psychotic experiences in daily life (both measured with the ESM) is stronger in individuals exposed to high levels of each type of childhood trauma (ie, physical, emotional, and sexual abuse and physical and emotional neglect) than in those exposed to low levels of childhood trauma (measured using the Childhood Trauma Questionnaire [CTQ]; hypothesis 1).
2. The difference in the magnitude of associations of self-esteem and psychotic experiences in daily life between those exposed to high levels of childhood trauma and those exposed to low levels of childhood trauma is (1) greater in patients than in controls, (2) greater in relatives than in controls, and (3) greater in patients than in relatives (hypothesis 2).
3. In patients, their first-degree relatives, and controls, the temporal association (1) between self-esteem at $t_{n-1}$ and psychotic experiences at $t_n$ and (2) between psychotic experiences at $t_{n-1}$ and self-esteem at $t_n$ in daily life (both measured with the ESM) is stronger in individuals exposed to high levels of each type of childhood trauma than those exposed to low levels of childhood trauma (measured using the CTQ; hypothesis 3).

4. The difference in the magnitude of temporal associations of (1) self-esteem and psychotic experiences and (2) psychotic experiences and self-esteem in daily life between those exposed to high levels of childhood trauma and those exposed to low levels of childhood trauma is (1) greater in patients than in controls, (2) greater in relatives than in controls, and (3) greater in patients than in relatives (hypothesis 4).

**Methods**

**Sample**

A sample of patients with psychotic disorders, their first-degree relatives, and controls without a family history of psychotic disorders was recruited in the GROUP study [47], a large longitudinal multicenter study in the Netherlands and Belgium. Individuals with psychotic disorders were recruited from regional psychosis care facilities or academic centers in selected geographical areas. The patients’ relatives were contacted after obtaining written informed consent. Participants in the control group were recruited by contacting random addresses in the same geographical areas as the patients. To be eligible, participants had to be between 16 and 50 years old and their command of Dutch language had to be sufficient. As an additional criterion, patients had to be diagnosed with a nonaffective psychotic disorder according to the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition criteria [48]. In the control group, individuals with a family history of psychotic disorders were excluded.

**Ethics Approval**

Ethics approval was provided by the Ethical Review Board of the University Medical Centre Utrecht (METC: 0 4/003- O), and all participants gave written informed consent. For this analyses, only participants who completed the CTQ and, in line with previous ESM studies [49], at least one-third (33.3%) of the ESM assessments were included.

**Data Collection**

**Basic Sample Characteristics**

Using a sociodemographic schedule, data on age, gender, ethnicity, marital status, and educational level (adapted from the Dutch Standard Classification of Education) [50] were collected.

**Childhood Trauma**

The Dutch version of the 25-item CTQ-short version [2] was used to assess childhood trauma at the baseline. The 25 items inquire about 5 types of trauma in childhood (emotional, physical, and sexual abuse and emotional and physical neglect). All 5 types of trauma are covered with 5 items rated on a 5-point Likert scale (1=never true to 5=very often true). The CTQ–short version has shown to be reliable and to provide adequate content coverage. There is also good evidence of criterion validity in both adolescent patients with a psychiatric disorder and individuals from a normative community sample [2]. For the analyses, the mean score for each type of trauma was used.

**ESM Procedure**

The ESM was used at the 6-year follow-up assessment to collect data on self-esteem and psychotic experiences in daily life. Participants were offered an ESM briefing session that provided detailed instructions on the ESM procedure. Participants received a dedicated digital device (ie, PsyMate, ECS International B.V.), which emitted a beep at 10 semirandom times a day, within 90-minute time blocks, between 7:30 AM and 10:30 PM for 6 consecutive days. Each time the PsyMate emitted a beep, the participants were asked to complete an ESM questionnaire immediately after the beep. A debriefing session was scheduled after 6 days. Research has shown that the ESM in samples of patients with psychosis and their relatives is feasible, reliable, and valid [51-54].

**ESM Measures**

To assess momentary self-esteem, the mean score of the following 2 ESM items was used: “I like myself” and “I doubt myself” (reversed) [55] (following the approach by Geldhoff et al [56] to analyze multilevel reliability; within-person $\alpha=.22$; between-person $\alpha=.76$). To assess the intensity of psychotic experiences, the mean score of the following 8 ESM items was used: “My thoughts are influenced by others,” “I can’t get these things out of my head,” “I feel unreal,” “My thoughts can’t be expressed in words,” “I feel suspicious,” “I hear voices,” “I see things that aren’t really there,” and “I am afraid I will lose control” [57,58] (within-person $\alpha=.64$; between-person $\alpha=.85$). All the items were measured on a 7-point Likert scale, ranging from 1 (“not at all”) to 7 (“very much”).

**Statistical Analysis**

For this analyses, we used release 7.0 of the overall GROUP database and release 2.0 of the ESM data. The “mixed” command in Stata 13.0 (StataCorp) was used to fit linear mixed models. Because ESM data include multiple observations within each participant, they were treated as nested within participants and participants nested within families. Restricted maximum likelihood estimation was used to fit the models and estimated the associations between momentary self-esteem as the continuous independent variable and psychotic experiences as the outcome variable. We controlled for the potential confounders of age, gender, ethnicity (people of color or White), level of education, and marital status.

We then added two-way (self-esteem × abuse, self-esteem × group, and abuse × group) and three-way (self-esteem × abuse × group) interaction terms to test whether associations between self-esteem and psychotic experiences were modified by prior exposure to high (mean + 1 SD of continuous CTQ scores) versus low levels (mean − 1 SD of continuous CTQ scores) [59,60] of each type of childhood abuse to each group (patients, relatives, and controls). We standardized the continuous ESM...
and CTQ variables (mean 0, SD 1) to interpret significant three-way interaction terms [61]. Wald tests were used to test the hypothesis that the interaction effects were equal to zero. For the three-way interaction models, the significance levels of the Wald tests were adjusted to correct for type-I errors using family-wise error-corrected $P$ value, which were computed by multiplying the unadjusted $P$ value by the total number of tests. The “lincom” command was used to compute linear combinations of coefficients to test hypotheses 1 and 2. Next, we conducted time-lagged analyses to test hypotheses 3 and 4. To do so, we generated within-subject lagged variables of self-esteem and psychotic experiences (at $t_{n-1}$ and $t_n$) and fitted linear mixed models.

**Results**

**Basic Characteristics**

The third-wave (6-year follow-up) data of the GROUP study was completed by 486 participants (patients: n=194, 39.9%; relatives: n=169, 34.8%; and controls: n=123, 25.3%). Participants who did not complete the CTQ in the first wave (30/486, 6.2%) and a minimum of one-third of the ESM assessments in the third wave (88/486, 18.1%) were excluded from the analysis, resulting in a sample of 368 participants (patients: n=139, 37.8%; relatives: n=118, 32.1%; and controls: n=111, 30.2%). The basic characteristics of the excluded participants of the third-wave sample were broadly similar to those of the included participants (Multimedia Appendix 1). Overall, the basic characteristics of the included patients, their relatives, and controls were similar, except that included participants of all 3 groups were more often White compared with the excluded participants. Compared with the relatives and controls, the patients were younger and had a lower educational level. The patient group consisted of more men and were more often unmarried compared with the other 2 groups (Table 1). Patients reported higher levels of all types of childhood trauma (emotional abuse, $P<.001$; physical abuse, $P=.02$; sexual abuse, $P=.02$; emotional neglect, $P=.01$; physical neglect, $P=.01$) than the controls (Table 2). Patients also reported higher levels of emotional abuse (adjusted $\beta=.58$, 95% CI 0.35-0.80; $P<.001$), physical abuse (adjusted $\beta=.25$, 95% CI 0.06-0.44; $P=.01$), and sexual abuse (adjusted $\beta=.41$, 95% CI 0.20-0.63; $P<.001$) than their first-degree relatives, where adjusted $\beta$ are standardized regression coefficients. Although patients reported higher levels of emotional and physical neglect, the differences between the patients and relatives were not statistically significant (patients: adjusted $\beta=.22$, 95% CI −0.02 to 0.46; $P=.07$ and relatives: adjusted $\beta=.08$, 95% CI −0.13 to 0.29; $P=.47$; Table 3). The levels of all types of childhood trauma were similar in controls and relatives.
Table 1. Basic characteristics.

<table>
<thead>
<tr>
<th></th>
<th>Patients (n=139)</th>
<th>Relatives (n=118)</th>
<th>Controls (n=111)</th>
<th>Test statistics</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>34.5 (8.3)</td>
<td>35.5 (8.7)</td>
<td>41.0 (11.5)</td>
<td>15.87 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Gender (patients: n=135; relatives: n=118; control: n=111), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Men</td>
<td>88 (65.2)</td>
<td>47 (39.8)</td>
<td>33 (29.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>47 (34.8)</td>
<td>71 (60.2)</td>
<td>78 (70.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity (patients: n=139; relatives: n=118; control: n=111), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>.08</td>
</tr>
<tr>
<td>White</td>
<td>123 (88.5)</td>
<td>107 (90.7)</td>
<td>107 (96.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>People of color</td>
<td>16 (11.5)</td>
<td>11 (9.3)</td>
<td>4 (3.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level of education (patients: n=139; relatives: n=118; control: n=111), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low</td>
<td>35 (25.2)</td>
<td>8 (6.8)</td>
<td>3 (2.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>60 (43.2)</td>
<td>45 (38.1)</td>
<td>42 (37.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>44 (31.6)</td>
<td>65 (55.1)</td>
<td>66 (59.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Marital status (patients: n=139; relatives: n=118; control: n=93), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Not married</td>
<td>101 (72.7)</td>
<td>37 (31.4)</td>
<td>25 (26.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or living together</td>
<td>28 (20.1)</td>
<td>76 (64.4)</td>
<td>62 (66.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>10 (7.2)</td>
<td>5 (4.2)</td>
<td>6 (6.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Current antipsychotic use (patients: n=100), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Emotional abuse</td>
<td>9.5 (4.2)</td>
<td>7.5 (3.1)</td>
<td>7.1 (3.4)</td>
<td>15.51 (2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Physical abuse</td>
<td>6.6 (2.9)</td>
<td>5.7 (2.2)</td>
<td>5.5 (1.6)</td>
<td>8.53 (2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Sexual abuse</td>
<td>6.3 (3.1)</td>
<td>5.6 (2.6)</td>
<td>5.9 (3.0)</td>
<td>1.93 (2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Emotional neglect</td>
<td>11.4 (4.1)</td>
<td>10.6 (4.1)</td>
<td>9.2 (3.9)</td>
<td>9.25 (2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Physical neglect</td>
<td>7.2 (2.4)</td>
<td>6.6 (2.5)</td>
<td>6.0 (1.9)</td>
<td>9.16 (2)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*a*/N/A: not applicable.
*b* Missing values: 4/368, 0.01%.
*c* Missing values: 18/368, 4.9%.
*d* Missing values: 39/139, 28.1%.
*e* Missing values: 2/368, 0.5%.
*f* Missing values: 3/368, 0.8%.
### Table 2. Categorical Childhood Trauma Questionnaire severity scores by group.

<table>
<thead>
<tr>
<th></th>
<th>Patients (n=139), n (%)</th>
<th>Relatives (n=118), n (%)</th>
<th>Controls (n=111), n (%)</th>
<th>$\chi^2$ (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Emotional abuse</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Severe to extreme</td>
<td>13 (9.3)</td>
<td>4 (3.4)</td>
<td>3 (2.8)</td>
<td>32.8 (6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate to severe</td>
<td>19 (13.7)</td>
<td>2 (1.7)</td>
<td>6 (5.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild to moderate</td>
<td>34 (24.5)</td>
<td>22 (18.6)</td>
<td>13 (11.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>73 (52.5)</td>
<td>90 (76.3)</td>
<td>87 (79.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Physical abuse</strong></td>
<td></td>
<td></td>
<td></td>
<td>15.5 (6)</td>
<td>.02</td>
</tr>
<tr>
<td>Severe to extreme</td>
<td>8 (5.8)</td>
<td>3 (2.5)</td>
<td>3 (2.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate to severe</td>
<td>11 (8)</td>
<td>2 (1.7)</td>
<td>1 (0.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild to moderate</td>
<td>7 (5.1)</td>
<td>5 (4.3)</td>
<td>2 (1.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>112 (81.1)</td>
<td>108 (91.5)</td>
<td>104 (94.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sexual abuse</strong></td>
<td></td>
<td></td>
<td></td>
<td>15.5 (6)</td>
<td>.02</td>
</tr>
<tr>
<td>Severe to extreme</td>
<td>9 (6.5)</td>
<td>4 (3.4)</td>
<td>5 (4.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate to severe</td>
<td>14 (10.0)</td>
<td>2 (1.7)</td>
<td>6 (5.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild to moderate</td>
<td>19 (13.7)</td>
<td>11 (9.3)</td>
<td>6 (5.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>97 (69.8)</td>
<td>101 (85.6)</td>
<td>92 (84.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Emotional neglect</strong></td>
<td></td>
<td></td>
<td></td>
<td>17.6 (6)</td>
<td>.01</td>
</tr>
<tr>
<td>Severe to extreme</td>
<td>10 (7.2)</td>
<td>9 (7.6)</td>
<td>6 (5.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate to severe</td>
<td>20 (14.5)</td>
<td>11 (9.3)</td>
<td>4 (3.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild to moderate</td>
<td>60 (43.5)</td>
<td>44 (37.3)</td>
<td>35 (32.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>48 (34.8)</td>
<td>54 (45.8)</td>
<td>64 (58.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Physical neglect</strong></td>
<td></td>
<td></td>
<td></td>
<td>15.9 (6)</td>
<td>.01</td>
</tr>
<tr>
<td>Severe to extreme</td>
<td>6 (4.3)</td>
<td>6 (5.1)</td>
<td>2 (1.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate to severe</td>
<td>18 (13.0)</td>
<td>6 (5.1)</td>
<td>4 (3.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild to moderate</td>
<td>21 (15.1)</td>
<td>13 (11.0)</td>
<td>9 (8.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>94 (67.6)</td>
<td>93 (78.8)</td>
<td>96 (86.5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Missing values:**
- Emotional abuse: 2/368, 0.5%.
- Physical abuse: 3/268, 0.8%.

### Table 3. Differences in scores of Childhood Trauma Questionnaire severity between groups.

<table>
<thead>
<tr>
<th></th>
<th>Patients versus controls</th>
<th>Relatives versus controls</th>
<th>Patients versus relatives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted $\beta$ (95% CI)</td>
<td>$P$ value</td>
<td>Adjusted $\beta$ (95% CI)</td>
</tr>
<tr>
<td><strong>Emotional abuse</strong></td>
<td>.67 (0.42 to 0.92)</td>
<td>&lt;.001</td>
<td>.09 (-0.14 to 0.32)</td>
</tr>
<tr>
<td><strong>Physical abuse</strong></td>
<td>.30 (0.09 to 0.51)</td>
<td>.005</td>
<td>.05 (-0.14 to 0.25)</td>
</tr>
<tr>
<td><strong>Sexual abuse</strong></td>
<td>.42 (0.19 to 0.66)</td>
<td>&lt;.001</td>
<td>.01 (-0.21 to 0.23)</td>
</tr>
<tr>
<td><strong>Emotional neglect</strong></td>
<td>.51 (0.25 to 0.78)</td>
<td>&lt;.001</td>
<td>.30 (0.05 to 0.54)</td>
</tr>
<tr>
<td><strong>Physical neglect</strong></td>
<td>.26 (0.03 to 0.50)</td>
<td>.03</td>
<td>.19 (-0.02 to 0.40)</td>
</tr>
</tbody>
</table>

**a** CI adjusted for age, gender, ethnicity, education, and marital status.
Cross-sectional Association Between Self-esteem and Psychotic Experiences by Childhood Trauma and Group

As shown in Table 4, after controlling for age, gender, ethnicity, education, and marital status, we found strong evidence that the association between self-esteem and psychotic experiences was modified by exposure to childhood trauma, as indicated by the statistically significant interaction effect of self-esteem × CTQ total score × group ($\chi^2 = 9.0$, $P = .01$). We found statistically significant interaction effects (all $P \leq .001$) of self-esteem × physical abuse × group, self-esteem × sexual abuse × group, and self-esteem × physical neglect × group. However, there was no evidence of interaction effects of self-esteem × emotional abuse × group ($\chi^2 = 5.4$, $P = .07$) and self-esteem × emotional neglect × group ($\chi^2 = 1.8$, $P = .41$).
Table 4. Associations between momentary self-esteem and psychotic experiences by childhood trauma in patients, relatives, and controls.a

<table>
<thead>
<tr>
<th></th>
<th>Outcome: psychotic experiences</th>
<th>Patients</th>
<th>Relatives</th>
<th>Controls</th>
<th>Wald test for interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Adjusted βb (95% CI)</td>
<td>P value</td>
<td>Adjusted β (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Momentary SEd × childhood trauma × groupf</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level of childhood trauma</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>−.20 (−0.25 to −0.15)</td>
<td>&lt;.001</td>
<td>−.29 (−0.32 to −0.27)</td>
<td>&lt;.001</td>
<td>−.15 (−0.19 to −0.12)</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>−.17 (−0.20 to −0.14)</td>
<td>&lt;.001</td>
<td>−.27 (−0.29 to −0.25)</td>
<td>&lt;.001</td>
<td>−.18 (−0.20 to −0.15)</td>
</tr>
<tr>
<td>Low (mean − 1 SD)</td>
<td>−.14 (−0.18 to −0.10)</td>
<td>&lt;.001</td>
<td>−.25 (−0.28 to −0.22)</td>
<td>&lt;.001</td>
<td>−.20 (−0.24 to −0.16)</td>
</tr>
<tr>
<td>High versus low</td>
<td>−.06 (−0.13 to 0.01)</td>
<td>.12</td>
<td>−.04 (−0.08 to −0.01)</td>
<td>.03</td>
<td>.05 (−0.00 to 0.10)</td>
</tr>
<tr>
<td><strong>Momentary SE × emotional abuse × groupf</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Momentary SE × physical abuse × groupf</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level of physical abuse</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>−.16 (−0.22 to −0.10)</td>
<td>&lt;.001</td>
<td>−.32 (−0.35 to −0.30)</td>
<td>&lt;.001</td>
<td>−.08 (−0.12 to −0.04)</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>−.16 (−0.18 to −0.13)</td>
<td>&lt;.001</td>
<td>−.26 (−0.29 to −0.24)</td>
<td>&lt;.001</td>
<td>−.11 (−0.14 to −0.08)</td>
</tr>
<tr>
<td>Low (mean − 1 SD)</td>
<td>−.16 (−0.21 to −0.11)</td>
<td>&lt;.001</td>
<td>−.21 (−0.24 to −0.17)</td>
<td>&lt;.001</td>
<td>−.14 (−0.18 to −0.09)</td>
</tr>
<tr>
<td>High versus low</td>
<td>0 (−0.09 to 0.09)</td>
<td>.99</td>
<td>−.12 (−0.15 to −0.08)</td>
<td>&lt;.001</td>
<td>.06 (−0.00 to 0.12)</td>
</tr>
<tr>
<td><strong>Momentary SE × sexual abuse × groupf</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level of sexual abuse</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>−.11 (−0.17 to −0.06)</td>
<td>&lt;.001</td>
<td>−.29 (−0.32 to −0.27)</td>
<td>&lt;.001</td>
<td>−.08 (−0.12 to −0.04)</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>−.15 (−0.18 to −0.13)</td>
<td>&lt;.001</td>
<td>−.27 (−0.29 to −0.25)</td>
<td>&lt;.001</td>
<td>−.11 (−0.14 to −0.08)</td>
</tr>
<tr>
<td>Low (mean − 1 SD)</td>
<td>−.19 (−0.24 to −0.15)</td>
<td>&lt;.001</td>
<td>−.25 (−0.28 to −0.22)</td>
<td>&lt;.001</td>
<td>−.13 (−0.17 to −0.09)</td>
</tr>
<tr>
<td>High versus low</td>
<td>.08 (−0.01 to 0.16)</td>
<td>.07</td>
<td>−.05 (−0.08 to −0.02)</td>
<td>.001</td>
<td>.05 (0.00 to 0.10)</td>
</tr>
<tr>
<td><strong>Momentary SE × emotional neglect × group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Momentary SE × physical neglect × groupf</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level of physical neglect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>−.23 (−0.28 to −0.19)</td>
<td>&lt;.001</td>
<td>−.29 (−0.32 to −0.27)</td>
<td>&lt;.001</td>
<td>−.08 (−0.12 to −0.04)</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>−.17 (−0.20 to −0.14)</td>
<td>&lt;.001</td>
<td>−.28 (−0.30 to −0.25)</td>
<td>&lt;.001</td>
<td>−.11 (−0.14 to −0.08)</td>
</tr>
<tr>
<td>Low (mean − 1 SD)</td>
<td>−.11 (−0.14 to −0.07)</td>
<td>&lt;.001</td>
<td>−.26 (−0.29 to −0.23)</td>
<td>&lt;.001</td>
<td>−.13 (−0.17 to −0.09)</td>
</tr>
<tr>
<td>High versus low</td>
<td>−.13 (−0.19 to −0.07)</td>
<td>&lt;.001</td>
<td>−.03 (−0.07 to 0.01)</td>
<td>.14</td>
<td>.05 (−0.01 to 0.11)</td>
</tr>
</tbody>
</table>

aAdjusted for age, gender, ethnicity, level of education, and marital status.
bAdjusted β: standardized regression coefficients (continuous independent variables were standardized [mean 0, SD 1] for interpreting significant three-way interaction terms and examining the difference in associations between high [mean + 1 SD], average [mean], and low [mean − 1 SD] levels of childhood trauma within and among groups [patients, relatives, and controls]).
cFamily-wise error-corrected P values were computed by multiplying the unadjusted P value by the total number of tests to adjust the significance levels of Wald tests for three-way interactions.
dSE: self-esteem.
Within-Group Comparison—Hypothesis 1
Lower levels of momentary self-esteem were associated with more intense psychotic experiences in relatives exposed to high levels of childhood trauma in general compared with those exposed to low levels of childhood trauma (adjusted $\beta_{\text{high vs low}} = -.04; P = .03$). There was no evidence that this association was stronger in patients or controls exposed to high versus low levels of childhood trauma in general. Specifically, in relatives, we found a stronger association between lower self-esteem and more intense psychotic experiences for those exposed to high versus low levels of physical abuse (adjusted $\beta_{\text{high vs low}} = -.12; P < .001$); however, we did not find evidence that this association was modified in patients or controls (Figure S1 in Multimedia Appendix 2). Furthermore, lower self-esteem was associated with more intense psychotic experiences in relatives and controls exposed to high versus low levels of sexual abuse (relatives: adjusted $\beta_{\text{high vs low}} = -.05; P < .001$ and controls: adjusted $\beta_{\text{high vs low}} = .05; P = .049$) but not in patients (Figure S2 in Multimedia Appendix 2). Finally, in patients, we found a stronger association between lower self-esteem and more intense psychotic experiences in those exposed to high versus low levels of physical neglect (adjusted $\beta_{\text{high vs low}} = -.13; P < .001$; Figure S3 in Multimedia Appendix 2). However, there was no evidence that this association was modified in relatives and controls.

Between-Group Comparison—Hypothesis 2
Next, we examined the differences in the magnitude of associations of self-esteem and psychotic experiences between those exposed to high versus low levels of childhood trauma in general, physical and sexual abuse, and physical neglect across groups. These differences in magnitude were only examined if both groups showed significant ($P < .05$) within-group associations (Table 5). When comparing relatives with controls, we found differences in the magnitude of associations between self-esteem and psychotic experiences between those exposed to high versus low levels of sexual abuse (adjusted $\beta_{\text{high vs low}} = -.10; P < .001$), with differences in magnitude of association being greater in relatives.

Table 5. Difference in associations in those exposed to high versus low levels of childhood trauma across groups (Δ high vs low).

<table>
<thead>
<tr>
<th>Outcome: psychotic experiences</th>
<th>Patients versus controls</th>
<th>Relatives versus controls</th>
<th>Patients versus relatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjusted $\beta$ (95% CI)</td>
<td>$P$ value</td>
<td>Adjusted $\beta$ (95% CI)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Δ High versus low childhood trauma across groups</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Δ High versus low physical abuse across groups</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Δ High versus low sexual abuse across groups</td>
<td>N/A</td>
<td>$-.10$ (~0.16 to ~0.04)</td>
<td>$&lt; .001$</td>
</tr>
<tr>
<td>Δ High versus low physical neglect across groups</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Temporal Association Between Self-esteem and Psychotic Experiences by Childhood Trauma and Group
Findings regarding the temporal associations between momentary self-esteem and psychotic experiences in patients, relatives, and controls are shown in Tables 6 and 7. After controlling for age, gender, ethnicity, education, and marital status, we found no evidence that associations between self-esteem at $t_{n-1}$ and psychotic experiences at $t_n$ or between psychotic experiences at $t_{n-1}$ and self-esteem at $t_n$ were modified by exposure to any of the types of childhood trauma (ie, emotional, physical, and sexual abuse and emotional and physical neglect) within (hypothesis 3) and across (hypothesis 4) groups (ie, patients, relatives, and controls).
Table 6. Effect of self-esteem and psychotic symptoms at $t_{n-1}$ on psychotic experiences at $t_n$ by group and modified by childhood trauma$^a$.

<table>
<thead>
<tr>
<th></th>
<th>Patients</th>
<th>Relaties</th>
<th>Controls</th>
<th>Wald test for interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P$ value</td>
<td>$P$ value</td>
<td>$P$ value</td>
<td>$\chi^2 (df)$ value$^c$</td>
</tr>
<tr>
<td><strong>Self-esteem $t_{n-1}$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional abuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>-.04 (-0.10 to 0.03)</td>
<td>.28</td>
<td>-.11 (-0.14 to -0.08)</td>
<td>.001</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>-.03 (-0.07 to -0.00)</td>
<td>.05</td>
<td>-.13 (-0.16 to -0.11)</td>
<td>.001</td>
</tr>
<tr>
<td>Low (mean - 1 SD)</td>
<td>-.03 (-0.08 to 0.02)</td>
<td>.20</td>
<td>-.15 (-0.19 to -0.11)</td>
<td>.001</td>
</tr>
<tr>
<td>High versus low</td>
<td>-.00 (-0.10 to 0.09)</td>
<td>.92</td>
<td>.04 (-0.01 to 0.08)</td>
<td>.10</td>
</tr>
<tr>
<td>Physical abuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>.01 (-0.07 to 0.09)</td>
<td>.82</td>
<td>-.14 (-0.17 to 0.11)</td>
<td>.001</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>-.03 (-0.06 to 0.01)</td>
<td>.14</td>
<td>-.12 (-0.14 to -0.09)</td>
<td>.001</td>
</tr>
<tr>
<td>Low (mean - 1 SD)</td>
<td>-.06 (-0.11 to -0.00)</td>
<td>.03</td>
<td>-.10 (-0.13 to -0.06)</td>
<td>.001</td>
</tr>
<tr>
<td>High versus low</td>
<td>.07 (-0.05 to 0.18)</td>
<td>.25</td>
<td>-.04 (-0.09 to 0.00)</td>
<td>.06</td>
</tr>
<tr>
<td>Sexual abuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>-.03 (-0.09 to 0.03)</td>
<td>.32</td>
<td>-.12 (-0.14 to -0.09)</td>
<td>.001</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>-.03 (-0.06 to 0.00)</td>
<td>.046</td>
<td>-.13 (-0.15 to -0.10)</td>
<td>.001</td>
</tr>
<tr>
<td>Low (mean - 1 SD)</td>
<td>-.03 (-0.08 to 0.01)</td>
<td>.15</td>
<td>-.14 (-0.17 to -0.10)</td>
<td>.001</td>
</tr>
<tr>
<td>High versus low</td>
<td>0 (-0.08 to 0.09)</td>
<td>.93</td>
<td>.02 (-0.01 to 0.05)</td>
<td>.27</td>
</tr>
<tr>
<td>Emotional neglect</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>-.02 (-0.07 to 0.02)</td>
<td>.29</td>
<td>-.11 (-0.14 to -0.08)</td>
<td>.001</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>-.03 (-0.06 to 0.00)</td>
<td>.04</td>
<td>-.13 (-0.15 to -0.10)</td>
<td>.001</td>
</tr>
<tr>
<td>Low (mean - 1 SD)</td>
<td>-.04 (-0.08 to 0.00)</td>
<td>.07</td>
<td>-.15 (-0.19 to -0.11)</td>
<td>.001</td>
</tr>
<tr>
<td>High versus low</td>
<td>.01 (-0.05 to 0.07)</td>
<td>.64</td>
<td>.04 (-0.0 to 0.09)</td>
<td>.11</td>
</tr>
<tr>
<td>Physical neglect</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>-.02 (-0.07 to 0.03)</td>
<td>.41</td>
<td>-.11 (-0.14 to 0.08)</td>
<td>.001</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>-.03 (-0.06 to 0.00)</td>
<td>.05</td>
<td>-.13 (-0.15 to -0.10)</td>
<td>.001</td>
</tr>
<tr>
<td>Low (mean - 1 SD)</td>
<td>-.04 (-0.08 to 0.00)</td>
<td>.07</td>
<td>-.14 (-0.18 to -0.10)</td>
<td>.001</td>
</tr>
<tr>
<td>High versus low</td>
<td>.02 (-0.05 to 0.09)</td>
<td>.60</td>
<td>.03 (-0.02 to 0.08)</td>
<td>.28</td>
</tr>
</tbody>
</table>

$^a$Adjusted for age, sex, ethnicity, level of education, and marital status.

$^b$Adjusted $\beta$, standardized regression coefficients (continuous independent variables were standardized [mean 0, SD 1] for interpreting significant three-way interaction terms and examining the difference in associations between high [mean + 1 SD], average [mean], and low [mean – 1 SD] levels of childhood trauma within and across groups [patients, relatives, and controls]).

$^c$Family-wise error-corrected $P$ values were computed by multiplying the unadjusted $P$ value by the total number of tests to adjust significance levels of Wald tests for three-way interactions.
Table 7. Effect of self-esteem and psychotic symptoms at t₀-1 on self-esteem at t₀ by group and modified by childhood trauma.  

<table>
<thead>
<tr>
<th></th>
<th>Patients</th>
<th>Relatives</th>
<th>Controls</th>
<th>Wald test for interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted $\beta$ (95% CI)</td>
<td>$P$ value</td>
<td>Adjusted $\beta$ (95% CI)</td>
<td>$P$ value</td>
</tr>
<tr>
<td><strong>Psychotic Experiences t₀-1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional abuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>$-0.09 (-0.22$ to $0.05)$</td>
<td>.20</td>
<td>$-0.09 (-0.12$ to $-0.06)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>$-0.09 (-0.14$ to $-0.04)$</td>
<td>.001</td>
<td>$-0.11 (-0.14$ to $-0.08)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low (mean – 1 SD)</td>
<td>$-0.09 (-0.19$ to $-0.00)$</td>
<td>.046</td>
<td>$-0.13 (-0.18$ to $-0.09)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High versus low</td>
<td>0.01 (0.20 to 0.21)</td>
<td>.96</td>
<td>0.04 (0.01 to 0.10)</td>
<td>.09</td>
</tr>
<tr>
<td>Physical abuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>$-0.07 (-0.21$ to $0.07)$</td>
<td>.32</td>
<td>$-0.10 (-0.13$ to $-0.07)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>$-0.09 (-0.14$ to $-0.03)$</td>
<td>.002</td>
<td>$-0.10 (-0.13$ to $-0.08)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low (mean – 1 SD)</td>
<td>$-0.10 (-0.20$ to $-0.01)$</td>
<td>.03</td>
<td>$-0.11 (-0.15$ to $-0.07)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High versus low</td>
<td>0.03 (0.17 to 0.24)</td>
<td>.75</td>
<td>$-0.01 (-0.03$ to $0.06)$</td>
<td>.48</td>
</tr>
<tr>
<td>Sexual abuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>$-0.07 (-0.19$ to $0.05)$</td>
<td>.24</td>
<td>$-0.10 (-0.13$ to $-0.07)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>$-0.09 (-0.14$ to $-0.04)$</td>
<td>.001</td>
<td>$-0.10 (-0.13$ to $-0.07)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low (mean – 1 SD)</td>
<td>$-0.11 (-0.20$ to $-0.01)$</td>
<td>.03</td>
<td>$-0.10 (-0.14$ to $-0.07)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High versus low</td>
<td>0.03 (0.16 to 0.23)</td>
<td>.72</td>
<td>0.00 (0.04 to 0.04)</td>
<td>.85</td>
</tr>
<tr>
<td>Emotional neglect</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>$-0.10 (-0.17$ to $-0.02)$</td>
<td>.01</td>
<td>$-0.10 (-0.14$ to $-0.06)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>$-0.09 (-0.14$ to $-0.04)$</td>
<td>.001</td>
<td>$-0.10 (-0.13$ to $-0.08)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low (mean – 1 SD)</td>
<td>$-0.08 (-0.15$ to $-0.02)$</td>
<td>.01</td>
<td>$-0.11 (-0.15$ to $-0.06)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High versus low</td>
<td>0.02 (0.12 to 0.08)</td>
<td>.76</td>
<td>0.01 (0.05 to 0.07)</td>
<td>.83</td>
</tr>
<tr>
<td>Physical neglect</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (mean + 1 SD)</td>
<td>$-0.09 (-0.16$ to $-0.01)$</td>
<td>.02</td>
<td>$-0.10 (-0.13$ to $-0.07)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average (mean)</td>
<td>$-0.09 (-0.14$ to $-0.04)$</td>
<td>.001</td>
<td>$-0.11 (-0.14$ to $-0.08)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low (mean – 1 SD)</td>
<td>$-0.09 (-0.16$ to $-0.03)$</td>
<td>.006</td>
<td>$-0.12 (-0.16$ to $-0.07)$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High versus low</td>
<td>0.01 (0.09 to 0.11)</td>
<td>.89</td>
<td>0.02 (0.03 to 0.07)</td>
<td>.41</td>
</tr>
</tbody>
</table>

$^a$Adjusted for age, sex, ethnicity, level of education, and marital status.

$^b$Adjusted $\beta$, standardized regression coefficients (continuous independent variables were standardized [mean 0, SD 1] for interpreting significant three-way interaction terms and examining the difference in associations between high [mean + 1 SD], average [mean], and low [mean – 1 SD] levels of childhood trauma within and across groups [patients, relatives, and controls]).

$^c$Family-wise error-corrected $P$ values were computed by multiplying the unadjusted $P$ value by the total number of tests to adjust significance levels of Wald tests for three-way interactions.

**Discussion**

**Principal Findings**

Using an experience sampling design, the results of this study showed strong evidence that associations between momentary low self-esteem and increased intensity of psychotic experiences in daily life were modified by several types of childhood trauma, that is, physical and sexual abuse and physical neglect. For physical abuse, this was only the case for relatives of patients with psychotic disorders, and for physical neglect, this was only the case for patients. Sexual abuse modified the association in relatives and controls, but not in patients. Emotional abuse and
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emotional neglect did not modify the association between self-esteem and psychotic experiences in any group. When investigating temporal order, we found no evidence that childhood trauma modified the temporal associations between self-esteem at \( t_{n-1} \) and psychotic experiences at \( t_n \) or those between psychotic experiences at \( t_{n-1} \) and self-esteem at \( t_n \).

**Methodological Considerations**

Several limitations of this study should be considered when interpreting its findings. First, only a selection of the baseline sample made it through the third wave. For our analyses, we had to exclude 118 individuals because they did not complete either a sufficient number of ESM assessments or the CTQ. Possibly, these assessments were too burdensome and, therefore, might have led to selection bias. However, when comparing the excluded individuals with those in the analytical sample, who participated in the third wave of GROUP assessments, in terms of basic sample characteristics, the included and excluded participants were comparable to a great extent, except for ethnicity (included participants were more often White in all 3 groups). Second, the CTQ, which was used to measure exposure to several types of trauma during childhood, is a retrospective self-report measure. It has been argued that the CTQ is prone to recall bias and that the manifestation of psychiatric symptoms might affect the ratings of this measure [62,63]. However, Gayer-Anderson et al [64] demonstrated the accuracy, strength of agreement, and convergent validity to be broadly similar between patients with first-episode psychosis and controls. Notably, although measured differently, in our control group, the prevalence of several childhood trauma types was higher than that in the general population in the Netherlands [65]. However, if we only look at the categories “severe to extreme” and “mild to moderate” in our sample, the percentages are quite similar, except for sexual abuse. Possibly related to this, we found that lower levels of self-esteem were associated with more intense psychiatric experiences in controls exposed to high versus low levels of sexual abuse; this was not the case for any of the other types of childhood trauma (in controls). This might indicate that higher levels of sexual abuse in this group might have affected the outcome. In addition, all ESM assessments of self-esteem and psychotic experiences were based on subjective self-reports, which might have led to bias. However, the ESM has been found to be a feasible, reliable, and valid assessment method in various populations [45,51,66], including patients with psychosis [51,52,58].

Moreover, momentary self-esteem was measured using only 2 items. Using fewer items in ESM research is quite common because it minimizes reactivity to the assessment method [67]. The construct of self-esteem involves both positive and negative self-esteem [68,69]. Therefore, we used 1 item that measured the positive dimension and 1 that measured the negative dimension of self-esteem, which is in line with previous ESM studies investigating self-esteem [55,70]. Because of this heterogeneity of the self-esteem construct and, hence, ESM items, the internal consistency of the 2 momentary self-esteem items that we used was as expected (within-person \( \alpha=.22 \); between-person \( \alpha=.76 \)) [71]. In previous analyses, we investigated the extent to which the 2 ESM items adequately tapped into the self-esteem construct in a subsample of the current sample. We found that the convergent validity between the 2 momentary self-esteem items and the Rosenberg Self-Esteem Scale [69] was fair, with the intraclass correlation coefficient being 0.41 [33]. It would have been interesting, however, to triangulate momentary ESM measures with explicit (Rosenberg Self-Esteem Scale) and implicit measures [72] of self-esteem to corroborate our findings. In addition, for future research, we would recommend using multiple items to measure both the positive and negative dimensions of momentary self-esteem.

Next, we controlled for potential a priori confounders, such as age, gender, ethnicity, education level, and marital status. We did not include medication use as a confounder because 98% (98/100) of the patients were using medication. Nevertheless, unmeasured confounders, such as other childhood adversities, comorbidities, the impact of illness chronicity, and molecular genetic measures, were not considered and may have, therefore, influenced the findings.

Finally, we standardized the continuous childhood trauma variables because it allowed us to interpret associations at higher versus lower levels of childhood trauma [60,61]. Notably, this implies that by using continuous and standardized variables for childhood trauma, no discrete distinction was made between those exposed and not exposed, rather between those exposed to higher and lower levels of each type of childhood trauma. Therefore, these results could possibly be an underestimation of the reality.

**Comparison With Previous Research**

There is well-established evidence that exposure to childhood trauma is a risk factor for developing a psychotic disorder [3-8,10-12], and self-esteem has been proposed to be involved in the pathway from childhood trauma to psychosis [38-42]. In addition, mediation models linking childhood trauma and self-esteem in pathways to psychosis have been previously proposed and tested [41,73]. However, evidence regarding whether prior exposure to childhood trauma (emotional, physical, and sexual abuse and emotional and physical neglect) moderates the association between momentary self-esteem and psychotic experiences in daily life remains limited.

As hypothesized (hypothesis 1), and extending previous findings [33], we found evidence that exposure to physical and sexual abuse and physical neglect modified the association between momentary self-esteem and psychotic experiences in daily life. However, the results also suggested that exposure to emotional abuse and emotional neglect did not modify the association between momentary self-esteem and psychotic experiences in daily life. This is unexpected, as previous studies demonstrated that when comparing the 5 types of childhood trauma, emotional abuse and neglect are the types that affect self-esteem the most [74,75]. Therefore, we would expect that especially these types of trauma would have a particular bearing on the association between self-esteem and psychosis. However, the timing, chronicity, and severity of emotional abuse and neglect are related to the extent to which maltreatment affects developmental trajectories [76]. For example, when maltreatment is less severe or ends early in childhood, it is...
possible that its impact might fade with time in some individuals [77,78]. Indeed, our data show that the vast majority of the participants experienced none or mild to moderate levels of emotional abuse and neglect. Another explanation for these unexpected results might be that cross-sectional modeling of associations between momentary self-esteem and psychotic experiences does not consider moment-to-moment variation in these measures. However, when we evaluated these associations using time lags, we observed that exposure to childhood trauma did not modify the temporal association between self-esteem and psychotic experiences and vice versa.

On the basis of previous literature [38-42], we hypothesized that the effect of exposure to childhood trauma would modify the association between low self-esteem and increased intensity of psychotic experiences in daily life most substantially in patients, followed by their relatives. We found that physical neglect modified the association between self-esteem and psychotic experiences in patients; physical abuse modified this association only in relatives; and sexual abuse modified this association in relatives and controls, with the impact being stronger in relatives than in controls. It is possible that the controls exposed to childhood trauma may have better coping strategies [79] compared with first-degree relatives of patients with psychotic disorders who have a familial liability to psychosis. Therefore, controls might be more resilient to lower levels of self-esteem and psychotic experiences in daily life [79]. In line with this, there is also evidence that controls exposed to high levels of childhood trauma are more resilient to daily life stress, compared with patients with first-episode psychosis, individuals with at-risk mental state, and help-seeking service users [22,23]. Moreover, previous literature showed that resilience at baseline was lower in individuals who developed psychosis at follow-up than in those who did not [80], suggesting that resilience is a protective factor in the formation of psychosis [81].

In addition, relatives have a familial liability to psychosis [16,18], and they share a degree of exposure to childhood trauma with their siblings with psychotic disorders [20], which may explain the stronger associations in relatives than in controls. Patients were recruited via treating clinicians, which implies that they all received a form of (standard) mental health care, including medication. Treatments such as psychoeducation, cognitive behavioral therapy, and antipsychotic medication have been shown to reduce symptoms and prevent relapse [82-84]. It has been demonstrated that the therapies target distorted beliefs about delusions and hallucinations, thereby decreasing the negative consequences of psychotic symptoms [83-85]. Moreover, the results of a meta-analysis showed that the interpretation of these beliefs is addressed during treatment by considering psychological mechanisms and processes that might contribute to the formation and maintenance of psychotic symptoms, such as emotions, arousal, attachment, interpersonal issues, trauma, and self-esteem [86]. For example, the results of a randomized clinical trial showed that treatment, such as eye movement desensitization and reprocessing and prolonged exposure, in patients with psychotic disorders reduced trauma symptoms and psychotic symptoms [87], also at 6-month follow-up. This potentially implies that the influence of trauma on patients might become less impactful over time owing to the effects of the treatment they had received. Furthermore, 98% (98/100) of patients were using antipsychotic medication. Emotional flattening might be a negative symptom of schizophrenia, but it is also a side effect of medication. Emotional flattening interferes with expressiveness, and this often leads to problems in interpersonal interactions, which in turn leads to more withdrawal from (social) activities [88]. Selective perception and selective memory are important features of low self-esteem, and as a consequence, negative convictions about one’s self are repeatedly confirmed in new situations [89]. However, this will not occur often if patients who are using antipsychotics socially withdraw and therefore experience fewer social interactions. Potentially, directly or indirectly, medication use and the effects of illness chronicity might have a flattening effect on self-esteem. Therapy and medication use might limit the impact of exposure to traumatic experiences on the association between self-esteem and psychotic experiences in daily life for patients with enduring psychotic disorders.

Overall, the cross-sectional findings indicate that it might possibly be relevant to develop and implement early and low-level interventions that directly target self-esteem, especially for individuals exposed to physical and sexual abuse and physical neglect. Thus, the intensity of psychotic experiences in daily life can be reduced. We are currently evaluating the ecological momentary intervention (EMI) “SELFIE” [90]. The next step would be to implement these types of EMIs in routine mental health care.

Previous research has investigated the temporal order of self-esteem and psychotic experiences in daily life and found that self-esteem preceded psychotic symptoms only in controls and psychotic experiences had a temporal effect on self-esteem in patients with psychotic disorders, their first-degree relatives, and controls [33]. In this study, we investigated whether prior exposure to childhood trauma modified the temporal associations between self-esteem at \( t_{n-1} \) and psychotic experiences at \( t_n \) and between psychotic experiences at \( t_{n-1} \) and self-esteem at \( t_n \). However, the results showed no evidence of these associations. Nevertheless, we would not rule out the hypothesis of a temporal order entirely because, in this study, we investigated the interaction between prior exposure to childhood trauma, psychotic experiences at \( t_n \), and momentary self-esteem at the previous time point (\( t_{n-1} \)) and vice versa. Assessments took place within 90-minute time blocks. It is possible that longer time lags would have yielded different results, as the occurrence of psychosis might be preceded by weeks, months, or even years of psychological and behavioral abnormalities [91]. Perhaps self-esteem is a process that needs more time to unfold to be succeeded by psychotic experiences.

**Conclusions**

Taken together, our findings suggest that the association between self-esteem and psychotic experiences in daily life is stronger in those exposed to high versus low levels of several types of childhood trauma. Hence, self-esteem might be a psychological process that links childhood trauma to psychosis. The results showed that this is especially the case in first-degree relatives
and, to a lesser extent, in patients with psychotic disorders. Although we did not find evidence of temporal associations, the cross-sectional results indicate that improving self-esteem may potentially reduce the intensity of psychotic experiences in daily life. This underlines the importance of developing and evaluating early and low-level EMIs that directly target self-esteem to reduce the intensity of psychotic experiences in daily life. We currently evaluate such an intervention in the SELFIE study [90].
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Abstract

Background: Low engagement rates with digital mental health interventions are a major challenge in the field. Multicomponent digital interventions aim to improve engagement by adding components such as social networks. Although social networks may be engaging, they may not be sufficient to improve clinical outcomes or lead users to engage with key therapeutic components. Therefore, we need to understand what components drive engagement with digital mental health interventions overall and what drives engagement with key therapeutic components.

Objective: Horyzons was an 18-month digital mental health intervention for young people recovering from first-episode psychosis, incorporating therapeutic content and a private social network. However, it is unclear whether use of the social network leads to subsequent use of therapeutic content or vice versa. This study aimed to determine the causal relationship between the social networking and therapeutic components of Horyzons.

Methods: Participants comprised 82 young people (16-27 years) recovering from first-episode psychosis. Multiple convergent cross mapping was used to test causality, as a secondary analysis of the Horyzons intervention. Multiple convergent cross mapping tested the direction of the relationship between each pair of social and therapeutic system usage variables on Horyzons, using longitudinal usage data.

Results: Results indicated that the social networking aspects of Horyzons were most engaging. Posting on the social network drove engagement with all therapeutic components (r=0.06-0.36). Reacting to social network posts drove engagement with all therapeutic components (r=0.39-0.65). Commenting on social network posts drove engagement with most therapeutic components (r=0.11-0.18). Liking social network posts drove engagement with most therapeutic components (r=0.09-0.17). However, starting a therapy pathway led to commenting on social network posts (r=0.05) and liking social network posts (r=0.14) and completing a therapy action led to commenting on social network posts (r=0.14) and liking social network posts (r=0.15).

Conclusions: The online social network was a key driver of long-term engagement with the Horyzons intervention and fostered engagement with key therapeutic components and ingredients of the intervention. Online social networks can be further leveraged
to engage young people with therapeutic content to ensure treatment effects are maintained and to create virtuous cycles between all intervention components to maintain engagement.

**Trial Registration:** Australian New Zealand Clinical Trials Registry: ACTRN12614000009617; https://www.anzctr.org.au/trial/ACTRN12614000009617

**KEYWORDS**
digital intervention; digital health; youth mental health; psychotic disorders; usage metrics; log data; social networking

**Introduction**

**Background**

Poor engagement with digital mental health interventions is a major challenge in the field [1]. For example, Fleming and colleagues [2] found that there is a 15-day retention rate of only 3.9% and a 30-day retention rate of only 3.3% for the use of mental health apps in the general population and low completion or usage rates beyond 6 weeks (0.5% to 28.6%) in digital interventions targeting depression and anxiety.

A recent development in the field is the personalization of digital mental health interventions to enhance the user experience and engagement [3-6]. These include the use of machine learning algorithms [3,4] and prompts or reminders [5,6] to tailor interventions to individual users needs and patterns of engagement. Another novel example is the use of multicomponent interventions that increase flexibility to personalize and cater for the needs of different individuals, thereby promoting engagement [1,7]. These interventions capitalize on human support to promote engagement and clinical effects and on social media to promote sustained engagement and social support and connectedness [8-10]. Although there are promising indications that additional features in multicomponent digital mental health interventions may increase long-term engagement, little is known about which components are key for efficacy and which components contribute to engagement.

To examine the relationship between engagement and effectiveness, our recent study used a novel method to analyze the relationship between patterns of use of a multicomponent digital platform and treatment effects [3-6]. Specifically, we characterized the use of social networking and therapeutic aspects of Horyzons, which was an 18-month intervention aiming to improve social functioning, vocational recovery, and relapse prevention in young people recovering from first-episode psychosis (FEP) after receiving 2 years of specialized care [8,12,13]. It included therapy content; a private social network; and peer, clinical, and vocational support. We identified 3 user profiles: (1) low usage, (2) maintained usage of social networking elements, and (3) maintained usage of both social networking and therapeutic elements of the intervention. Results indicated that engagement with the therapy components of the platform was needed for improved outcomes in terms of social functioning, overall psychiatric symptom severity, and negative psychotic symptoms and that engaging with the social networking components of the platform alone was not sufficient to bring about clinical benefits. However, social networking may be key for engagement, as all sustained use of the intervention included use of the social network [11,14]. However, analyses such as those used in this recent study are not designed to measure drivers of engagement and causal relationships between intervention components. Thus, we need novel methods to analyze what drives engagement overall and what drives engagement with the subset of specific components associated with therapeutic mechanisms.

The field of human computer interaction (HCI) utilizes empirical dynamic modeling (EDM) as a nonlinear analysis method to investigate human use of technology from time series data, where interactions with technology change over time and may be bidirectional, and associations can be inferred from the data rather than predetermined hypotheses [15]. Convergent cross mapping (CCM) is a type of analysis based on EDM that tests causal relationships between variables, by establishing if states of the causal variable can be recovered from the time series of the affected variable [16]. Researchers then extended this approach to multiple CCM (MCCM), which accounted for multiple relationships or users of technology in the analysis [17]. As relationships between system use variables can be complex and nonlinear, linear analysis methods and those that make correlation-based inferences are not appropriate to investigate what aspects of usage lead to subsequent usage of intervention components [15].

The field of HCI has started to investigate causal and potentially bidirectional relationships between users and technology using MCCM, to improve and design better interactive technology [17]. It has been suggested that interaction with technology should be considered as a complex dynamic system, whereby our use of a technological system is affected by our mental state and our mental state is affected by our use of a technological system [17]. Usage behavior has previously been analyzed to determine the causal relationship between smartphone application use and emotional states [18]. This study found that application use drives user emotions in most cases but that user emotions also drive some aspects of application use [19]. Determining causality is important so that developers and researchers can take appropriate actions to ensure users access engaging information efficiently and effectively and to maximize the use of all intervention components. Furthermore, if we know what intervention components are linked to better outcomes, we can optimize interventions to enhance engagement with the therapeutic or active ingredients of these interventions.

**Objective**

Horyzons is an example of a unique long-term multicomponent digital intervention aiming to maintain long-term treatment

---

effects and engagement. Our previous research found a relationship between improved outcomes and combined use of the therapy and social networking components of Horyzons [11]. However, little is known about whether aspects of the social network aspect drive use with aspects of therapy content or vice versa. This study, therefore, aimed to determine the causal relationship between different aspects of system use and whether use of the social network leads to subsequent use of therapeutic content by applying the MCCM method.

**Methods**

**Study Design**

Horyzons was a single-blind, 18-month, randomized controlled trial (RCT) conducted with young people recovering from FEP, following 2 years of specialist early intervention treatment. Participants were randomly allocated to either treatment as usual (TAU) or TAU as well as 18 months of access to the Horyzons intervention [12]. Horyzons was underpinned by the moderated online social therapy (MOST) model, which integrates (1) interactive online therapy (“Pathways and Steps”), (2) peer-to-peer online social networking, (3) peer moderation, and (4) expert clinical and vocational support [20].

**Ethics Approval**

Ethics approval was obtained from the Melbourne Health Research Ethics Committee (2013.146).

**Participants**

Participants included 86 young people allocated to the Horyzons intervention. These participants were recruited after receiving 2 years of specialized care from the Early Psychosis Prevention and Intervention Centre (EPPIC) at Orygen, in Melbourne Australia between October 2013 and January 2017. EPPIC is a specialist FEP service that provides 18 months to 24 months of specialist early intervention for FEP to young people aged 15 years to 24 years [21,22].

Of the participants allocated to the intervention arm of the RCT, 5% (4/86) did not engage with the Horyzons platform. As there was no valid usage data, these participants were excluded from the analysis. The remaining 82 intervention participants were aged between 16 years and 27 years at randomization (mean 21, SD 2.88 years). As participants were recruited following their completion of early intervention treatment, this accounts for the age range extending to 27 years old. According to the Horyzons RCT eligibility criteria [13], participants were required to meet the criteria for an FEP disorder or mood disorder with psychotic features according to the Diagnostic and Statistical Manual of Mental Disorders 4th Edition [23], to have not been treated with antipsychotic medication for more than 6 months before attending EPPIC, and to have demonstrated remission of positive symptoms of psychosis for 4 weeks or more at the time of enrolment in the Horyzons study, as measured by the Positive and Negative Syndrome Scale [24].

**System Usage Metrics**

System usage metrics were extracted from the Horyzons online platform for each user for each day of their trial involvement (range: 282-528 days per user), resulting in a total of 47,060 cases of user interaction. See Table 1 for an overview of the metrics representing aspects of daily usage of the intervention’s therapeutic and social components.

<table>
<thead>
<tr>
<th>Variable type</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Therapy-related variables (number of)</td>
<td>• Steps(^a) started</td>
</tr>
<tr>
<td></td>
<td>• Pathways(^b) started</td>
</tr>
<tr>
<td></td>
<td>• Actions(^c) done</td>
</tr>
<tr>
<td></td>
<td>• Visits to suggested content(^d)</td>
</tr>
<tr>
<td></td>
<td>• Visits to messages(^e)</td>
</tr>
<tr>
<td></td>
<td>• Visits to therapy(^f)</td>
</tr>
<tr>
<td>Social networking–related variables (number of)</td>
<td>• News feed(^g) posts</td>
</tr>
<tr>
<td></td>
<td>• News feed comments</td>
</tr>
<tr>
<td></td>
<td>• Likes made</td>
</tr>
<tr>
<td></td>
<td>• Reactions(^h) made</td>
</tr>
</tbody>
</table>

\(^a\)Steps refer to the intervention modules.

\(^b\)Pathways refer to a collection of intervention modules related to a topic (eg, anxiety).

\(^c\)Actions refer to behavioral activities aiming to translate learning into behavior.

\(^d\)Suggested content refers to therapeutic content recommended by clinical moderators.

\(^e\)Messages refer to a private message section, where moderators could contact participants directly.

\(^f\)Visiting therapy refers to visiting the home page of the therapy component of the intervention.

\(^g\)The news feed refers to the social network.

\(^h\)Reactions refer to short support messages in response to a post (eg, thinking of you).

We categorized pathways based on their therapeutic targets, which included understanding psychosis; identifying early warning signs to prevent relapse; identifying and exercising personal strengths; promoting social connections and positive emotions; and managing stress, anxiety, and depression. As a means to increase engagement, Pathways were distilled into
shorter, interactive Steps (eg, illustrating how to respond empathically to others [to foster positive connections]). See Multimedia Appendix 1 for an example of a Step on Horyzons. Each Step was partnered with an Action or “Do It,” which was designed to support the translation from learning into behavioral change (eg, suggestions on how to exercise empathy in specific contexts). Expert clinical moderators could also recommend Pathways, Steps, Actions, and Talk it Out (described in the following paragraphs) that were personally appropriate to the young person via a private message, which would appear as a notification in the user’s dashboard. Furthermore, users could visit the therapeutic components of Horyzons without completing any therapeutic content (eg, viewing what Pathway and Step were currently allocated to them).

The social network was moderated and led by peer workers. MOST peer workers were young people who identified as having a lived experience of mental ill-health and who had been employed and trained to offer support and guidance to others on the MOST platform. The social network was designed for participants to communicate and foster a sense of social support. Participants were able to post comments, or “like,” “respond,” or “react,” to comments posted by other young people. A set of limited reactions (or emojis) was available to communicate social support in response to posts (eg, “I get you,” “thinking of you”). Finally, the Talk It Out function allowed young people to suggest relevant discussion topics to take place in a separate forum moderated by the peer workers. The function was informed by an evidence-based problem-solving framework [25]. Participants received notifications when other users communicated on the social network. Participants also received private messages when a moderator contacted them directly via the platform. See Multimedia Appendix 2 for an example of a newsfeed post with likes and reactions on the Horyzons social network.

**Statistical Analyses**

**MCCM**

MCCM was used to determine the causal and potentially bidirectional relationship between the aforementioned system usage metrics. For example, we tested whether usage of certain aspects of the social network leads to usage of certain therapy components or vice versa. This is a new methodology that extends beyond existing CCM methods and was adapted from that of Van Berkel and colleagues [17].

CCM is a core component of the EDM approach, which is a set of methods designed to characterize and test causality in complex dynamic systems, such as users interacting with technology over time [17]. CCM was developed for use with time series data to distinguish causality from correlation [26]. CCM considers time series data from a complex and dynamic systems perspective and investigates the relationships between variables in a system that is not completely random [17]. CCM is considered to be a novel and suitable method for studying human behavior when it is modeled on a complex system [19,27,28]. Analyses were conducted using the “rEDM” R package [29,30]. The 4 steps of the method are described in the following paragraphs.

**Identify the Optimum Value for E (Embedding Dimension)**

The optimum embedding dimension (E) was identified between each pair of system usage variables tested between the social and therapy components of the intervention. This was done using simplex projection, which is the most direct projection technique and recommended for evaluating embedding dimensions for EDM [29]. The method uses time delay embedding on a single variable (y) to generate a complex system reconstruction, by using history information of another variable (x), and determines how much information about x has been encoded into y [31]. It is justified by the embedding theorem by Takens [31-33], where, if x influences y, the historical values of x can be recovered from y. It then applies the simplex projection algorithm to make forecasts, and the highest E value is selected [19].

**Test for Nonlinearity**

As CCM is a nonlinear approach, it was also important to test whether system usage evolves in a nonlinear way. The rEDM package uses S-maps to characterize the degree of nonlinearity in the time series, by using the E chosen from the previous step of simplex projection and then estimating a linear map that uses the E-dimensional points on a manifold’s surface (ie, dimension of Euclidean space) to predict the future [17,26]. The data are nonlinear if the maximum forecasts skill is greater than 0.

**Convergent Cross Mapping**

CCM was then used to identify potential causal links between pairs of system usage variables for each user. Using this approach, pairs of variables are mapped to each other using the nearest neighbors of each point on the E-dimensional manifolds (ie, the causal effects of x on y are determined by how well y cross maps x). When the number of points on the manifold increases, the nearest neighbors tend to become nearer, which improves predictions if the variables are causally linked (ie, convergence) [17].

**Multiple Convergent Cross Mapping**

The previous step analyzed the causal relationship between variables for each individual user, which works well when trying to understand the dynamics of an individual ecosystem (ie, 1 user). This step extends upon that approach using a geometric approach and summarizes the results from multiple CCM analyses. This is called MCCM and enables us to obtain insights into the behavior of the entire study population [17]. Effect sizes were calculated using Pearson r correlation (along with standard deviations), with scores ranging from 0 to 1.

**Results**

**Overview**

The causal and potentially bidirectional relationship between usage of social networking and therapeutic aspects of Horyzons were investigated, to determine whether social networking usage leads to engagement with therapy content or vice versa.

A visual representation of results for each pair of variables for all combinations of variables described in Table 1 (eg, steps
started therapy versus posts made (social networking) is available in Multimedia Appendices 3-6, and an example of a graph for 1 pair of variables can be seen in Figure 1. Each participant in the graph is represented by a dot. For each participant, the CCM algorithm determines whether variable 1 (completing therapy steps) is driven by variable 2 (posting on the social network) or vice versa.

**Figure 1.** Visual representation of the direction of the causal relationship between completing therapeutic steps and posting on the social network.

The direction and magnitude of effects are represented by the position of the dots on the x axis. If the dot is to the left of the y axis, it indicates that the effect is in a certain direction (ie, completing therapy steps drives posting on the social network). If the dot is to the right, it indicates that the effect is in the other direction (ie, posting on the social network drives completing therapy steps; see Figure 1).

The distance from the x axis indicates how strong the forecasting ability is compared with a plain correlation, and the dashed vertical line indicates the mean effect size of causality across all participants. Any red dots that are present on graphs should be ignored as they represent invalid participant data, due to CCM not being able to provide power beyond that of a simple correlation [19].

**Directional Relationship Between Posting on the Social Network and Therapy Engagement**

MCCM was used to determine the causal relationship between social networking and therapy engagement. Table 2 shows the mean effect size of causality (Pearson r) among the analyzed variable pairs. These results indicate that posting on the social network drives all aspects of therapy engagement, including...
Directional Relationship Between Reacting to Posts on the Social Network and Therapy Engagement

Finally, our MCCM analysis showed that reacting to posts made on the social network drove all aspects of therapy engagement, including completing steps \( r=0.653 \), completing pathways \( r=0.484 \), completing actions \( r=0.390 \), visiting suggested content \( r=0.582 \), visiting messages \( r=0.589 \), and visiting therapy \( r=0.649 \); see Table 2. A visual inspection of these results can be found in Table 2. A visual inspection of these results can be found in Multimedia Appendix 6.

Principal Findings

This was the first study to use a novel modeling technique like MCCM to determine the causal relationship between different aspects of use of a long-term multicomponent digital intervention (Horyzons) to improve social functioning, improve vocational recovery, and prevent relapse in FEP. We found that posting on the social network and reacting to posts on the social network led to engaging with all aspects of therapy (including completing steps, pathways, and actions and visiting suggested content, messages, and therapy). We also found that commenting on the social network and liking posts made on the social network led to most aspects of therapy engagement (including completing steps and visiting suggested content, messages, and therapy). In other words, young people’s use of the social network was found to increase therapy use on Horyzons. Conversely, we found a bidirectional relationship between therapeutic and social components, whereby completing actions and pathways led to commenting on posts and liking posts on the social network, even though these aspects of social network usage led to engagement with all other measured aspects of therapy.

Overall, we found that usage of social networking aspects of Horyzons drove engagement with the therapeutic aspects in most cases. Therefore, we need to further understand what drives engagement with the social network [34], but it is also important to understand how the social network drives engagement with digital interventions in general (eg, self-determination theory [SDT] can inform engagement) and what aspects of the social network can drive engagement with therapy specifically (eg,
social validation and social comparison). Previous research has also indicated that the use of prompts, texts, and emails may enhance engagement with digital interventions in general [6,35]. Horyzons was underpinned by SDT to inform engagement, which predicts that support that for the following 3 basic psychological needs promotes motivation for behavior change: (1) autonomy (having a choice about how to behave), (2) competence (being able to make changes to achieve desired outcomes), and (3) relatedness (feeling accepted in one’s social environment) [36]. According to SDT, participants’ relatedness needs have to be supported by the system for engagement to occur, which was incorporated into supportive accountability. However, future qualitative research could further explore why the use of social networking aspects of interventions lead people to then engage with therapy components and explore whether positive feedback or experiences from the social network encouraged people to further engage with therapy content.

It is then essential to engineer social networks in digital mental health interventions in ways that promote engagement with key therapeutic ingredients. This is important, as recent research has found that those who maintain use of both social networking and therapy components of an intervention display improved outcomes, but use of social networks alone may not lead to improvements [11]. Interestingly, this study found that the social network was useful to promote overall engagement as well as engagement with key therapeutic ingredients of the platform. This is needed, as sustained engagement with both social and therapy content has been associated with improved social functioning, negative symptoms, and overall symptoms [11]. Therefore, although the social network may not be therapeutic in isolation, it works as part of a multicomponent digital mental health intervention and has significant value in promoting engagement with key therapeutic ingredients of the platform, especially with the use of reactions leading to use of all therapy components ($r=0.39-0.65$). Sustained engagement is needed in digital mental health interventions, especially in long-term relapse prevention interventions like Horyzons targeting long-term outcomes. Horyzons showcased elements of therapy on the social network, which possibly contributed to the findings in this study. However, this could be improved by adding additional engaging social networking components, and social networks more generally could aim to improve outcomes in this way in the future, by showcasing therapy on their social networks and providing more personalized suggestions for therapy via the social network.

In particular, the largest effect sizes were observed for reacting to posts on the social network, which led to usage of all assessed aspects of therapy ($r=0.39-0.65$). This is an interesting finding, as reacting to posts on the social network was deemed passive use of the social network [11]. However, passive use of social media has been associated with increased anxiety in adolescents, but this was not linked to therapeutic sites specially [37]. Therefore, although passive elements of the social network may be the most engaging, it is important that they lead young people to therapeutic content to bring about clinical benefits. Furthermore, the reactions used in Horyzons were more active than reactions on traditional social networks, as they were based on social support and validation (eg, thinking of you, I get you).

It may be the case that these types of reactions, which were engineered to promote safe and meaningful connections, may be a better driver of engagement with therapy than more passive reactions, providing insight into types of novel design solutions that can enhance engagement with key therapeutic ingredients.

However, it should be noted that this study also indicated that some aspects of therapy led to social network use, potentially generating synergistic effects between social networking and therapy usage once the transition to therapy is made. This, in turn, could promote engagement with both aspects of the intervention where usage of the social network and key therapeutic ingredients reinforce each other, leading to sustained engagement. For example, once the transition is made to engage with therapy, there may be a synergistic effect whereby social networking drives therapy engagement but also some aspects of therapy usage that drive social networking (eg, in this study, we found that the number of actions completed drives commenting on the social network). Learning from others and sharing experiences may lead to increased motivation to engage with the platform and with therapy more specifically and, in turn, lead to people sharing their therapy journeys with each other [38]. In fact, the MOST platform (which Horyzons was based on) was created to do this by including talking points in the interactive therapy content, where a user could comment on the therapy content that was then shared to the social network, thus promoting back and forth cycles between both elements. The findings from this study partly support this hypothesis but indicate that more research is needed to optimize the synergistic use of both elements, which are likely needed for long-term engagement with digital interventions and is a challenge in the field [38].

This study also suggests we need to establish how different components of a platform interact to promote engagement and drive positive outcomes, and the MCCM method has enormous potential to optimize platforms to be more engaging and more therapeutic. Future research should focus on how to optimize the platform to make the social network more therapeutic, promote more engagement with therapy, and generate back and forth virtuous cycles between both intervention components. Predictors of engagement could also be explored (eg, using prompts) and applied to aspects of the intervention that drive engagement with therapeutic content or key active ingredients (eg, a notification asking a participant if they would like to react to a new post on the social network) [39]. Establishing engagement with therapeutic social networks can promote engagement with other therapeutic aspects of digital mental health interventions, which have displayed high rates of attrition to date. This, in turn, could lead to optimization of the synergistic effects of intervention components in multicomponent digital interventions to improve outcomes.

**Limitations**

However, a number of limitations must also be noted. The sample size for this study was small, comprising 82 young people, so findings should be interpreted with caution. Although this was the first causal analysis exploring how the use of certain intervention components leads to subsequent use of other components, this study only tested the direction of the
relationship between therapy and social networking components of a digital mental health intervention. It is possible that other multicomponent digital mental health interventions may include additional components, and some may be more engaging than a social network. It is also possible that multicomponent interventions not focused on mental health may have different engaging components, and future research should consider this.

Conclusions
To date, digital interventions have shown significant limitations with long-term participant engagement, a necessary ingredient toward bringing about long-term improvements in mental health. Multicomponent digital interventions that incorporate social networks have been proposed as a means to promote long-term engagement and tackle elusive long-term targets such as relapse prevention, which are rarely targeted by digital interventions. In a previous study, we identified that sustained use of both therapy and social networking components of a digital mental health intervention led to improved outcomes for young people recovering from FEP. This study adds to this knowledge by showing that the social network is possibly a necessary ingredient for long-term engagement and positive outcomes but not sufficient when used alone. Our study highlights the possible value of the social network in promoting engagement with key therapeutic ingredients of the intervention. Future research should aim to confirm these findings with a larger sample size and, if confirmed, could focus on how to optimize the social network to be more therapeutic, to more widely promote engagement with key therapeutic ingredients of the intervention, and to create virtuous cycles between use of the social network and therapeutic content.
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Abstract

Background: Family carers of youth recovering from early psychosis experience significant stress; however, access to effective family interventions is poor. Digital interventions provide a promising solution.

Objective: Our objective was to evaluate across multiple Australian early psychosis services the effectiveness of a novel, web-based early psychosis intervention for carers.

Methods: In this cluster randomized controlled trial conducted across multiple Australian early psychosis services, our digital moderated online social therapy for carers (Altitudes) plus enhanced family treatment as usual (TAU) was compared with TAU alone on the primary outcome of perceived stress and secondary outcomes including mental health symptoms and family variables at the 6-month follow-up.

Results: Eighty-six caregivers were randomized and data were available for 74 young people in their care. Our primary hypothesis that carers randomized to Altitudes+TAU would report greater improvements in perceived stress at follow-up compared with carers randomized to TAU alone was not supported, with the TAU alone group showing more improvement. For secondary outcomes, the TAU alone group showed improved mindfulness over time. Regardless of group assignment, we observed improvements in satisfaction with life, quality of life, emotional overinvolvement, and burden of care. In contrast, hair cortisol concentration increased. Post hoc analyses revealed more contact with early psychosis services in the intervention group compared to TAU alone and that improvements in perceived stress and social support were associated with use of the intervention in the Altitudes+TAU group. In this study, 80% (12/15) reported a positive experience with Altitudes and 93% (14/15) would recommend it to others.
Conclusions: Our trial did not show a treatment effect for Altitudes in perceived stress. However, our post hoc analysis indicated that the amount of use of Altitudes related to improvements in stress and social support. Additional design work is indicated to continue users’ engagement and to significantly improve outcomes in problem-solving, communication, and self-care.

Trial Registration: Australian and New Zealand Clinical Trials Registry ACTRN12617000942358; https://trialsearch.who.int/Trial2.aspx?TrialID=ACTRN12617000942358

(JMIR Ment Health 2023;10:e47722) doi:10.2196/47722
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Introduction

Psychotic disorders most often develop during late adolescence. In most cases acute positive psychotic symptoms, namely, hallucinations, delusions, and thought disorder, are responsive to treatment [1]. However, the recovery phase is often accompanied by deficits in psychosocial functioning (ie, lack of engagement with social relationships and vocational or educational pathways) [2] and secondary mental health symptoms [3-5]. In more than 50% of cases, psychotic relapse occurs during the first 3 years after onset of a first episode of a psychotic disorder [6].

Formal treatments for early psychosis are provided within treatment systems that prioritize early detection and comprehensive biopsychosocial interventions, with antipsychotic medication as the cornerstone [7]. Psychosocial interventions focus on recovery of psychosocial functioning via cognitive behavior therapy, vocational rehabilitation, and cognitive remediation [7]. Given the age of onset, families are the mainstay of informal care in early psychosis. A warm family environment is an important protective factor during recovery [8]; however, the burden of caring for a family member with early psychosis is associated with elevated distress [9].

As highlighted by the World Health Organization (WHO), the impacts upon caregivers warrant the dissemination of these effective family interventions for the benefit of both carers and the young person experiencing psychosis [10]. Meta-analytic evidence supports the effectiveness of family interventions in reducing relapse rates in early psychosis as compared to treatment as usual (TAU) [11]. However, access to family interventions is poor [10], resulting in missed opportunities for prevention [12]. This study is aimed at addressing poor accessibility via the provision of a family intervention using digital technology.

Digital mental health interventions provide a promising solution for poor accessibility [13]. Developed in partnership with carers and based on our Moderated Online Social Therapy (MOST) framework [14-17], our Altitudes intervention integrates evidence-based psychoeducation, peer-to-peer social networking, and web-based moderation in a single digital application [18].

We recently evaluated Altitudes via a cluster randomized controlled trial (ACTRN12616000968471). We compared Altitudes plus specialist first-episode family TAU with specialist first-episode family TAU alone within a single flagship early psychosis program [19,20]. At the 6-month follow-up, carers in both groups significantly improved on the primary outcome of stress in addition to a range of secondary outcomes, including mental health symptoms, carer self-efficacy, and expressed emotion [20]. In addition, there were significantly fewer visits to emergency departments by patients with early psychosis from the Altitudes group [20]. However, the trial was conducted at the Early Psychosis Prevention and Intervention Centre—a long-established, flagship early psychosis program in Melbourne, Australia, embedded in an academic research program that may have resulted in enriched background treatments [21]. This left open the question of whether Altitudes could add significant benefit for carers attending real-world early psychosis programs. Testing the feasibility of providing Altitudes across multiple early psychosis sites based across different cities was also a critical additional step in assessing its scalability.

Our aim in this trial was to evaluate whether a digital intervention (Altitudes), which uses MOST, improved perceived stress at the 6-month follow-up in carers with a relative receiving treatment for early psychosis, when added to real-world early psychosis services (ACTRN12617000942358).

The primary hypothesis was that carers randomized to the Altitudes web-based application-enhanced family TAU would report significantly greater improvements in perceived stress at the 6-month follow-up compared with carers randomized to enhanced TAU alone. The secondary hypothesis was that carers randomized to Altitudes+TAU would experience reduced activity of the hypothalamic-pituitary adrenal (HPA) axis—one of the major stress response systems of the human body—as well as improved positive coping, self-efficacy, depression, and perceived social support compared with carers randomized to TAU alone at 6 months follow-up.

Methods

Design

The East-West Altitudes trial was a single-blinded, cluster randomized controlled trial with clusters comprising individual families. A cluster design, with family as the unit of randomization, was selected to ensure that members of the same family were randomized to the same condition. It would have been infeasible to have family members participating concurrently in different treatment groups. The 2 treatment conditions included Altitudes plus enhanced treatment as usual (TAU) and enhanced TAU alone. The assessment time points
were baseline (prior to randomization), 3 months (for the primary outcome only), and 6 months. The clinical sites were in Melbourne and Perth on Australia’s southeast and west coasts, respectively.

**Recruitment**

Recruitment of the trial participants was undertaken at 13 sites across Melbourne and Perth between October 2018 and October 2019 including 1 clinical service in Melbourne (headspace early psychosis; hEP) and 2 in Perth (hEP and Western Australia Department of Health Early Intervention in Psychosis Services). Follow-up was completed in July 2020. The Melbourne hEP was managed by Alfred Health and consisted of a hub and spokes model across 5 sites (Bentleigh [hub], Elsternwick, Frankston, Dandenong, and Narre Warren). The Perth hEP consisted of the hub and spoke model of Joondalup, Osborne Park, and Midland. The Western Australia Department of Health Early Intervention in Psychosis Services included coordinated sites, namely, Bentley, Fremantle, Peel, Rockingham, and Kwinana.

The research assistant (RA) met with potential participants face-to-face at the early psychosis service or in a location convenient to the carer. The RA presented the information regarding the study in writing and orally and invited prospective participants to ask any questions about any aspect of the study before obtaining signed informed consent.

**Ethics Approval**

Ethics approval for Victorian sites was granted by the Alfred Hospital Human Research Ethics Committee (project No 298/17) and by Western Australia Department of Health (PRN: RGS0000000416) and University of Western Australia (RA/4/20/4245) for Western Australian sites.

**Participants and Setting**

Eligible participants included carers who were aged ≥18 years (namely parents, grandparents, siblings, and partners) of young people who were currently receiving treatment at an early psychosis service (n=86). Up to 4 family members were eligible to participate from each family. For hEP services, eligibility criteria for the clients were (1) age 12-25 years; (2) a diagnosis of a first episode of psychotic disorder or at ultrahigh risk for developing psychosis [22]; and (3) no more than 12 months of continuous care upon presentation. For Western Australia Health, early psychosis services eligibility criteria for clients were (1) age between 16 and 40 years; (2) the client presented with early psychosis (no diagnosis required); (3) no more than 12 months of continual care upon presentation; and (4) duration of untreated psychosis ≤3 years.

Carers who did not have sufficient English to provide informed consent were excluded. We determined our target sample size based on an a priori power analysis, for which we assumed a moderate treatment effect (Cohen \( d = 0.5 \)) for our primary outcome of perceived stress at the 6-month follow-up [23]. Setting \( \alpha \) at .05 (2-tailed), we determined that a sample size of 64 per group was required to achieve 80% power (G*Power Release; version 3.1.9.2; Heinrich Heine Universitat Dusseldorf).

Adjusting for the design effect (equal to 1.05), this equated to 68 per group or a total of 136 participants.

**Interventions**

**Overview**

The Altitudes+TAU condition involved participation in our digital application [18]. TAU comprised the usual array of services for carers at each service in addition to a psychoeducation booklet. Altitudes, powered by our MOST software framework [14], integrated within 1 web-based application: evidence-based psychoeducation, peer-to-peer social networking, and expert and peer web-based moderation. Each user could log on 24 hours per day for the duration of the trial.

**Altitudes Interactive Psychoeducation**

The web-based psychoeducation was developed to target carer stress. New users were given an introductory welcome to Altitudes which highlighted ways to optimize their use of the system and how to access system help. Users were invited to complete, at their own convenience, a series of 8 web-based modules (known as “pathways”) which addressed themes of self-care, understanding psychosis, early warning signs and prevention of relapse, understanding their personal strengths as a carer, communicating with their relative, dealing with unhelpful thinking, self-compassion, and mindfulness. These pathways were divided into thematically-related psychoeducation “steps” to maximize the usability of the material. Each step was designed to be completed within 5-20 minutes (see Multimedia Appendix 1 for details for each step). The content of these steps comprised text, illustrations, and audio tracks and were designed to improve carer stress, for example, by encouraging self-care and by targeting problematic appraisals known to increase carer stress. In addition, the content of steps was influenced by social cognition concepts of “agency” and self-efficacy in family life [24]. The steps and pathways entailed regular prompts to users to share their reactions to material with other users through a series of “talking points.”

Users’ responses populated the content of the social networking newsfeed. To facilitate the process of reflection on the content by participants, moderators could also contribute to the talking points. In addition, users could indicate their preference for material through “like” buttons, share content with other users, and keep track of which users had completed specific pathways and which users shared their specific personal strengths.

**Altitudes Social Networking Features**

The Altitudes social network enabled users to develop a web-based profile, communicate via posts with other users and web-based moderators, and comment on the web-based psychoeducation material. The application was hosted on a secure University of Melbourne web server. In addition, the web application included measures to secure the application and database against unauthorized access. Privacy and web-based safety were managed in accordance with the Online Social Networking Guidelines published by Cybersmart, a national cybersafety and cybersecurity education program managed by the Australian Communications and Media Authority.
Role of Moderators
In contrast to web-based self-help without human support, the guidance provided by moderators was integral to Altitudes. The model of web-based moderation was informed by the Supportive Accountability Framework of eHealth interventions, which emphasizes the importance of human support for engagement in eHealth systems [25].

Expert moderators were clinical psychologists with specialist family work experience. Their role was to optimize engagement, suggest specific content, facilitate joint problem-solving, and monitor safety daily. If the engagement was low, moderators would prompt participants via follow-up phone calls.

Peer moderators, with lived experience of caring for a relative with psychosis, modeled the use of the system and facilitated web-based interactions. At weekly supervision sessions with author JFMG, moderators reviewed progress and system engagement.

Enhanced Family TAU
All participating carers received a psychoeducation booklet that included information about psychosis and treatment, helpful contacts, as well as coping skills and suggestions for ways to assist and communicate with their relative. Additional carer services potentially included meetings with their relative’s case manager, psychiatrist, family peer worker, or carer consultant, as well as access to carer support groups. These differed by service.

Measures
Primary Outcome
Perceived stress in carers over the preceding month was measured by the Perceived Stress Scale (PSS) [26]—a valid and reliable 10-item measure rated on a Likert scale ranging from 0 (never) to 4 (very often).

Secondary Outcomes
Hair cortisol is a biomarker of basal HPA axis activity [27]. The advantages of this measure are the validity as an index of long-term systemic cortisol levels, its reliability across repeated assessments, and its relative robustness to a range of potential confounding influences [28]. To assess potential changes of this biological stress response system, mean baseline HPA system activity during the last month was measured by a validated procedure for measuring hair cortisol [27]. Carer depressive symptoms were measured via the Centre for Epidemiological Studies Depression Scale—Revised [29] and substance use via the Alcohol, Smoking and Substance Involvement Screening Test [30]. Worry was measured via the Penn State Worry Questionnaire [31]. Loneliness via the UCLA (University of California, Los Angeles) Loneliness Scale [32], and social support via the Medical Outcomes Study Social Support Survey (MOS-SSS) [33]. The Me as a Parent Questionnaire was used to measure parental self-efficacy [34], coping was assessed via the Ways of Coping Scale [35,36], and personal strengths use via the Strengths Use Scale [37]. Self-compassion was measured via the Self-Compassion Scale Short Form [38] and mindfulness using the Mindful Attention Awareness Scale [39]. Satisfaction with life was assessed by the Satisfaction With Life Scale (SWLS) [40] and emotional, psychological, and social well-being via the Mental Health Continuum Short Form (MHC-SF) [41]. Quality of life (QoL) was measured by the Assessment of Quality of Life-8 dimensions [42].

Patient and Family Characteristics
Carer demographic variables included age, living situation, years of education completed, employment and marital status, country of birth, and source of income. Relevant family-level variables were measured including expressed emotion measured via the Family Questionnaire [43], and the degree of openness and extent of problems in family communication using the Parent-Adolescent Communication (PAC) scale [44]. Carer burden was assessed via the Experience of Care-giving Inventory [45]. The demographic characteristics of the young person were collected from carers.

A Resource Use Questionnaire was used to determine resource and treatment use by carers and young people. The use of services provided by the early psychosis service was documented via a self-report survey.

Altitude-Specific Measures
The use of Altitudes was continuously monitored across the study intervention period via frequency of log-ons. At 6 months, Altitudes users completed a self-report measure of their perception of Altitudes moderation [46] and a self-report usability measure [47,48].

Procedure
RAs attended clinical team meetings across sites to promote the study. Participating carers were asked if their young relative could be approached to seek their consent to access data from their medical record. The young person was contacted by the study RA. The RAs undertaking the follow-up assessments were kept blind to treatment allocation. The participants were not blinded to their treatment allocation, and they were aware that Altitudes was the intervention of interest.

Randomization occurred after each baseline assessment. An independent statistician created the randomization sequence, which included permuted blocks. The block sizes and randomization sequence were concealed from the study coordinator, RAs, and investigators. The study coordinator randomized the family via a secure web-based clinical trials management system with stratification by state (Victoria or Western Australia). The system generated an email to the RA who telephoned the participant to let the family know which group they had been allocated to.

The primary and secondary outcomes were measured prior to randomization and repeated at the 6-month follow-up. The PSS was completed at 3 months using a telephone-administered version.

To enable analysis of hair cortisol, a single hair sample (at least 3 cm long, approximately 0.5 cm in diameter) was taken from a posterior vertex region on the head and stored at an ambient temperature. Screening prior to collection of the hair sample was used to determine factors that may affect the analysis of...
cortisol, such as hair products used. The hair cortisol analysis procedures included repeated washing of hair samples with isopropanol, drying, weighing (weight: 7.5, SD 0.5 mg), steroid extraction with methanol, evaporation of methanol (at 50 °C), and cortisol determination [27]. This analysis provided a total pg/mg value of cortisol in the hair corresponding to approximately one month prior to sampling.

**Statistical Analysis**

Statistical analyses were conducted using Stata (version 16.1; StataCorp). Statistical analyses are presented in terms of the CONSORT (Consolidated Standards of Reporting Trials) extension pertaining to cluster analyses [49] and the International Conference on Harmonization Topic E9 Statistical Principals for Clinical Trials. Descriptive statistics were used to describe the total cohort as well as separately for the Altitudes+TAU and TAU alone groups. Baseline differences between the groups were not analyzed using inferential statistics as recommended in CONSORT guidelines [50]. Because of the randomization process, any baseline difference between 2 treatment groups is the result of chance and not due to external factors impacting treatment allocation [51]. Therefore, it is considered to be absurd to test for such differences and there have been calls for such practices to be eliminated [52]. Inferential statistics were used to compare baseline differences between caregivers who did and did not have follow-up data. For intent-to-treat analysis (ITT), all cases were included in the analyses, regardless of whether they had follow-up data.

For the primary outcome variable, the PSS, between group differences were examined using mixed effects repeated measures (MMRM) models [53]. In MMRM models, all observed information is used to derive the models (including estimation but not imputation of missing data). They are considered the preferred method for ITT analyses in clinical trials [54]. For these models, individual timepoint measures are considered nested within individual carers, who may be considered nested within families. For the main analysis, the parameters included group, time (includes baseline, 3 and 6 months), and the group x time interaction. All cases with at least 1 observation were included in the ITT. The default independence covariance structure was modeled in these models. As per protocol, analyses were also conducted with participants who had completed the intervention induction and had follow-up data. For resource use data, group differences were examined using either chi-square or Fisher exact test. Simple Pearson correlations were calculated for the association between parameters of intervention usage and outcomes in the Altitudes group.

**Results**

**Participant Characteristics**

There were 86 caregivers that participated in the study, with most being female and a mother of the young person (see Table 1). Caregivers ranged in age from 18 to 76 years (mean 51.2, SD 9.9 years). Most of the cohort were in married or de facto relationships and lived in their own house or flat. Just over 50% (n=46) of caregivers were born in Australia. Of those born overseas, 37% (n=15) were from European countries. Just over three-quarters of caregivers had completed their secondary school education and most had full-time employment. There were 46 caregivers from Victoria and 40 from Western Australia.

In the study, there were 74 young people. For 85% (n=63) of the young people, there was 1 caregiver in the study, 13% (n=10) had 2 caregivers and 1 young person had 3 caregivers. The mean cluster size was therefore 1.16 (SD 0.41). The characteristics of the young people are detailed in Table 2.
Table 1. Baseline demographic characteristics of the total cohort of caregivers (N=86) as well as separately for the Altitudes plus treatment as usual and only treatment as usual groups.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total cohort (N=86)</th>
<th>Altitudes (n=43)</th>
<th>TAU&lt;sup&gt;a&lt;/sup&gt; (n=43)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Female (gender), n (%)</strong></td>
<td>71 (83)</td>
<td>35 (81)</td>
<td>36 (84)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>51.2 (9.9)</td>
<td>51.6 (10.8)</td>
<td>50.8 (9.2)</td>
</tr>
<tr>
<td><strong>Relationship to the young person, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother</td>
<td>65 (76)</td>
<td>31 (72)</td>
<td>34 (79)</td>
</tr>
<tr>
<td>Father</td>
<td>13 (15)</td>
<td>8 (19)</td>
<td>5 (12)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (9)</td>
<td>4 (9)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Married or de facto married, n (%)</td>
<td>59 (69)</td>
<td>35 (81)</td>
<td>24 (57)</td>
</tr>
<tr>
<td><strong>Children (n), mean (SD)</strong></td>
<td>2.7 (1.6)</td>
<td>2.7 (1.5)</td>
<td>2.8 (1.6)</td>
</tr>
<tr>
<td><strong>Accommodation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rented flat or room</td>
<td>19 (22)</td>
<td>8 (19)</td>
<td>11 (26)</td>
</tr>
<tr>
<td>Own flat or house</td>
<td>61 (71)</td>
<td>31 (72)</td>
<td>30 (70)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (7)</td>
<td>4 (9)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Born in Australia, n (%)</td>
<td>46 (53)</td>
<td>26 (60)</td>
<td>20 (46)</td>
</tr>
<tr>
<td>Born outside Australia, n (%)</td>
<td>40 (46)</td>
<td>17 (39)</td>
<td>23 (53)</td>
</tr>
<tr>
<td>Oceania and Antarctica</td>
<td>7 (17)</td>
<td>3 (18)</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Europe</td>
<td>15 (37)</td>
<td>6 (35)</td>
<td>9 (39)</td>
</tr>
<tr>
<td>North Africa and Middle East</td>
<td>2 (5)</td>
<td>2 (12)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asia</td>
<td>5 (12)</td>
<td>2 (12)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
<td>11 (27)</td>
<td>4 (23)</td>
<td>7 (30)</td>
</tr>
<tr>
<td>English main language spoken, n (%)</td>
<td>81 (94)</td>
<td>40 (93)</td>
<td>41 (95)</td>
</tr>
<tr>
<td><strong>Command of English, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>10 (12)</td>
<td>6 (14)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Native speaker</td>
<td>76 (88)</td>
<td>37 (86)</td>
<td>39 (91)</td>
</tr>
<tr>
<td>Highest level of education year 12, n (%)</td>
<td>65 (76)</td>
<td>31 (72)</td>
<td>34 (81)</td>
</tr>
<tr>
<td><strong>Additional qualifications, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No further education</td>
<td>10 (12)</td>
<td>6 (14)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Trade or technical training</td>
<td>31 (36)</td>
<td>16 (37)</td>
<td>15 (36)</td>
</tr>
<tr>
<td>Tertiary degree</td>
<td>26 (31)</td>
<td>12 (28)</td>
<td>14 (33)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>18 (21)</td>
<td>9 (21)</td>
<td>9 (21)</td>
</tr>
<tr>
<td><strong>Currently in paid work, n (%)</strong></td>
<td>69 (80)</td>
<td>31 (72)</td>
<td>38 (88)</td>
</tr>
<tr>
<td>Full-time work</td>
<td>37 (54)</td>
<td>12 (29)</td>
<td>25 (66)</td>
</tr>
<tr>
<td><strong>Annual income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aus $20,799&lt;sup&gt;b&lt;/sup&gt; or less</td>
<td>16 (19)</td>
<td>12 (29)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Aus $28,000-51,999</td>
<td>23 (28)</td>
<td>14 (33)</td>
<td>9 (22)</td>
</tr>
<tr>
<td>Aus $52,000-77,999</td>
<td>20 (24)</td>
<td>7 (17)</td>
<td>13 (32)</td>
</tr>
<tr>
<td>Aus $78,000-103,999</td>
<td>11 (13)</td>
<td>2 (5)</td>
<td>9 (22)</td>
</tr>
<tr>
<td>Aus $104,000 or more</td>
<td>13 (16)</td>
<td>7 (17)</td>
<td>6 (15)</td>
</tr>
</tbody>
</table>

<sup>a</sup>TAU: treatment as usual.

<sup>b</sup>At time of study commencement on October 1, 2018, the conversion rate was Aus $1=US $0.7200.
Table 2. Demographic characteristics of the young people receiving treatment at an early psychosis service (N=86) with Altitudes plus treatment as usual or only treatment as usual.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total cohort (N=74)</th>
<th>Altitudes (n=36)</th>
<th>TAU(^a) (n=38)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female (gender), n (%)</td>
<td>28 (38)</td>
<td>10 (28)</td>
</tr>
<tr>
<td></td>
<td>Age (years), mean (SD)</td>
<td>21.1 (3.5)</td>
<td>20.9 (3.8)</td>
</tr>
<tr>
<td><strong>Accommodation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>House with family of origin</td>
<td>60 (81)</td>
<td>29 (81)</td>
</tr>
<tr>
<td></td>
<td>Born in Australia, n (%)</td>
<td>56 (76)</td>
<td>29 (81)</td>
</tr>
<tr>
<td></td>
<td>English main language spoken, n (%)</td>
<td>71 (96)</td>
<td>35 (97)</td>
</tr>
<tr>
<td><strong>Studying status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not studying</td>
<td>45 (61)</td>
<td>23 (64)</td>
</tr>
<tr>
<td></td>
<td>Studying part-time</td>
<td>13 (18)</td>
<td>8 (22)</td>
</tr>
<tr>
<td></td>
<td>Studying full-time</td>
<td>16 (22)</td>
<td>5 (14)</td>
</tr>
<tr>
<td></td>
<td>Highest level of education year 12, n (%)</td>
<td>39 (53)</td>
<td>16 (44)</td>
</tr>
<tr>
<td></td>
<td>Currently in paid work, n (%)</td>
<td>22 (30)</td>
<td>13 (36)</td>
</tr>
<tr>
<td></td>
<td>Full-time work</td>
<td>6 (27)</td>
<td>3 (23)</td>
</tr>
</tbody>
</table>

\(^a\)TAU: treatment as usual.

**Participant Flow**

Figure 1 shows a CONSORT diagram of the participant flow through the study. Sixty-nine caregivers had data at follow-up, indicating that missing data at follow-up were 20% (n=17). The percentage of caregivers in TAU alone that had follow-up data (n=38, 88%) did not significantly differ from caregivers in Altitudes+TAU (n=31, 72%; χ² =3.6; P=.06). Those who did not have follow-up data were more likely to have been born in Australia (χ² =4.5; P=.03). No other differences were found between the groups with respect to caregiver variables.

**Figure 1.** CONSORT (Consolidated Standards of Reporting Trials) flow diagram. TAU: treatment as usual.
Primary Outcome—Perceived Stress

Figure 2 displays the differences between the groups with respect to PSS across baseline, at 3 and 6 months. The variance associated with family cluster was close to 0, therefore, the models were rerun with the caregiver as the unit of analysis. For the PSS, there was a significant interaction between group and time ($z=-2.14; P=.03$), with TAU alone showing more change (ie, improvement in PSS) from baseline to follow-up, particularly between 3 and 6 months.

Figure 2. Estimated mean (95% CI) from the MMRMs for the 2 carer groups across the 3 points on the PSS. MMRMs: mixed effects repeated measures; PSS: Perceived Stress Scale; TAU: treatment as usual.

Secondary Outcomes

Table 3 comprises the adjusted means and SEs for the 2 carer groups on the secondary outcome measures. There was a significant interaction between group and time for mindfulness ($z=2.04, P=.04$), with the TAU alone group showing an increase over time (see Table 3). There was also a significant interaction between group and time for carer burden associated with problems with services, with the TAU alone group experiencing significantly less burden in this domain, whereas Altitudes+TAU group remained relatively stable over time ($z=-2.10; P=.04$; see Table 4).

With respect to changes over time regardless of group, there were significant improvements in satisfaction with life ($z=2.02; P=.04$; higher scores were indicative of greater satisfaction), and QoL ($z=-2.08; P=.04$; lower scores indicated better QoL). Both groups also improved over time with respect to emotional overinvolvement ($z=-2.52; P=.01$) and dependency ($z=-2.79; P=.01$).
Table 3. Estimated marginal mean (SE) for baseline and follow-up from MMRMS for secondary outcome measures for Altitudes plus treatment as usual or only treatment as usual.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Pre, mean (SE)</th>
<th>Post (6 months), mean (SE)</th>
<th>Interaction Estimate, $\beta$ (SE)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Altitudes (n=43)</td>
<td>TAU&lt;sup&gt;a&lt;/sup&gt; (n=43)</td>
<td>Altitudes (n=31)</td>
<td>TAU (n=38)</td>
</tr>
<tr>
<td>Secondary outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCLA&lt;sup&gt;b&lt;/sup&gt; Loneliness Scale-3</td>
<td>25.4 (0.8)</td>
<td>26.9 (0.8)</td>
<td>26.6 (0.9)</td>
<td>26.3 (0.9)</td>
</tr>
<tr>
<td>CESD-R&lt;sup&gt;c&lt;/sup&gt;</td>
<td>12.8 (1.8)</td>
<td>12.4 (1.8)</td>
<td>14.8 (2.0)</td>
<td>12.5 (1.9)</td>
</tr>
<tr>
<td>SUS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>59.1 (1.8)</td>
<td>63.2 (1.8)</td>
<td>61.1 (2.0)</td>
<td>64.1 (1.9)</td>
</tr>
<tr>
<td>SCS-SF&lt;sup&gt;e&lt;/sup&gt;</td>
<td>3.3 (0.1)</td>
<td>3.3 (0.1)</td>
<td>3.4 (0.1)</td>
<td>3.6 (0.1)</td>
</tr>
<tr>
<td>SWLS&lt;sup&gt;f&lt;/sup&gt;</td>
<td>19.0 (1.1)</td>
<td>22.1 (1.1)</td>
<td>21.3 (1.2)</td>
<td>22.6 (1.1)</td>
</tr>
<tr>
<td>PSWQ&lt;sup&gt;g&lt;/sup&gt;</td>
<td>50.9 (2.0)</td>
<td>50.2 (2.0)</td>
<td>48.9 (2.2)</td>
<td>46.9 (2.0)</td>
</tr>
<tr>
<td>MaaP&lt;sup&gt;h&lt;/sup&gt;</td>
<td>50.1 (1.1)</td>
<td>49.8 (1.1)</td>
<td>49.7 (1.3)</td>
<td>52.2 (1.2)</td>
</tr>
<tr>
<td>Mindful Attention Awareness Scale</td>
<td>4.0 (0.1)</td>
<td>3.9 (0.1)</td>
<td>3.9 (0.2)</td>
<td>4.2 (0.1)</td>
</tr>
<tr>
<td>MOS-SSS&lt;sup&gt;i&lt;/sup&gt;</td>
<td>70.8 (2.9)</td>
<td>71.0 (2.9)</td>
<td>72.6 (3.2)</td>
<td>74.8 (3.0)</td>
</tr>
<tr>
<td>MHC-SF&lt;sup&gt;j&lt;/sup&gt;</td>
<td>46.2 (2.1)</td>
<td>45.7 (2.1)</td>
<td>45.6 (2.4)</td>
<td>46.0 (2.2)</td>
</tr>
<tr>
<td>Ways of Coping Scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confrontive coping</td>
<td>0.9 (0.1)</td>
<td>0.9 (0.1)</td>
<td>1.0 (0.1)</td>
<td>1.0 (0.1)</td>
</tr>
<tr>
<td>Self-controlling (sc)</td>
<td>1.2 (0.1)</td>
<td>1.4 (0.1)</td>
<td>1.2 (0.1)</td>
<td>1.3 (0.1)</td>
</tr>
<tr>
<td>Self-controlling (ss)</td>
<td>1.2 (0.1)</td>
<td>1.3 (0.1)</td>
<td>1.3 (0.1)</td>
<td>1.2 (0.1)</td>
</tr>
<tr>
<td>Distancing</td>
<td>0.8 (0.1)</td>
<td>1.1 (0.1)</td>
<td>0.8 (0.1)</td>
<td>0.9 (0.1)</td>
</tr>
<tr>
<td>Escape avoidance</td>
<td>0.7 (0.1)</td>
<td>0.8 (0.1)</td>
<td>0.8 (0.1)</td>
<td>0.7 (0.1)</td>
</tr>
<tr>
<td>Planful problem-solving</td>
<td>1.3 (0.1)</td>
<td>1.5 (0.1)</td>
<td>1.3 (0.1)</td>
<td>1.6 (0.1)</td>
</tr>
<tr>
<td>Alcohol, Smoking and Substance Involvement Screening Test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tobacco</td>
<td>3.1 (1.1)</td>
<td>4.1 (1.1)</td>
<td>2.6 (1.2)</td>
<td>4.9 (1.2)</td>
</tr>
<tr>
<td>Alcohol</td>
<td>7.5 (1.0)</td>
<td>6.5 (1.0)</td>
<td>7.9 (1.0)</td>
<td>6.4 (1.0)</td>
</tr>
<tr>
<td>Cannabis</td>
<td>0.6 (0.3)</td>
<td>0.4 (0.3)</td>
<td>0.6 (0.3)</td>
<td>0.1 (0.3)</td>
</tr>
<tr>
<td>AQoL&lt;sup&gt;k&lt;/sup&gt;</td>
<td>70.4 (1.6)</td>
<td>73.4 (1.6)</td>
<td>73.3 (1.7)</td>
<td>75.5 (1.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>TAU: treatment as usual.
<sup>b</sup>UCLA: University of California, Los Angeles, Loneliness Scale (total 20-80).
<sup>c</sup>CESD-R: Centre for Epidemiological Studies Depression Scale—Revised (range 0-60).
<sup>d</sup>SUS: Strengths Use Scale.
<sup>e</sup>SCS-SF: Self-Compassion Short Form (1-5).
<sup>f</sup>SWLS: Satisfaction With Life Scale (5-35).
<sup>g</sup>PSWQ: Penn State Worry Questionnaire (16-80).
<sup>h</sup>MaaP: Me as a Parent Questionnaire (subscales 4-20; total 16-80).
<sup>i</sup>MOS-SSS: Medical Outcomes Study Social Support Survey (0-100).
<sup>j</sup>MHC-SF: Mental Health Continuum Short Form (0-70).
<sup>k</sup>AQoL: Assessment of Quality of Life (0-100).
Table 4. Estimated marginal means (SE) for baseline and follow-up from MMRM for the Family Questionnaire and Experience of Caregiving Scale for Altitudes plus treatment as usual or only treatment as usual.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Pre, mean (SE)</th>
<th>Post (6 months), mean (SE)</th>
<th>Interaction Estimate, β (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Altitudes (n=43)</td>
<td>TAU (n=43)</td>
<td>Altitudes (n=31)</td>
<td>TAU (n=38)</td>
</tr>
<tr>
<td>Critical comments</td>
<td>13.8 (1.0)</td>
<td>12.3 (1.0)</td>
<td>12.0 (1.1)</td>
<td>11.2 (1.1)</td>
</tr>
<tr>
<td>Emotional overinvolvement</td>
<td>17.5 (0.9)</td>
<td>17.7 (0.9)</td>
<td>15.5 (1.0)</td>
<td>15.3 (1.0)</td>
</tr>
<tr>
<td><strong>Experience of caregiving</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficult behaviors</td>
<td>14.5 (1.2)</td>
<td>13.7 (1.2)</td>
<td>13.0 (1.4)</td>
<td>11.1 (1.3)</td>
</tr>
<tr>
<td>Negative symptoms</td>
<td>13.5 (1.0)</td>
<td>14.3 (1.0)</td>
<td>12.4 (1.1)</td>
<td>12.2 (1.1)</td>
</tr>
<tr>
<td>Stigma</td>
<td>7.8 (0.7)</td>
<td>7.8 (0.7)</td>
<td>6.7 (0.8)</td>
<td>5.4 (0.7)</td>
</tr>
<tr>
<td>Problem with services</td>
<td>10.1 (1.0)</td>
<td>11.6 (1.0)</td>
<td>9.4 (1.1)</td>
<td>8.2 (1.0)</td>
</tr>
<tr>
<td>Effects on family</td>
<td>11.7 (0.9)</td>
<td>11.7 (0.9)</td>
<td>11.5 (1.0)</td>
<td>10.6 (1.0)</td>
</tr>
<tr>
<td>Need to back up</td>
<td>11.8 (0.8)</td>
<td>10.2 (0.8)</td>
<td>10.9 (0.8)</td>
<td>9.2 (0.8)</td>
</tr>
<tr>
<td>Dependency</td>
<td>11.1 (0.7)</td>
<td>11.3 (0.7)</td>
<td>9.6 (0.8)</td>
<td>9.6 (0.7)</td>
</tr>
<tr>
<td>Loss</td>
<td>12.0 (0.9)</td>
<td>13.1 (0.9)</td>
<td>11.2 (1.0)</td>
<td>11.2 (0.9)</td>
</tr>
<tr>
<td>Positive personal experiences</td>
<td>16.5 (1.0)</td>
<td>17.6 (1.0)</td>
<td>17.1 (1.1)</td>
<td>17.5 (1.0)</td>
</tr>
<tr>
<td>Good aspect of the relationship</td>
<td>13.2 (0.7)</td>
<td>13.8 (0.7)</td>
<td>12.7 (0.7)</td>
<td>13.4 (0.7)</td>
</tr>
</tbody>
</table>

*TAU: treatment as usual.

**Hair Cortisol**

At baseline 66 caregivers had hair cortisol data and 34 had data at follow-up. One case had very high cortisol levels with values >145 pg/mg of hair cortisol both at baseline and at follow-up. This case was an extreme outlier and distorted the estimated means, therefore was excluded from the analyses. Figure 3 details the estimated means (with 95% CI) for the hair cortisol data. The interaction between group and time was not significant (z = −1.46; P = .14); however, the time main effect was significant (z = 2.04; P = .04), demonstrating a moderate increase in cortisol concentration overall and regardless of intervention. The analyses were rerun with age as a covariate, and these findings were upheld. There was no relationship between change scores on hair cortisol and the PSS (r = 0.07; P = .70).

**Figure 3.** Estimated marginal mean (95% CI) for baseline and follow-up from MMRM for hair cortisol. MMRM: mixed effects repeated measure; TAU: treatment as usual.
Resource Use
As shown in Table 4 there was a significant difference between the caregiver groups with respect to early psychosis services used by the caregiver with the Altitudes group having significantly higher use of services (Fisher exact test; \( P=0.01 \)). There were no differences between the caregiver groups with respect to medication use, including use of psychotropic medications over the previous 6 months.

Data were available on resource usage for 57 young people at follow-up (see Table 5). There were no differences between groups with respect to young people’s use of emergency services and hospitalizations in the previous 6 months (see Table 5).

<table>
<thead>
<tr>
<th>Table 5. Resource usage data in caregivers and young people.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Caregivers</strong></td>
</tr>
<tr>
<td>Use of early psychosis service over past 6 months</td>
</tr>
<tr>
<td>Altitudes, n (%)</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>28 (93)</td>
</tr>
<tr>
<td><strong>Services from early psychosis service contact</strong></td>
</tr>
<tr>
<td>Case managers</td>
</tr>
<tr>
<td>Psychiatrists</td>
</tr>
<tr>
<td>Family peer worker (lived experience)</td>
</tr>
<tr>
<td>Family worker or carer consultant</td>
</tr>
<tr>
<td>Written psychoeducation</td>
</tr>
<tr>
<td>Community or private health services</td>
</tr>
<tr>
<td>Any medications</td>
</tr>
<tr>
<td>Psychotropic medications</td>
</tr>
<tr>
<td><strong>Young person</strong></td>
</tr>
<tr>
<td>Emergency presentation over past 6 months</td>
</tr>
<tr>
<td>Hospitalization over past 6 months</td>
</tr>
</tbody>
</table>

\( a \) For Altitudes and control groups: \( n=30 \) and \( n=38 \), respectively.

\( b \) For Altitudes and control groups: \( n=23 \) and \( n=34 \), respectively.

Per Protocol Analyses
There were 7 caregivers in the Altitudes+TAU treatment arm who did not receive the Altitudes intervention. Three of these cases never received the intervention or had follow-up data. One case was lost to follow-up and did not complete the intervention induction and had no follow-up data. Three cases could not be contacted, and the intervention induction was not started but they did have follow-up data. These 7 cases were excluded from per protocol analyses. There were some differences between ITT and per protocol analyses. With per protocol analyses, the interaction for PSS over the 3 time points was no longer significant (\( z=-1.73; P=0.08 \)); however, parental self-efficacy was significant, that is, there was a greater increase in the TAU alone group (\( z=2.01; P=0.04 \)). The interactions between group and time were no longer significant for mindfulness (\( z=1.86; P=0.06 \)) and carer burden related to problems with services (\( z=-1.63; P=0.10 \)).

The per protocol analyses indicated that the Altitudes+TAU group (\( n=22, 81\% \)) were more likely to be in contact with the young person’s case manager than the TAU alone group (\( n=22, 58\%; \chi^2=4; P=0.04 \)).

Altitudes Specific Measures and Outcomes
The median duration of engagement with Altitudes was 7.5 (range 1-36) weeks with median number of logins 13.5 (range 1-96); 39% (\( n=14 \)) remained active for more than 11 weeks. Two participants logged on only once. The number of newsfeed posts ranged from 0 to 31 with a mean of 3.56 (SD 6.19). In relation to the carers’ perceived support for autonomy needs from web-based moderators (\( n=16 \)), the mean was 5.5 (SD 1.38) on the 7-point scale. Our post hoc analysis of the relationship between activity in Altitudes and outcomes revealed that the total number of logins (\( r=0.49; P=0.01 \)) and the weeks of logins (\( r=0.47; P=0.01 \)) were both moderately and significantly correlated with improvement in PSS scores from baseline to 6 months. The number of logins (\( r=-0.46; P=0.02 \)) and the weeks of logins (\( r=-0.42; P=0.03 \)) were both moderately and negatively correlated with change from baseline to 6 months on the MOS-SSS. In relation to usability data (\( n=15 \)), 80% (\( n=12 \)) reported a positive and constructive experience with Altitudes and 93% (\( n=14 \)) would recommend it to others.

There were no known privacy breaches or outages of Altitudes during the trial and there were no serious adverse events.

Discussion
Principal Results
The primary hypothesis that carers randomized to Altitudes plus family TAU would report significantly greater reductions in stress at the 6-month follow-up compared to TAU alone was not supported, with no significant change over time in
self-reported severity of carer stress in the Altitudes+TAU group. The secondary hypothesis, that carers randomized to Altitudes+TAU would experience reduced hair cortisol, improved positive coping, self-efficacy, depression, and perceived social support compared with carers randomized to TAU alone at the 6-month follow-up, was also not supported. There was no improvement over 6 months on hair cortisol, mental health symptoms, loneliness, social support, self-efficacy, coping, personal strengths use, and self-compassion in the Altitudes+TAU group compared to TAU alone. There was an effect for time on stress and mindfulness with group interactions favoring the TAU alone group which was not upheld in the per protocol analysis excluding participants that did not use Altitudes. In addition, there was a group by time interaction for problems with services with TAU alone carers experiencing less burden over time which was not upheld in the per protocol analysis. There was an improvement over time, regardless of group, in satisfaction with life, QoL, emotional overinvolvement, and burden of care associated with dependency. The per-protocol analysis indicated a significant group by time interaction for parental self-efficacy with an increase for the TAU alone group.

There was no suggestion that the findings could be accounted for by the Altitudes+TAU group receiving less support outside of the intervention compared with the TAU alone group. Conversely, the Altitudes+TAU group had a higher use of services and findings from the per protocol analysis showed that the Altitudes+TAU group was more likely to be in contact with the young person’s case manager.

Comparison With Prior Work
We have previously shown that stress appraisal improves in first-episode psychosis family caregivers through a face-to-face first-episode psychosis family intervention [55] and via bibliotherapy [56]. The current findings suggest that when added to an enhanced TAU in standard early psychosis services Altitudes did not confer benefits in relation to reducing stress, other mental health symptoms, or improving family related outcomes such as expressed emotion and perceived burden of caregiving over the 6-month period. However, our post hoc analysis revealed significant correlations between log-ins and improvement in perceived stress and social support within the Altitudes+TAU group suggesting that with adequate engagement Altitudes may confer benefits to carers.

The stage of recovery in young patients with early psychosis may be important in the interpretation of the current findings. The greater level of contact with services and a higher level of perceived problems with services in the Altitudes+TAU group suggests that the young people in their care were experiencing more complex recoveries from the acute phase of early psychosis treatments compared to the TAU alone group. It is also possible that Altitudes led to contact with mental health services for young people. Consistent with the former interpretation, more use of Altitudes was associated with decreased stress in carers and there were no outcomes favoring TAU in our initial trial in a flagship service [20].

The median duration of engagement in Altitudes was 11 weeks (approximately 77 days) compared with 119 days in our initial trial. Given the moderate correlation between log-ins and reduced stress, it is possible that this lower level of engagement may account for the overall lack of treatment effect.

The current findings leave open the question of how the effective components of carer interventions can be translated into an accessible and effective digital version. It is probable that the mechanisms of change in effective carer interventions were not adequately targeted through Altitudes. We developed Altitudes with text- and audio-based psychoeducation; however, the format may not have adequately engaged the target skills. Educational instructional design frameworks for a digital mode may be required to ensure that continued learning outcomes are achieved [57,58]. Compared with typical behavioral family interventions [59], the duration of engagement with Altitudes was relatively brief. Continued skill development may require longer and more intensive engagement with monitoring and structured feedback on skill acquisition. Recently, bibliotherapy for early psychosis caregivers based on problem-solving, adapted for delivery via smartphone, has shown superior outcomes on carer burden, caregiving experiences, and problem-solving at the 6-month follow-up compared with either a psychoeducation family group or usual care [60]. Importantly, this intervention included repeated structured practice of problem-solving skills. Other recent findings support the incorporation of acceptance and commitment therapy principles and practice for the amelioration of burnout symptoms for early psychosis caregivers which may also have benefits for perceived stress [60].

Carers in this study overall showed improvements over time in satisfaction with life, QoL, and emotional overinvolvement. However, the trends in the proportion reporting high levels of stress and being prescribed psychotropics were notable along with increased cortisol levels potentially highlighting continued activation of the stress response system in these carers’ lives.

Strengths and Limitations
We demonstrated that it is feasible to conduct Altitudes across sites in real-world early psychosis settings and maintain a supportive web-based environment providing highly specialized support. There were multiple measures of stress with a robust study design. The major limitation of the current study was the smaller sample size than planned, which was a consequence of a lower rate of recruitment than projected due to the unexpected complexity of recruiting carers into a research study from hub and spoke service structures. This resulted in an underpowered study which makes findings more difficult to interpret [61]. Additional limitations were the limited data regarding the young people’s mental health, which reduced the confidence in the equivalency of participant characteristics at baseline, and the exclusion of non-English speaking carer participants. Young people may have differed across groups and it was difficult to fully characterize the use of informal supports across services.

Conclusions
This study comprised the first randomized controlled trial to investigate the effectiveness of a MOST intervention for early psychosis carers recruited from multiple real-world early psychosis programs. Altitudes was based upon our MOST which was associated with reduced emergency department visits for...
young people recovering from early psychosis [15]. While we did not find specific treatment effects, there were significant improvements across both treatment conditions on emotional overinvolvement, QoL, satisfaction with life, and aspects of caregiver burden and greater usage of Altitudes among carers randomized to the treatment group was associated with improvements in stress and social support. It was evident that early psychosis carers outside of flagship programs experienced levels of stress that warrant further innovations. We are currently modifying the Altitudes content to better engage mechanisms of change.

As early psychosis programs expand globally, the goal of delivering effective and accessible family interventions for carers remains an important research and clinical priority. The solid empirical foundations of effective family interventions for psychosis will continue to provide a source of inspiration for this important unmet global need.
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Abstract

Background: Remote measurement technologies (RMTs) such as smartphones and wearables can help improve treatment for depression by providing objective, continuous, and ecologically valid insights into mood and behavior. Engagement with RMTs is varied and highly context dependent; however, few studies have investigated their feasibility in the context of treatment.

Objective: A mixed methods design was used to evaluate engagement with active and passive data collection via RMT in people with depression undergoing psychotherapy. We evaluated the effects of treatment on 2 different types of engagement: study attrition (engagement with study protocol) and patterns of missing data (engagement with digital devices), which we termed data availability. Qualitative interviews were conducted to help interpret the differences in engagement.

Methods: A total of 66 people undergoing psychological therapy for depression were followed up for 7 months. Active data were gathered from weekly questionnaires and speech and cognitive tasks, and passive data were gathered from smartphone sensors and a Fitbit (Fitbit Inc) wearable device.
Results: The overall retention rate was 60%. Higher-intensity treatment ($\chi^2=4.6; P=.03$) and higher baseline anxiety ($t_{50.28}=-2.80, 2$-tailed; $P=.007$) were associated with attrition, but depression severity was not ($t_{50.4}=-0.18; P=.86$). A trend toward significance was found for the association between longer treatments and increased attrition ($U=339.5; P=.05$). Data availability was higher for active data than for passive data initially but declined at a sharper rate (90%-30% drop in 7 months). As for passive data, wearable data availability fell from a maximum of 80% to 45% at 7 months but showed higher overall data availability than smartphone-based data, which remained stable at the range of 20%-40% throughout. Missing data were more prevalent among GPS location data, followed by among Bluetooth data, then among accelerometry data. As for active data, speech and cognitive tasks had lower completion rates than clinical questionnaires. The participants in treatment provided less Fitbit data but more active data than those on the waiting list.

Conclusions: Different data streams showed varied patterns of missing data, despite being gathered from the same device. Longer and more complex treatments and clinical characteristics such as higher baseline anxiety may reduce long-term engagement with RMTs, and different devices may show opposite patterns of missingness during treatment. This has implications for the scalability and uptake of RMTs in health care settings, the generalizability and accuracy of the data collected by these methods, feature construction, and the appropriateness of RMT use in the long term.
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Introduction

Background

Depression is a leading cause of disability, with associated physical comorbidities and increased health care costs [1,2]. Psychological therapy is a recommended first-line treatment for mild to moderate depression [3,4]; however, approximately 50% of people do not recover following intervention [5,6]. Remote measurement technologies (RMTs) such as smartphones and wearables may assist in the treatment of depression to improve patient outcomes by detecting changes in its key behavioral aspects.

RMTs, by generating unobtrusive, continuous, and objective measures of behavior and physiology, could overcome the pitfalls of the current clinical outcome measurements, which rely on patient recall and infrequent symptom scales. Furthermore, they could help establish clinical objectives for treatment, such as a target amount of physical activity or regular sleep-time schedule and serve as indicators of whether treatments targeting particular behaviors have been effective.

RMTs may also uncover digital phenotypes to identify people who are more or less responsive to certain treatments, paving the way for increased personalization of mental health care [7]. Finally, RMTs could improve patient and clinician experience of psychotherapy by strengthening communication, helping support the emotional and cognitive needs of patients and enhancing self-awareness [8].

RMTs generally apply 2 types of data collection methods: active and passive. Active data collection requires conscious user engagement, such as responding to mood scales, questionnaires, or speech tasks delivered to a participant’s phone. Passive data collection refers to the automatic capture of information via device-embedded sensors that require minimal input from users [9]: for example, accelerometers on a fitness tracker automatically detect physical activity. Used in combination, active and passive monitoring provide a way to capture continuous, ecologically valid, and high-resolution measures of signs and symptoms related to depression.

The extent to which these methods can be successfully implemented in health care and used in treatment depends on their feasibility and acceptability as tools for collecting longitudinal data in clinical populations. The feasibility of using RMTs is generally evaluated by measuring 2 broad parameters of engagement: attrition from longitudinal studies and data availability, which is the amount of usable data contributed by individuals through task completion or device use and, therefore, the opposite of missing data [10].

The measurement and reporting of attrition is relevant not only because attrition threatens the generalizability of longitudinal studies but also because it informs implementation efforts by mirroring the potential uptake and engagement within clinical settings. Much of the current research on attrition focuses on active data collection, with passive sensing being underreported. In general, studies have short follow-up periods, with systematic reviews finding a median follow-up period of 7 days for active data [11] and between 7 and 14 days for passive data [12], limiting their ability to be generalized to psychotherapy contexts, which usually span weeks. In addition, the context in which data collection occurs is key to understanding the difference in attrition rates between RMT studies. For example, a review of self-referral studies found, on average, 50% attrition in the first 15 days and varied retention rates depending on factors such as the presence and type of illness studied [13], whereas clinical trials on digital-based psychotherapy found similar attrition but at a much slower pace [14]. By contrast, large studies with dedicated recruitment resources have achieved attrition rates as low as 20% even if follow-up sessions were conducted after 2 years [15]. Therefore, if implementation of RMTs within health care is the aim, research on long-term attrition in active and passive data collection in the context of psychotherapy is critical.

Work on data availability has generally focused on active approaches [16-18], leaving passive sensing underresearched...
and underreported [12]. Given that both approaches require varying amounts of input and commitment from the user, 
missingness is likely to vary in the extent to which it occurs at random and may be differentially affected by individual differences [19]. This, in turn, has implications for the integrity of the constructed variables and for understanding the potential sources of biases in the data. Sparse active data points on mood questionnaires can affect how ground truth is determined, whereas less passive data can result in inaccuracies in how features are derived and the resulting data analysis (refer to Currey and Torous [20] for an example of this).

Objective
We sought to explore the feasibility of using RMTs in a clinical setting to help uncover potential implementation and scaling issues, the resolution of which is crucial for widespread adoption. This study used a mixed methods design to evaluate the long-term engagement with active and passive approaches to the remote monitoring of mood and behavior in people with depression undergoing psychotherapy. Applying the framework developed by White et al [10], we focused on 2 forms of engagement as feasibility aspects of interest. The aims were (1) to measure engagement with the research protocol through recruitment and attrition rates, (2) measure engagement with RMTs through passive and active data availability rates and identify data streams that are more vulnerable to missing data, (3) assess the possible effect of treatment on both types of engagement, and (4) use the information gathered from qualitative interviews to aid in the explanation of the quantitative engagement data.

Methods
Study Design
This study was a fully remote, mixed methods, prospective cohort study with repeated measures over a 7-month period, designed to evaluate the feasibility and acceptability of using remote data collection methods in people undergoing treatment; the full protocol has been reported elsewhere [21]. The quantitative measures included recurrent clinical questionnaires and continuous digital sensor data. Qualitative measures comprised semistructured interviews that adopted an inductive approach to thematic analysis.

Recruitment and Setting
Participants were drawn from Improving Access to Psychological Therapies (IAPT) services in South London and Maudsley National Health Service Foundation Trust, United Kingdom, a publicly funded outpatient program providing psychological treatments for adults with mild to moderate mental health disorders. IAPT services provide treatment at both high and low intensities (refer to Table S1 in Multimedia Appendix 1 for details), the allocation of which is based on several factors, including patient needs, preferences, and diagnosis. High-intensity therapy comprises approximately 10 to 12 sessions, whereas low-intensity therapy comprises approximately 6 to 8 sessions. These are usually delivered 1 week apart and can be web-based or face-to-face, depending on clinician availability and patient preference.

Sample
A total of 66 treatment-seeking adults with depression were recruited from their local IAPT services’ waiting list, which provided the study information, and screened for eligibility either over the phone by a researcher or through a web-based self-screening tool. The sample size was determined by the primary aims and followed the general recommendation for samples of 50 to 60 participants to assess feasibility outcomes [22]. Recruitment and data collection were conducted between June 2020 and March 2022. We included adults with a current episode of depression, as measured by the Mini International Neuropsychiatric Interview [23], who owned and did not extensively share an Android (Google LLC) smartphone and were able and willing to use a wrist-worn device for the duration of the study. The exclusion criteria included a lifetime diagnosis of bipolar disorder, schizophrenia, or schizoaffective disorders, as the digital patterns of these conditions are different from those of depression, and people who were working regular night shifts or were pregnant, as these external factors can cause changes in sleep patterns. Researchers discussed health anxieties with potential participants through unstructured questions. On the basis of these discussions, those who believed that their health anxieties may worsen with continuous behavioral monitoring were excluded.

Ethics Approval
This study was reviewed and given favorable opinion by the London Westminster Research Ethics Committee and received approval from the Health Research Authority (reference number 20/LO/0091).

Procedures
Overview
Details of the measures, technology, and procedures have been covered in depth in a previous publication [21]. The methods described in this section refer to the primary aims and outcomes of the original study protocol. Therefore, the measures presented herein are relevant to this analysis. Overall, the participants were enrolled in the study at least a week before their first therapy session. The researchers had no control over the treatment provided. Consequently, the enrolled participants had different waiting list times, treatment lengths, and treatment intensities. They were followed up throughout treatment and up to 3 months after treatment using smartphone apps and a wrist-worn device (Fitbit Charge 3 or 4 [Fitbit Inc]). Therefore, active and passive data were collected for approximately 7 months, but this depended on the treatment length, which varied from person to person. The study procedures are depicted by Figure 1.
Baseline Session

After providing signed informed consent, the participants provided in-depth baseline sociodemographic and clinical data related to their current and previous physical and mental health conditions, family history, treatment status, phone use, and social and physical activity levels. Clinical measures included the Patient Health Questionnaire 9-item [24], a widely validated depression questionnaire, and the Generalized Anxiety Disorder 7-item scale questionnaire [25]. Participants were then guided through the installation and setup of the 4 apps used in this study, which have been detailed in the next section.

Data Collection

Overview

Active and passive data collection began from the baseline session, and data were acquired from a variety of sources. The underlying infrastructure for data collection and storage was the Remote Assessment of Disease and Relapse (RADAR)–base platform, developed by the RADAR-Central Nervous System Consortium [26].

Passive measures were gathered from (1) Fitbit wearable device sensors and (2) smartphone sensors, and active measures were gathered from (3) web-based surveys and (4) smartphone apps.

Passive Measures

Passive measures were collected from 2 devices. First, the participants were provided with a Fitbit and downloaded the Fitbit app, which provided a user interface where they could track their own activity. The data extracted through the Fitbit Application Programming Interface for use in this study were related to sleep, physical activity, heart rate, and step count. The participants used their own Android smartphone and were asked to download the RADAR-base passive RMT app, a purpose-built app that collects smartphone sensor data. Only data streams with a fixed sampling rate allow for the calculation of missing data, as it provides the total number of expected data points in a period, which serves as the denominator for the total number of observed data points. These data streams were acceleration, nearby Bluetooth device detection, and GPS. GPS coordinates were obfuscated by adding a participant-specific random number as a reference point, and the relative change in location was calculated from there; therefore, an individual’s home address or precise geographic location could not be gathered.

Active Measures

Overall, active data were collected through 2 methods (Figure 1): web-based surveys and smartphone-based tasks sent via apps. Web-based surveys were clinical measures delivered by email via the REDCap (Research Electronic Data Capture; Vanderbilt University) software, a web-based platform for research that is conducted through a browser [27]. The smartphone-based active data were collected through (1) clinical questionnaires, (2) a series of speech tasks delivered directly to the participant’s phone via a custom-built app (the RADAR active RMT app), and (3) validated cognitive assessments in gamified format requiring a separate app, the THINC-it app [28].

Cognitive tasks were completed monthly, whereas the speech task, which required the participants to record themselves reading a short text [29] and answering a question aloud, was delivered fortnightly. All active measures were rotated weekly such that the tasks took an average of 10 minutes per week to complete, except for 1 week in a month, when the THINC-it task increased the completion time by approximately 15 minutes. The participants were notified when it was time to carry out the tasks. Details of all active measures can be found elsewhere [21].

Figure 1. The study timeline for participants, from screening to the end of the study.
Posttreatment Interview
The first 20 participants who completed the therapy and agreed to participate in an optional posttreatment interview were included in the qualitative analysis. This was a 30-minute semi-structured interview conducted on the web examining the participants’ experiences of using RMTs during psychotherapy for depression. To reduce potential social desirability bias, interviews were conducted by researchers who had little to no previous contact with their interviewee.

Statistical Analysis
Quantitative Data
Quantitative data were collected regarding the following parameters of engagement:

1. Study engagement: the main outcome of attrition is defined as the division of study participants into those who completed the study (“completers”) and those who did not because of withdrawal or loss to follow-up (“non-completers”). To determine whether symptom severity at baseline was associated with attrition, 2-tailed t tests were performed to compare the mean severity of clinical measures taken at baseline, namely the Patient Health Questionnaire 9-item and Generalized Anxiety Disorder 7-item, across the study completion groups. The Shapiro-Wilk test was used in all cases to test for normality distributions in variables, and if this assumption was violated, nonparametric tests were used. All other assumptions for 2-tailed t test calculations were met.

To test the effect of treatment characteristics on attrition, completers were compared with noncompleters in terms of treatment length and treatment intensity. The Mann-Whitney U test was used for the continuous variable treatment length given the violation of parametric assumptions, and the chi-square test was used to compare frequencies across low- and high-intensity therapy. To examine the role of overall time in the study as a confounder (given its association with treatment length and treatment intensity), we tested its potential association with attrition by conducting a 2-tailed t test on the mean study length across the completion groups.

2. Engagement with RMTs: engagement with RMTs was measured as the total number of data points available out of the total number of data points expected. In terms of active data, this was calculated as the number of active tasks completed out of the total number of tasks delivered. In terms of passive data, this was calculated as the number of hours in which there was at least one data point divided by the total number of hours in a day. This was then averaged to a weekly statistic.

Logistic regression analyses were performed to assess whether being in treatment influenced the magnitude of data availability. The 3 treatment conditions were before treatment, treatment, or after treatment. Given the expected reduction in data availability over time owing to study fatigue, we adjusted these analyses for time in weeks, age, and gender. The weeks selected for analysis had to have at least 10 participants in each treatment condition; therefore, before treatment versus treatment status comparisons involved weeks 3 to 8, and after treatment versus treatment status comparisons comprised weeks 8 to 24.

Missing Data Thresholds
We established missing data thresholds as follows. Passive data required at least one data point per hour for at least 8 hours per day to be considered available. The total number of available hours per week were calculated, and weeks with at least 50% of available hours were deemed available. Active data were sampled weekly; therefore, active data availability for each participant was defined as the completion of at least one active task that week. The proportion of participants in the study with available data each week has been presented by the dotted line in Figure 2A.
Figure 2. (A) Data availability by type of data. Y-axis 1 shows the percentage of people who contributed data out of the total number of available participants. Participant numbers are plotted against the secondary y-axis. (B) Data availability by passive data stream. This shows the proportion of participants with available data, averaged per week. Data were deemed available if there was at least one data point available per hour on at least 8 hours a day. (C) Data availability by active data. This shows the proportion of participants with at least one active data task completed, averaged per week. IQR: Interquartile range, ACC: accelerometer; BT: Bluetooth.

Qualitative Data
Transcriptions of the recordings of the semistructured interviews were checked for accuracy by a second researcher and analyzed using a deductive approach to thematic analysis, with the iterative categorization technique [30]. The deductive approach was used in favor of an inductive approach, as certain core themes in this field have been previously reported [8,31]. These were used as initial frameworks from which to organize the initial coding, as we anticipated that these concepts would also emerge from the current data, but flexibility was given to reorganize these codes as they applied to the current data.
Overarching themes, such as device engagement and the impact of treatment, were preestablished according to the quantitative objectives of the study.

All quantitative data processing and analyses were performed using R (version 4.0.2, R Core Team), and qualitative data were analyzed using NVivo (released in March 2020, QSR International).

Results

Study Engagement: Recruitment and Attrition

Over 900 people were contacted, and of these, 66 (7.3%) were finally enrolled (Figure 3). Of the 66 enrolled individuals, 40 (61%) completed the study. Sample characteristics are presented in Table 1 and show that our sample was similar in demographic proportions to the total IAPT population in South London in terms of age, gender, ethnicity structures [32], and employment status [33].

Table 2 shows the means, medians, and proportions for those who completed the study versus those who did not on treatment-related variables. A chi-square test of independence was performed to examine the relationship between treatment intensity and attrition. The relationship between these variables was significant: N=66, $\chi^2 = 4.6; P = 0.03$. The participants who received low-intensity treatment were more likely to complete the study than those who received high-intensity treatment.

No significant differences were found between the attrition groups across the sample characteristics of age, gender, ethnicity, educational level, employment status, and previous experience with digital health tools. A Mann-Whitney U test was conducted to determine whether there was a difference in treatment length between the attrition groups. The results indicated a trend toward significance in terms of the difference in treatment length between the groups (W=339.5; $P = 0.05$). A significance threshold of $P < 0.05$ would not regard this observation as evidence for a significant difference in treatment length between completers and noncompleters, where longer treatments would be associated with attrition. These associations cannot be accounted for by symptom severity or overall time in the study, given that study length was not associated with attrition, and the severity of depression or anxiety was associated with neither treatment length nor treatment intensity. $t$ tests (2-tailed) revealed that the severity of anxiety ($t_{56} = -2.80; P = 0.007$), but not depression ($t_{50} = -0.18; P = 0.86$), was associated with attrition such that higher anxiety at baseline was associated with higher attrition levels (Table 2). These associations are mapped in Figure S1 in Multimedia Appendix 1.

Figure 3. Recruitment flowchart.

![Recruitment flowchart](https://mental.jmir.org/2023/1/e42866)
Table 1. Study sample characteristics (N=66).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>34.6 (11.1)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Woman</td>
<td>40 (61)</td>
</tr>
<tr>
<td>Man</td>
<td>23 (35)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>3 (5)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Asian or Asian British</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Black, African, Caribbean, or Black British</td>
<td>11 (17)</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Mixed or multiple ethnic groups</td>
<td>6 (9)</td>
</tr>
<tr>
<td>White British</td>
<td>37 (56)</td>
</tr>
<tr>
<td>White (other)</td>
<td>9 (14)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Secondary education</td>
<td>26 (39)</td>
</tr>
<tr>
<td>Degree-level education or diploma (eg, BSc\textsuperscript{a} and BA\textsuperscript{b})</td>
<td>26 (39)</td>
</tr>
<tr>
<td>Postgraduate degree (eg, MSc\textsuperscript{c}, MA\textsuperscript{d}, and PhD\textsuperscript{e})</td>
<td>14 (21)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Paid employment</td>
<td>42 (64)</td>
</tr>
<tr>
<td>Unpaid employment</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Unemployment</td>
<td>12 (18)</td>
</tr>
<tr>
<td>Furlough</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Student</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Previous experience with digital health tools, n (%)</strong></td>
<td>55 (83)</td>
</tr>
<tr>
<td><strong>Psychiatric comorbidities, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0 (single psychiatric diagnosis)</td>
<td>17 (26)</td>
</tr>
<tr>
<td>1</td>
<td>12 (18)</td>
</tr>
<tr>
<td>≥2</td>
<td>37 (56)</td>
</tr>
<tr>
<td><strong>Therapy intensity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Low intensity</td>
<td>33 (50)</td>
</tr>
<tr>
<td>High intensity</td>
<td>32 (48)</td>
</tr>
<tr>
<td><strong>Treatment data (time in weeks), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Treatment start lag</td>
<td>4.7 (4.7)</td>
</tr>
<tr>
<td>Treatment length\textsuperscript{f}</td>
<td>11.6 (6.5)</td>
</tr>
<tr>
<td>Posttreatment follow-up</td>
<td>14.5 (6.4)</td>
</tr>
<tr>
<td>Total study</td>
<td>29.6 (6.6)</td>
</tr>
<tr>
<td>PHQ-9\textsuperscript{g}</td>
<td>16.7 (5.1)</td>
</tr>
<tr>
<td>GAD-7\textsuperscript{h}</td>
<td>13.3 (4.7)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}BSc: Bachelor of Science.  
\textsuperscript{b}BA: Bachelor of Arts.  
\textsuperscript{c}MSc: Master of Science.
Table 2. Summary statistics and statistical analyses of associations among completion groups, explanatory variables, and covariates.

<table>
<thead>
<tr>
<th></th>
<th>Attrition</th>
<th>Analysis</th>
<th>df</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment intensity (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low intensity</td>
<td>75.76</td>
<td>24.24</td>
<td>Chi-square test</td>
<td>1</td>
<td>4.6</td>
</tr>
<tr>
<td>High intensity</td>
<td>46.88</td>
<td>53.13</td>
<td>_a</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Treatment length (weeks), median (IQR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td>7 (5-12.25)</td>
<td>12 (6-22.25)</td>
<td>Mann-Whitney U test</td>
<td>N/A b</td>
<td>339.5</td>
</tr>
<tr>
<td>Covariates, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety severity c</td>
<td>12.33 (4.66)</td>
<td>15.4 (4.06)</td>
<td>t test</td>
<td>56.28</td>
<td>-2.80</td>
</tr>
<tr>
<td>Depression severity d</td>
<td>16.65 (5.08)</td>
<td>16.88 (5.17)</td>
<td>t test</td>
<td>50.40</td>
<td>-0.18</td>
</tr>
<tr>
<td>Study length (weeks)</td>
<td>29.38 (6.02)</td>
<td>29.92 (7.56)</td>
<td>t test</td>
<td>45.02</td>
<td>-0.31</td>
</tr>
</tbody>
</table>

aNot available.
bN/A: not applicable.
cAnxiety was measured with the Generalized Anxiety Disorder 7-item scale questionnaire.
dDepression was measured using the Patient Health Questionnaire 9-item.

Engagement With RMTs: Data Availability

The four main types of data collected were (1) wearable passive data, (2) smartphone-based passive data, (3) smartphone-based active data, and (4) web-based active data. Figure 2 shows how these data types vary in terms of their availability in the study, where 100% data completion would mean that the participants supplied, on average, 100% of the data that week. The data availability for smartphone-based passive data was between 20% and 40% for the duration of the study. Fitbit-based passive data and both active data streams had a similar proportion of data availability, but the rate of decline was lower for wearable passive data than for active data. To describe the missing data patterns across the passive data streams, the proportion of participants who provided sensor data for at least 8 hours is plotted in Figure 2B. There was no established threshold for the minimum acceptable quantity of passive data necessary to perform an analysis of these data. Therefore, we established a limit of 8 hours per day as an acceptable threshold for missing data, as the main daily activities, such as work and sleep, can be broken down into 8-hour cycles. GPS location was the passive data stream most vulnerable to missing data, followed by Bluetooth (Figure 2B). The active data stream most vulnerable to missing data for the first 10 weeks was speech and the THINC-it cognitive task thereafter (Figure 2C).

To study whether being in treatment affected data availability, the amount of data contributed by the participants who were actively receiving treatment was compared with that contributed by those who were in either pretreatment (on the waiting list) or posttreatment. Logistic regression, adjusted for time in weeks, revealed minor effects of treatment status on data availability. Significant differences in data availability were found for active smartphone and passive wearable data. When comparing those in treatment with those in pretreatment (Table 3), we found that the odds of those in treatment having active app smartphone were 2.54 times that of those on the waiting list having active app data, regardless of the time in the study. Conversely, there was a 54% decrease in the odds of contributing Fitbit data for those in treatment compared with those in pretreatment. In summary, more clinical questionnaires were completed while in treatment than while on the waiting list, but more Fitbit data were available while on the waiting list than during treatment.
Table 3. Odds ratios (ORs) for data availability in treatment as compared with that in pretreatment for overlapping weeks, adjusting for time (in weeks), age, and gender. A positive absolute difference in ORs show that those in treatment had more data availability.

<table>
<thead>
<tr>
<th>Data streams</th>
<th>Treatment versus pretreatment (weeks 3-8)*</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Active</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web based</td>
<td>−4.40</td>
<td>0.89 (0.44-1.79)</td>
<td>.76</td>
</tr>
<tr>
<td>Smartphone</td>
<td>+9.24</td>
<td>2.34 (1.16-4.78)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Passive</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wearable</td>
<td>−9.94</td>
<td>0.46 (0.21-0.95)</td>
<td>.04</td>
</tr>
<tr>
<td>Smartphone</td>
<td>−6.31</td>
<td>0.72 (0.44-1.16)</td>
<td>.17</td>
</tr>
</tbody>
</table>

*aWeeks 3 to 8 when n for all groups was <10.

*bThe absolute difference in available data (as a %) between treatment and pretreatment conditions. That is, there was 9.24% more smartphone data during treatment versus pretreatment.

Qualitative Evaluation

A total of 4 major themes related to the study aims were developed from the 20 semistructured interviews, as shown in Figure 4. Quotes associated with each subtheme can be found in Table S2 in Multimedia Appendix 1, and quantified participant responses are described in Figure S2.

The first major theme was the general participation experience. Protocol-related subthemes revolve around the idea that having a good relationship with the study team improves their general experience. A strong motivator of engagement was knowing that they were contributing to research, but experience was dampened by tedious study procedures in the form of repetitive and high-frequency questionnaires. Given the differences in preferences over when to receive feedback, how to receive feedback, and how much feedback to receive regarding the participants’ measured mood and behavior, it was thought that the flexibility to control these would have improved the experience.

The level of engagement with the apps and devices was affected by physical discomfort of wearing a Fitbit; technology-related issues, which relate to any technical challenges, such as battery issues and measurement accuracy; and the tasks themselves, specifically their complexity and enjoyability, which added burden or ease to their engagement.

Figure 4. Four major themes were developed from the interviews; each subpanel shows the numbered minor themes and subthemes.

<table>
<thead>
<tr>
<th>General experience of participating in the study</th>
<th>Engagement barriers and facilitators</th>
<th>Interplay with mental health</th>
<th>Interplay with treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Protocol related</td>
<td>1. Physical discomfort</td>
<td>1. Mental health affects engagement</td>
<td>1. Importance of cohesion with treatment schedules</td>
</tr>
<tr>
<td>a) Relationship with the study team</td>
<td>2. Technology related</td>
<td>a) Added pressure if already anxious</td>
<td>2. Lack of interest in study after treatment</td>
</tr>
<tr>
<td>b) Value contributing to research</td>
<td></td>
<td>b) Avoided self-assessment when unwell</td>
<td>3. Increased burden during treatment</td>
</tr>
<tr>
<td>c) Tedium study procedures</td>
<td></td>
<td>c) Self-assessment unnecessary when well</td>
<td>4. Improved perceived effectiveness</td>
</tr>
<tr>
<td>d) Questionnaire frequency</td>
<td></td>
<td>2. Engagement affects mental health</td>
<td>a) Increases accountability</td>
</tr>
<tr>
<td>2. Convenience</td>
<td></td>
<td>a) Wearable encourages physical activity</td>
<td>b) Helps with homework</td>
</tr>
<tr>
<td>a) Additional functionality of device</td>
<td></td>
<td>b) Increased insight</td>
<td>c) Helps conversation with therapist</td>
</tr>
<tr>
<td>b) Cohesion with daily life</td>
<td></td>
<td>c) Engagement on mental health</td>
<td></td>
</tr>
<tr>
<td>3. Ability to control feedback</td>
<td></td>
<td>d) Encouragement from meeting targets</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>e) Guilt if low engagement or no improvement</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>f) Over-monitoring</td>
<td></td>
</tr>
</tbody>
</table>
The interplay between mental health and engagement was found to be bidirectional. For example, when participants were unwell, some reported avoiding the self-reflection required by the questionnaires, whereas others experienced this only when feeling well. On the one hand, some reported an improvement through the encouragement of health-promoting behaviors, whereas others experienced guilt or anxiety from obsessing over data, especially if no improvement was apparent.

As for the interplay between treatment and device engagement, the participants felt that the study had to integrate well with their treatment schedules. Treatment milestones were found to affect engagement with the study, with some people losing interest after therapy and others finding it harder to remain engaged with the increased burden of treatment. RMTs were seen to promote treatment effectiveness by increasing accountability with the therapist, providing targets to complete homework, and helping therapeutic conversations. The following section draws upon these results to aid the interpretation of engagement patterns.

Discussion

Principal Findings

We evaluated the feasibility of using both active and passive data collection methods in the psychological treatment for depression. We examined recruitment, engagement with the study protocol through attrition, and engagement with the technology through patterns of missing data. We then used qualitative interviews to help interpret the feasibility data and gain insight into such data patterns.

Study Engagement: Recruitment and Attrition

Recruitment rates were low in proportion to the number of people initially contacted, which is in line with previous depression studies that found recruitment challenging, with large variations in success rates [34]. Digital health studies present potential participants with additional concerns, including unfamiliarity with technology and privacy misgivings [31], which may have contributed to low uptake. Remote sensing studies tend to show a higher recruitment uptake than this study, for example, the study by Matcham et al [15], a discrepancy that could be largely explained by the exclusion of iPhone (Apple Inc) users and requirement to time recruitment with the start of treatment. Importantly, the similarity of our sample to the target population in key demographic aspects provides some reassurance that uptake was equitable across the main sample characteristics.

A retention of 60% after 7 months is markedly lower than the 94% retention after a 9-month follow-up in a sample at different stages of recurrent major depressive disorder [15], yet it is higher than the 50% retention after 15 days in a self-referral study with little researcher contact [13] and the 53% retention in studies on psychotherapy treatments [35]. Some of the key differences between these studies that can help explain the differences in engagement rates stem from the context in which the studies were carried out, participant burden, and questionnaire frequency, the latter 2 being subthemes emerging from our interviews.

We also found that treatment length and intensity affected attrition, as did higher baseline anxiety, with longer and more intense treatment being associated with early disengagement. In line with the finding from the participant interviews that participation burden increases during treatment, our quantitative analysis found that treatment characteristics and symptom severity influence retention. This could be partly because of the competing cognitive resources between engagement with RMT and treatment tasks, as described in the interviews. For example, other studies have found that constant feedback from health devices may worsen health anxieties [8], which may disproportionately impact those with higher anxiety compared with those with depression.

The main implications for engagement with the study protocol relate to scalability, generalizability, and digital divide. On the one hand, slow recruitment may reflect a low readiness among patients to sign up for remote monitoring within health care services, with implications for increased scale-up costs and staff training. Higher attrition in people with clinical and treatment-related complexities may result in them deriving fewer benefits from the implementation of RMTs than their counterparts. In addition, studies using these samples may have a higher risk of attrition bias than those on less complex treatments. This limitation to the generalizability of research findings owing to bias would, therefore, disproportionately affect those with more complex needs, widening the digital divide.

Engagement With RMTs: Data Availability

The availability of data from the wearables and active questionnaires showed a similar pattern of decline over time. By contrast, smartphone-based passive data showed a low but stable data pattern. Some data streams, such as GPS and Bluetooth for passive data and speech and cognitive tests for active data, are more likely to be incomplete.

Some forms of data collection place a greater burden on the user than others. Therefore, it was expected that active data collection forms that have the highest participant burden would have a faster pace of decline as a function of time and cause study fatigue [36]. Therefore, it was unsurprising that the active data streams that contributed the fewest data points were speech and cognitive tasks, which were lengthier and, according to our interviews, more cognitively demanding. Although wearables require very little engagement, they still involve some level of action: they must be worn, charged, and synchronized. According to the participant interviews, 50% of those interviewed chose not to wear the Fitbit because of comfort and privacy issues, among other reasons. By contrast, passive apps are unobtrusive in their data collection, as they do not require a regular smartphone user to deviate from their usual behavior, and, therefore, produced a more stable pattern of data availability, which seemed to be less affected by study burden.

The passive data streams most vulnerable to missing data were the GPS and Bluetooth sensors. However, other passive sensing studies on mental health have found the opposite pattern, with more data being available from GPS than from accelerometers [15,20,37]. Sensor noncollection can occur for multiple reasons, including participants turning off the data permissions or the sensor itself. GPS and Bluetooth are sensors that can be easily...
switched off from a smartphone’s main setting page and may be seen as more intrusive forms of monitoring. This was supported by the finding that 35% of those interviewed felt “monitored” by the apps and the recurrence of “privacy” as a theme in RMT research for health care [38].

When comparing the participants in treatment with those on the waiting list, there was an increased completion of active tasks during therapy. In the current sample, the participants expressed the benefits of having a cohesive experience with RMTs and treatment such that completing active tasks during treatment helped with homework, promoted working on their mental health, and sparked conversations with their therapist. The literature on self-management in digital health shows that, despite the potential for added burden, there is a disposition for symptom tracking during treatment [39]. Conversely, people in treatment had less Fitbit wear time than those on the waiting list. The increased self-awareness that comes from tracking health with the Fitbit can be demotivating if there are no evident improvements in health outcomes such as sleep and physical activity [8], which might increase the likelihood of participants removing the device to avoid feelings of guilt and internal pressure [40].

The implications for engagement with RMTs relate to the integrity of the data collected and the differing acceptability thresholds for different devices. Low data availability means that the features derived from passive data may lack accuracy and could lead to false interpretations; however, even from the same device, different sensors contribute different amounts of data. Given that multiple sensor combinations are used to infer different aspects of behavior, accurate feature construction may require longer data collection windows for certain sensors depending on their target behavior. Although data imputation methods may help address some of these issues, increasing data availability using engagement strategies is likely to yield more accurate results. Several suggestions have been proposed by Currey and Torous [20], including overcoming the tendency of smartphones to halt data collection when apps are idle by including active components in passive apps.

Additionally, if different devices (eg, smartphones vs wearables) produce different levels of data availability, this may have implications for the appropriateness of their use, depending on the purpose and length of data collection. Smartphone-based data collection for long-term monitoring is only appropriate if the resources are available to support increased data availability strategies; otherwise, the amount of data may be too scarce to be informative. If such strategies are in place, smartphone-based data, despite having a lesser overall amount, may be a more suitable option than wearables for long-term monitoring since wearables initially provide more data, but that amount gradually decreases over time. This study demonstrated wearables to be a feasible method for collecting activity and sleep data, 2 core items in psychotherapy for depression, for at least 32 consecutive weeks, before data availability falls below the 40% mark. Therefore, this method may be superior to smartphone-based data in a naturalistic context involving relatively longer-term treatments. However, it is important to consider strategies to increase user engagement with technology that take a patient-centered approach, including selecting measures that are meaningful to patients [41].

**Limitations and Future Directions**

This was a longitudinal cohort study, so the comparison groups of treatment versus nontreatment differed in more ways than only the exposure to treatment and different treatment intensities. The participants in the treatment group were compared with those in the same week of the study but who had yet to start treatment; delayed treatment start was related to treatment intensity, clinical risk, catchment area for the health care center, and symptom severity. Despite our efforts to account for these variables in the analysis, there is a possibility of residual confounders. Future studies could quantify the components of treatment that are related to poorer engagement.

Engagement with RMTs is broadly defined as data availability, which assumes that the occurrence of missing data is because of the participants deliberately disengaging. However, despite presenting some evidence of personal and clinical characteristics related to data availability, missing data can also be completely missing at random because of software errors. These factors may affect data streams differently based on technical factors. Future research could determine the nature of missingness by mapping technical issues to missing data.

There is no standard method to establish a threshold for “missing data.” In this study, we justify a minimum of 8 hours of passive data and at least one active task completed; however, other studies (eg, the study by Matcham et al [15]) considered data availability as a single point of data per hour. It is critical to understand how much missing data are admissible before the integrity of the data is affected so that there can be an accurate characterization of the behavior. A single point of active data may describe a symptom experience for the previous 2 weeks, whereas a single passive data point covers a second’s worth of activity. Therefore, rates of missingness need to be interpreted with this relativity in mind, and future studies should work toward establishing acceptable thresholds for data availability for each behavioral feature under study.

This study has shown engagement differences between data collection types and a difference in engagement between those in treatment and those on the waiting list; however, despite the statistical significance, future work should attempt to establish whether these differences are clinically meaningful.

Finally, the COVID-19 pandemic has given rise to a rapid adoption of technology, especially in the health care sector [42]. This is likely to have had an impact on people’s attitudes toward digital tools for health monitoring and, consequently, engagement with RMTs. As a result, this study may have picked up on higher technology acceptance, or conversely, technology fatigue, as a factor of time.

**Conclusions**

We investigated the feasibility of remote collection methods in the psychological treatment for depression and reported the extent to which it was feasible to collect active and passive data via RMTs in a population with depression within a health care setting. Uptake was low but equal across the main demographic
categories and, therefore, broadly representative of the target population. Retention in our study was low, but comparable with retention rates in psychological therapy [35]. Treatment characteristics such as length and intensity were associated with attrition, as was higher baseline anxiety, suggesting that patients undergoing more complex treatment may perceive fewer benefits from long-term remote monitoring. In addition, different data streams showed different levels of missing data despite being gathered from the same device, implying that different sensors may require different data collection protocols to ensure sufficient data for accurate feature construction. Being in treatment also affected RMT engagement in different ways, depending on the device, with Fitbit contributing less data during treatment but active tasks being completed more often. Future work should establish acceptable thresholds for data availability for different sensors and devices to ensure a minimum requirement for the integrity of RMT data and investigate which aspects of treatment are related to poorer engagement. Finally, successful implementation of RMTs requires more than the user engagement measures presented in this study; however, adopting these user engagement measures is a key first step.
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Abstract

Background: Loneliness is commonly reported by young people and has been shown to contribute to the rapid onset and escalation of depression and suicidal ideation during adolescence. Lonely people may also be particularly susceptible to disengaging from treatment early given the likelihood of their more complex clinical profiles leading to cognitive fatigue. While a smartphone intervention (LifeBuoy) has been shown to effectively reduce suicidal ideation in young adults, poor engagement is a well-documented issue for this therapeutic modality and has been shown to result in poorer treatment outcomes.

Objective: This study aims to determine whether loneliness affects how young people experiencing suicidal ideation engage with and benefit from a therapeutic smartphone intervention (LifeBuoy).

Methods: A total of 455 community-based Australian young adults (aged 18-25 years) experiencing recent suicidal ideation were randomized to use a dialectical behavioral therapy–based smartphone intervention (LifeBuoy) or an attention-matched control app (LifeBuoy-C) for 6 weeks. Participants completed measures of suicidal ideation, depression, anxiety, and loneliness at baseline (T0), post intervention (T1), and 3 months post intervention (T2). Piecewise linear mixed models were used to examine whether loneliness levels moderated the effect of LifeBuoy and LifeBuoy-C on suicidal ideation and depression across time (T0 to T1; T1 to T2). This statistical method was then used to examine whether app engagement (number of modules completed) influenced the relationship between baseline loneliness and suicidal ideation and depression across time.

Results: Loneliness was positively associated with higher levels of overall suicidal ideation ($B=0.75, 95\% \text{ CI} 0.08-1.42; P=.03$) and depression ($B=0.88, 95\% \text{ CI} 0.45-1.32; P<.001$), regardless of time point or allocated condition. However, loneliness did not affect suicidal ideation scores across time (time 1: $B=1.10, 95\% \text{ CI} –0.25$ to 2.46; $P=.11$; time 2: $B=0.43, 95\% \text{ CI} –1.25$ to 2.12; $P=.61$) and depression scores across time (time 1: $B=0.00, 95\% \text{ CI} –0.67$ to 0.66; $P=.99$; time 2: $B=0.41, 95\% \text{ CI} –0.37$ to 1.18; $P=.30$) in either condition. Similarly, engagement with the LifeBuoy app was not found to moderate the impact of loneliness on suicidal ideation ($B=0.00, 95\% \text{ CI} –0.17$ to 0.18; $P=.98$) or depression ($B=–0.08, 95\% \text{ CI} –0.19$ to 0.03; $P=.14$).

Conclusions: Loneliness was not found to affect young adults’ engagement with a smartphone intervention (LifeBuoy) nor any clinical benefits derived from the intervention. LifeBuoy, in its current form, can effectively engage and treat individuals regardless of how lonely they may be.

Trial Registration: Australian New Zealand Clinical Trials Registry ACTRN12619001671156; https://tinyurl.com/yvpvn5n8

International Registered Report Identifier (IRRID): RR2-10.2196/23655
Introduction

Suicidal ideation is a serious condition affecting approximately 11% of all young people [1,2] and has been shown to increase the risk of suicide attempt and suicide death approximately 2-fold [2-4]. Understanding which young people have an elevated risk of ideation is critical to improving early detection and shaping early intervention initiatives that can effectively prevent premature mortality in young people. There are many reasons why young people may experience suicidal ideation, including mood and affective disorders [5], trauma [6], and relationship issues [7], among other factors. One condition that has not received much attention in understanding suicidal trajectories is loneliness, which is a common manifestation of and highly comorbid with complex mental health and trauma experiences [5,6,8,9].

Loneliness has been defined as the unpleasant subjective experience of feeling isolated when a discrepancy exists between the actual and the desired levels of interpersonal relationships [10]. Research has found that loneliness is more prevalent in adolescents and young adults than in working-aged adults [11] and that it can contribute to the rapid onset and escalation of depression [8,9] and suicidal ideation [11,12] during adolescence. Findings from The Young Australian Loneliness Survey [13] found that one-quarter of young people surveyed (ages 12-25 years) reported clinically significant levels of loneliness, and young adults in particular (ages 18-25 years) were lonelier than adolescents (ages 12-17 years). These findings suggest that loneliness may be developmentally important to the onset and escalation of suicidal ideation in young people. Accordingly, further confirmatory research to establish the impacts of loneliness on young people’s mental health is warranted.

Recent research examining the social and health impacts of the COVID-19 pandemic suggests there is a growing epidemic of loneliness among young people [14]. Many public health measures implemented to contain the pandemic enforced physical isolation from friends and family, and may have led to disproportionate negative mental health effects for young people [15-17], as social connections with peers play a vital role in their healthy development [18]. For example, there is evidence of worsening rates of depression [19] and marked increases in hospital presentations for suicidal ideation and self-harm [20] among young people since the onset of the pandemic. There are, however, major gaps in our understanding of how loneliness may be contributing to these trends, particularly how it may have impacted help-seeking behaviors for mental health issues [21]. Though limited, there is some evidence that more severe loneliness is associated with greater external or professional help-seeking, driven by a diminished perception of being able to self-manage mental health symptoms [21,22]. Related to these knowledge gaps on links between loneliness and help-seeking, there is a dearth of research examining how loneliness may affect how young people interact with, and benefit from, help they do access given potential comorbidities with complex psychopathology [10,11]. Specifically, there is no research yet on this issue in relation to digital interventions for mental health, which increased in availability during the pandemic when face-to-face services were limited [23].

Meta-analytic research on the effectiveness of self-guided digital health interventions for suicide prevention shows that these digital tools can help to reduce the severity of suicidal ideation [24-27], and there is also evidence that the level of engagement with digital health interventions is a significant positive moderator of clinical benefit [28,29]. However, issues of poor engagement with digital health interventions are well documented, with an average of 70% of users not completing all treatment modules [28], yet reasons for poor engagement are not fully understood. The few research studies that have investigated predictors of engagement have focused on the intervention itself (eg, desirable content or interface [30-32]) rather than on user characteristics. Attrition data from clinical trials have noted higher dropout rates among individuals with more clinically severe profiles (eg, severe depression) due to the psychological effort required to attain treatment goals [29,33]. Given that loneliness is a significant and independent risk factor for complex psychopathology, including depression and suicidal ideation [8,9,11,12,34-36], lonely people may be particularly susceptible to disengaging from treatment early. Establishing what role loneliness plays in how young people engage with and subsequently benefit from digital health interventions will help to advance current understandings of whether specific strategies are needed to support adherence, which is particularly relevant to ensuring supports are being accessed optimally during periods of heightened loneliness and mental ill health, such as health epidemics or pandemics.

This study presents a secondary and post hoc exploratory analysis of data from a randomized controlled trial that tested the efficacy of a therapeutic smartphone intervention (LifeBuoy) against an attention-matched placebo control app in supporting young adults to self-manage suicidal ideation. The trial took place during the COVID-19 pandemic. The main analyses showed that LifeBuoy was associated with significant reductions against an attention-matched placebo control app in supporting young adults in both the intervention and control conditions compared to the control group [25]; however, a better understanding of the fundamental person-specific characteristics that may influence outcomes will help inform who self-guided digital health interventions should be targeted to:

- **Aim 1:** Determine whether baseline loneliness severity moderates change in suicidal ideation and depression scores across time among young adults in both the intervention and control conditions
- **Aim 2:** Examine whether engagement with LifeBuoy (defined as the number of modules completed) moderates
the impact of loneliness on suicidal ideation and depression in the treatment (exposure) condition

Methods
This paper is a secondary analysis of a clinical trial of the LifeBuoy smartphone intervention, with the full trial details, safety protocols [37], and main outcomes reported elsewhere [25]. The trial protocol was prospectively registered on the Australian New Zealand Clinical Trials Registry (ACTRN12619001671156) and has also been published elsewhere [37]; the LifeBuoy intervention was registered with the Therapeutic Goods Administration Clinical Trial Notification scheme (CT-2020-CTN-00256-1-v1).

Ethics Approval
Ethics approval for this study was obtained from the University of New South Wales Human Research Ethics Committee (HC190764). All procedures performed in the study involving human participants were in accordance with the ethical standards of the institutional or national research committee and with the 1964 Helsinki Declaration and its later amendments or comparable ethical standards. As such, informed consent to participate was obtained from all participants prior to data collection.

Participants and Recruitment
The study was a 2-arm parallel, double-blind, randomized controlled trial conducted at the Black Dog Institute (BDI), Australia. Participants were recruited from the community via targeted advertisements posted on Facebook between May 11 and May 22, 2020 (Multimedia Appendix 1). Eligibility criteria were as follows: aged between 18 and 25 years, fluent in English, own and have access to a smartphone, currently residing in Australia, and having experienced suicidal thoughts in the past 12 months. Participants were excluded if they reported being diagnosed with a psychotic disorder ever or had attempted suicide in the 1 month prior to trial registration due to safety considerations. Participants undergoing other mental health treatments were not excluded from the trial. The study was approved by the University of New South Wales Human Research Ethics Committee (HC190764) and required written opt-in consent from participants.

Procedure
After completing the baseline survey, participants were assigned randomly (2:2) to the intervention or control condition within a block design (four per block). Randomization was performed using a computer-generated algorithm integrated into BDI’s digital trial management platform. All study participants and investigators were masked from condition assignment until the completion of the final survey.

The trial was run online using this trial management platform, which also supported the recruitment portal, including online consent, screening, registration, data collection, and access to the apps (see [25] for full details). Participants were required to complete these closed (password-protected) surveys within 7 days at baseline (T0, day 0), post intervention (T1, day 43), and 3 months post intervention (T2, day 132). After completing the baseline assessment, participants were sent a link (via email and SMS text message) to download the free app randomly allocated to them and informed that they had 6 weeks to access this app. No reminders/prompts or support were provided to use the apps.

Intervention
LifeBuoy is a brief self-guided smartphone intervention consisting of seven models grounded in dialectical behavior therapy and acceptance and commitment therapy. Each module takes approximately 5 minutes to complete, and participants had the opportunity to return to them as frequently as needed over the course of 6 weeks. Participants were required to complete each module sequentially before moving on to the next. Each module introduced and practiced knowledge and skills relating to distress tolerance, emotional regulation, and goal setting through interactive learning exercises. A detailed description of LifeBuoy has been published elsewhere along with screenshots of the app [25].

Control
A matched-attention placebo app (LifeBuoy-C) was developed for the control condition (details published elsewhere) [25]. LifeBuoy-C provided generalized mental health information in a similar format and time expectancy to the intervention app to control for potential digital placebo effects [38]. LifeBuoy-C mirrored the module structure, user interface, and graphic design of LifeBuoy but contained no therapeutic content.

Measures
Suicidal Ideation (Primary Outcome)
Suicidal ideation was measured using the Suicidal Ideation Attributes Scale (SIDAS) [39]. The SIDAS comprises five items rated on an 11-point scale that assess the frequency, severity, impact, and controllability of suicidal ideation. Total scores range from 0 to 50, with higher scores signifying more severe suicidal ideation. Scores ≥21 indicate a high risk for suicidal behavior. The scale has demonstrated acceptable internal consistency (Cronbach α=.91) [39].

Loneliness
Loneliness was measured using the Three-Item Loneliness Scale (TILS) [40], which assesses social exclusion, lack of companionship, and social isolation. The TILS is based on the University of California, Los Angeles Loneliness Scale [40] and has demonstrated good internal consistency (Cronbach α=.72) [40]. Items are rated on a 3-point Likert scale from hardly ever (1) to often (3), with a higher combined score (ranging from 3 to 9) indicating greater loneliness.

Depression
Depression was measured using the Patient Health Questionnaire (PHQ-9). The PHQ-9 assesses the nine diagnostic criteria of depression from the Diagnostic and Statistical Manual of Mental Disorders (Fourth Edition) [41]. Respondents rate their responses on a 4-point Likert scale that ranges from not at all (0) to nearly every day (3). Total scores range from 0 to 27, with higher scores indicating greater depression severity. The scale has demonstrated good internal consistency (α>.80) [42].
**App Engagement**

The Life Buoy app recorded details about the number of modules completed and automatically uploaded this data to central servers. Module completion was recorded at the time of baseline (T0) and at the postintervention (T1) and 3-month postintervention follow-up (T2).

**Statistical Analysis**

To determine whether the loneliness levels of participants at baseline moderated the effect of the Life Buoy and Life Buoy-C apps on suicidal ideation (SIDAS) and depressive symptoms (PHQ-9) across time (T0 to T1; T1 to T2), piecewise linear mixed models for repeated measures analyses were used. Thus, loneliness (TILS), two time variables reflecting T0 to T1 and T1 to T2, condition (Life Buoy, Life Buoy-C), and relevant interaction terms between these variables were specified as fixed effects in models, along with an intercept as a random effect. An identity covariance matrix was used, and degrees of freedom were estimated using Satterthwaite’s method. The linear mixed model approach can include all participants in the analyses, even those with missing follow-up data points, under the missing-at-random assumption, and therefore accords with the intention-to-treat principle.

To examine within the Life Buoy condition whether app engagement affected the relationship between loneliness and each of the key outcomes (suicidal ideation, depression), piecewise linear mixed models for repeated measures analyses were conducted similar to the above approach described. In this case, app engagement (the number of modules completed), loneliness (TILS), two time variables reflecting T0 to T1 and T1 to T2, and relevant interaction terms between these variables were specified as fixed effects in models, along with an intercept as a random effect. Broader engagement data (number of modules completed by condition and median time spent in the app by condition) has been reported elsewhere [25]. Safety data and harms have also been reported elsewhere [24].

For all analyses, P values ≤.05 were considered significant. For all linear mixed models examined, residual plots indicated no distinct patterns, and the distribution of residuals in histograms approximated normality, indicating model assumptions were met. SPSS 25.0 (IBM Corp) was used for all analyses. Attrition analyses were conducted and reported elsewhere [25].

**Results**

**User Statistics**

In total, 455 young adults completed the baseline survey and were randomized to either the intervention condition (n=228) or the control condition (n=227). No participants formally withdrew or were excluded from the study. Demographic and clinical profiles of the total sample are described elsewhere, along with a CONSORT (Consolidated Standards for Reporting Trials) trial flow diagram [25]. The mean loneliness score at baseline was 7.17 (SD 1.83), with no significant differences between the intervention and control conditions (7.19 vs 7.16; F=0.89; t_{453}=0.16; P=.44). The mean SIDAS score was 22.61 (SD 8.18), which indicates clinically relevant levels of suicidal ideation (scores ≥21), with 136 (59.6%) participants in the intervention condition and 129 (57.1%) participants in the control condition meeting this criterion. The mean PHQ-9 score was 17.15 (SD 5.64), indicating that the sample, on average, met the clinical threshold for moderate-severe depression (scores ≥15). A total of 152 (66.7%) participants in the intervention condition and 156 (69.3%) participants in the control condition met the moderate-severe depression threshold. There were 202 (90.2%) participants in the intervention condition and 199 (88.4%) participants in the control condition who endorsed ever receiving mental health treatment. In the intervention condition, there was no significant difference in the number of modules completed between those who have (mean 6.80, SD 4.41) and have not (mean 6.77, SD 2.84) ever received mental health treatment (F_{1,225}<1; P=.98). In the control condition, there was no significant difference in the number of modules completed between those who have (mean 6.84, SD 4.96) and have not (mean 5.81, SD 3.82) ever received mental health treatment (F_{1,225}=1.04; P=.31).

In the intervention condition, there was a significant positive correlation between baseline loneliness and PHQ-9 scores (r=0.32; P<.001) but not between loneliness and SIDAS scores (r=–0.03; P=.67). In the control condition, significant positive correlations were observed between baseline loneliness and SIDAS scores (r=0.16; P=.02) and loneliness and PHQ-9 scores (r=0.27; P<.001).

**Loneliness at T0 as a Moderator of the Effect of Life Buoy and Life Buoy-C on Suicidal Thinking and Depression**

For the model with suicidal thinking (SIDAS) as the dependent variable (Table 1), there was a significant main effect of loneliness (P=.03), indicating that higher levels of loneliness were positively associated with higher levels of suicidal thinking overall, irrespective of condition or time point. There was also a significant time 1 × condition interaction (P=.02), as expected given the primary outcomes analyses previously reported [25] reflecting a nonsignificant change in suicidal thinking in the Life Buoy-C condition (B=–3.23, 95% CI –10.48 to 4.01; z=–0.87; P=.38; d=–0.38) but a significant decrease in suicidal thinking in the Life Buoy condition (B=–7.84, 95% CI –14.76 to –0.92; z=–2.22; P=.03; d=–1.00), resulting in a between condition effect size (d=0.42) at T1. There were no other significant effects. For the model with depression (PHQ-9) as the dependent variable (Table 1), there was a significant main effect of loneliness (P<.001), indicating that higher levels of loneliness were positively associated with higher levels of depression overall, irrespective of condition or time point. There were no other significant effects.
App Engagement as a Moderator of Loneliness’ Relationship With Suicidal Thinking and Depression in the LifeBuoy Condition

Among the LifeBuoy condition (n=228), the mean number of app modules completed was 6.84 (SD 4.27), and loneliness scores at baseline were not significantly correlated with module completion (r=0.05; P=.42). In examining whether loneliness moderated the relationship between the number of LifeBuoy modules completed and clinical benefits, there were no significant effects in the model with suicidal thinking (SIDAS) as the dependent variable (Table 2). For the model with depression (PHQ-9) as the dependent variable (Table 2), there was only a significant main effect of loneliness (P<.001), indicating that higher levels of loneliness were positively associated with higher levels of depression overall, irrespective of time point or engagement.

### Table 1. Loneliness as a moderator of the effect of LifeBuoy and LifeBuoy-C on the SIDAS and PHQ-9.

<table>
<thead>
<tr>
<th></th>
<th>DV^a: SIDAS^b</th>
<th></th>
<th>DV: PHQ-9^c</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (95% CI)</td>
<td>P value</td>
<td>B (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Intercept</td>
<td>16.98 (12.03 to 21.94)</td>
<td>&lt;.001</td>
<td>10.86 (7.66 to 14.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time 1^d</td>
<td>−0.75 (−8.01 to 6.51)</td>
<td>.84</td>
<td>−2.01 (−5.62 to 1.59)</td>
<td>.27</td>
</tr>
<tr>
<td>Time 2^e</td>
<td>1.15 (−8.01 to 10.32)</td>
<td>.80</td>
<td>2.19 (−1.90 to 6.27)</td>
<td>.29</td>
</tr>
<tr>
<td>Condition</td>
<td>6.71 (−0.05 to 13.48)</td>
<td>.05</td>
<td>−0.53 (−4.88 to 3.82)</td>
<td>.81</td>
</tr>
<tr>
<td>Loneliness</td>
<td>0.75 (0.08 to 1.42)</td>
<td>.03^f</td>
<td>0.88 (0.45 to 1.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time 1 × condition</td>
<td>−12.52 (−22.56 to −2.49)</td>
<td>.02</td>
<td>−0.92 (−5.87 to 4.02)</td>
<td>.71</td>
</tr>
<tr>
<td>Time 2 × condition</td>
<td>−2.35 (−14.96 to 10.26)</td>
<td>.71</td>
<td>−1.57 (−7.30 to 4.15)</td>
<td>.59</td>
</tr>
<tr>
<td>Time 1 × loneliness</td>
<td>−0.35 (−1.33 to 0.63)</td>
<td>.49</td>
<td>−0.14 (−0.62 to 0.34)</td>
<td>.57</td>
</tr>
<tr>
<td>Time 2 × loneliness</td>
<td>−0.36 (−1.59 to 0.87)</td>
<td>.57</td>
<td>−0.32 (−0.87 to 0.23)</td>
<td>.25</td>
</tr>
<tr>
<td>Condition × loneliness</td>
<td>−0.87 (−1.78 to 0.05)</td>
<td>.06</td>
<td>0.06 (−0.53 to 0.64)</td>
<td>.85</td>
</tr>
<tr>
<td>Time 1 × condition × loneliness</td>
<td>1.10 (−0.25 to 2.46)</td>
<td>.11</td>
<td>0.00 (−0.67 to 0.66)</td>
<td>.99</td>
</tr>
<tr>
<td>Time 2 × condition × loneliness</td>
<td>0.43 (−1.25 to 2.12)</td>
<td>.61</td>
<td>0.41 (−0.37 to 1.18)</td>
<td>.30</td>
</tr>
</tbody>
</table>

^aDV: dependent variable.
^bSIDAS: Suicidal Ideation Attributes Scale.
^cPHQ-9: Patient Health Questionnaire.
^dTime 1: postintervention.
^eTime 2: 3-month follow-up.
^fItalicized P values denote statistical significance.
Table 2. App engagement as a moderator of loneliness’ relationship with the SIDAS and PHQ-9 in the LifeBuoy condition.

<table>
<thead>
<tr>
<th></th>
<th>DV(^a): SIDAS(^b)</th>
<th>DV: PHQ-9(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(B) (95% CI)</td>
<td>(P) value</td>
</tr>
<tr>
<td>Intercept</td>
<td>23.50 (13.48 to 33.52)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time 1(^d)</td>
<td>–13.81 (–30.82 to 3.20)</td>
<td>.11</td>
</tr>
<tr>
<td>Time 2(^e)</td>
<td>–10.00 (–32.45 to 12.45)</td>
<td>.38</td>
</tr>
<tr>
<td>Loneliness</td>
<td>–0.13 (–1.46 to 1.19)</td>
<td>.84</td>
</tr>
<tr>
<td>Modules</td>
<td>0.03 (–1.32 to 1.39)</td>
<td>.96</td>
</tr>
<tr>
<td>Time 1 x loneliness</td>
<td>0.83 (–1.37 to 3.02)</td>
<td>.46</td>
</tr>
<tr>
<td>Time 2 x loneliness</td>
<td>1.02 (–1.88 to 3.92)</td>
<td>.49</td>
</tr>
<tr>
<td>Time 1 x modules</td>
<td>0.08 (–2.17 to 2.33)</td>
<td>.94</td>
</tr>
<tr>
<td>Time 2 x modules</td>
<td>1.22 (–1.70 to 4.14)</td>
<td>.41</td>
</tr>
<tr>
<td>Loneliness x modules</td>
<td>0.00 (–0.17 to 0.18)</td>
<td>.99</td>
</tr>
<tr>
<td>Time 1 x loneliness x modules</td>
<td>–0.01 (–0.30 to 0.28)</td>
<td>.94</td>
</tr>
<tr>
<td>Time 2 x loneliness x modules</td>
<td>–0.13 (–0.51 to 0.25)</td>
<td>.50</td>
</tr>
</tbody>
</table>

\(^a\)DV: dependent variable.
\(^b\)SIDAS: Suicidal Ideation Attributes Scale.
\(^c\)PHQ-9: Patient Health Questionnaire.
\(^d\)Time 1: postintervention.
\(^e\)Time 2: 3-month follow-up.

Discussion

Principal Findings

This study investigated whether loneliness played a role in moderating the efficacy of and engagement with a therapeutic smartphone intervention designed to help young people manage suicidal ideation. Baseline loneliness scores were not found to significantly moderate changes in suicidal ideation or depression severity post intervention or at the 3-month follow-up in either condition. The severity or extent of loneliness at baseline also had no effect on how young adults self-engaged with the LifeBuoy app, contrary to prior research that suggests that lonelier individuals may lack self-efficacy to manage mental health issues [21,22].

These results are consistent with the existing literature examining the relationship between loneliness and mental health to the extent that they suggest that loneliness is associated with more complex psychopathology [8,9,11,12,34-36]. In this study, this relationship was evidenced by significant positive correlations between loneliness and suicidal ideation and depression scores. However, these findings go beyond confirming simple relationships between loneliness and mental health. This study shows that despite loneliness being associated with poorer mental health, it does not appear to be a characteristic or condition that moderates how young people engage with, nor benefit from, a digital health intervention. Though prior studies have posited that positive associations between depression and treatment dropout may be moderated by the psychological effort required to sustain treatment adherence [31,43], this study suggests that loneliness is not an independent nor significant factor that exacerbates this nonadherence, at least for brief smartphone interventions.

One potential explanation for the null association is that there was a high prevalence of moderate-severe levels of suicidal ideation and depression across the total sample, which may have obscured or dampened the effects of transdiagnostic conditions such as loneliness. Alternatively, the proportion of participants reporting clinically severe suicidal ideation (SIDAS score ≥21) may be important to consider in efforts to understand why loneliness did not emerge as a unique predictor of engagement nor benefit in this study. The LifeBuoy app was purposefully designed to improve ideation [25], and the trial was marketed to young people for whom ideation was currently or recently a salient concern. As such, LifeBuoy may have been seen as an intervention highly relevant to the needs of the young people who participated in the trial—and need is a strong intrinsic motivator for engagement [44]. Indeed, young people in both conditions engaged similarly well with the smartphone apps over the course of the trial [25]. Actual high levels of motivation or need to engage with the app may have overridden any cognitive barriers typically associated with loneliness. Examining the role of loneliness in a more clinically heterogenous or diverse sample of young adults may help to clarify the relationships between mental ill health, loneliness, and engagement with treatment. As this is the first study to examine the role of loneliness in how young people experiencing suicidal ideation benefit from a digital health intervention, caution must be taken against concluding that loneliness is not an important factor in understanding engagement with, and benefit from, self-guided treatment.
Overall, our findings show that participants engaged with and benefited from LifeBuoy, irrespective of loneliness severity, which shows that LifeBuoy, in its current form, can effectively engage and treat individuals despite how lonely they may be. This finding strengthens the potential for digital health interventions to become an established mental health treatment method for all young people experiencing suicidal ideation. These findings also suggest that a digital therapeutic such as LifeBuoy might be suitable for large-scale delivery during future pandemics or environmental crises when loneliness is expected to increase.

The study findings also add new knowledge about which person-specific characteristics or conditions may be important to target using digital health interventions to enhance adherence and clinical benefits. Loneliness, as an isolated factor, may not be important to uniquely target future digital health intervention development when samples or users present with complex psychopathology.

Although this study found no significant link between baseline loneliness and depression, previous research has shown that greater depression severity can hinder engagement with and benefit from digital health interventions [31,43]. Future studies could explore whether additional social factors such as social connectedness and social anxiety act to moderate the relationship between loneliness, suicidal ideation, and depression.

**Strengths and Limitations**

The study has several strengths. To our knowledge, this study is the first to examine whether loneliness—a known risk factor for suicidal ideation and depression—affects how young people engage with a digital health intervention. Accordingly, this study contributes new knowledge about the person-specific characteristics that may need to be considered when designing and delivering such interventions. The data for this study was derived from a well-designed randomized controlled trial of a therapeutic smartphone intervention involving 455 young adults and thus provided a large robust sample that supports the reliability of the current findings and conclusions. There are some limitations to consider. As patient information was collected independently via a web-based survey, self-reporting bias could affect the findings via over- or underestimated effects. The TILS was used because it is a brief validated measure that can reduce survey length and minimize attrition; however, the limited number of items and the small score range (3-9) may not appropriately capture nuance or heterogeneity in loneliness. Future studies focusing primarily on loneliness should consider using more comprehensive scales. Given that loneliness was not a primary or major secondary outcome of the main trial examining the efficacy of LifeBuoy, measures that differentiate between social and emotional loneliness, such as the DeJong-Gierveld Loneliness Scale [45], were not considered and would have allowed for more nuanced analyses of the role of loneliness in digital health interventions. Information on current engagement with mental health treatment was not collected, although whether participants ever received mental health treatment was assessed, and app engagement did not differ on this variable in both intervention and control conditions. Future studies similar to this study should assess both current and past mental health treatment of participants and determine the potential impact of these variables on app engagement. Broader limitations relating to the primary randomized controlled trial have been discussed elsewhere [25].

**Conclusion**

Loneliness did not affect how young people engaged with or benefited from a digital health intervention (LifeBuoy) shown to reduce suicidal ideation in young adults. Despite a significant positive association between loneliness and depression levels, loneliness did not affect young people’s engagement with LifeBuoy nor moderate clinical outcomes. As the first study to explore how loneliness may affect young people’s engagement with and benefits from a targeted digital health intervention, this study has developed new insights into whom these self-guided interventions may work best for. Future studies should analyze the interplay of additional factors such as motivation, social connectedness, and social anxiety, as well as distinguish between social and emotional loneliness using more refined measures.
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Abstract

Background: Depression and other mental health disorders are prevalent among people living with chronic health conditions. Although digital cognitive behavioral therapy (CBT) is considered an effective treatment, African American individuals are less likely to engage in and adhere to digital therapies for mental health disorders compared with White individuals.

Objective: The aim of this study was to understand digital CBT mental health treatment perceptions and preferences of African American individuals with sickle cell disease (SCD).

Methods: African American individuals with SCD from various US locations were invited to participate in a series of focus groups. Participants were introduced to a health coach–supported mental health app and then asked a series of questions about the usability and appeal of the program as well as, more generally, what would make a digital mental health program effective for them. The authors reviewed the focus group transcripts and conducted a qualitative analysis of the results.

Results: A total of 25 people participated in 5 focus groups. Overall, 5 primary themes emerged regarding how app content and related coaching could be modified to enhance digital CBT engagement. These themes included connection with others living with SCD, the personalization of app content and coaching, characteristics of coaches, journaling and pain tracking, and considerations for optimal engagement.

Conclusions: Enhancing the user experience by making digital CBT tools relevant to patient populations is critical for optimizing program engagement and its uptake. Our findings highlight potential strategies to modify and design digital CBT tools for users with SCD and may also be applicable to patients with other chronic conditions.

Trial Registration: ClinicalTrials.gov NCT04587661; https://clinicaltrials.gov/ct2/show/NCT04587661

(JMIR Ment Health 2023;10:e44216) doi:10.2196/44216
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Introduction

Background

African American individuals are more likely to experience severe depression than White individuals but less likely to receive treatment [1,2]. Depression and other mental health disorders are even more common in African American individuals living with chronic health conditions [3,4]. One particularly vulnerable population is individuals with sickle cell disease (SCD), a heritable condition that affects millions of people worldwide and >100,000 people in the United States, most of whom are of African descent [5]. Among patients with SCD, 38.8% present with mental health disorders [6]. A review of the literature on mental health symptoms in SCD found that 22% to 57% of individuals with SCD report clinically significant depressive symptoms depression when screened [7]. Similarly, anxiety disorders are also high in this population. In a worldwide study of quality of life among patients with SCD, 38% reported having symptoms of anxiety [8].

Depression and anxiety disorders not only lead to poorer quality of life but in patients with SCD, depression is associated with increased pain frequency and duration, pain-related hospitalizations, opioid dependence, medical costs, and risk of mortality [9,10]. Despite the high prevalence of mental health disorders and the links among depression, anxiety, and SCD-related health outcomes, mental health is rarely assessed, let alone treated as a part of routine SCD care. This is a major gap in care, given that effective and cost-efficient mental health treatments, such as cognitive behavioral therapy (CBT), exist but are often not part of comprehensive SCD care [11-15].

There are several barriers to the implementation of face-to-face behavioral health care in SCD clinics. Access to CBT is limited because of the expense of providing face-to-face therapy in low-resource clinical settings and a shortage of available CBT-trained therapists, especially those who are culturally competent to work with hard-to-reach minority populations. Even when CBT is available, therapy is time-consuming and requires traveling to a clinic, which is challenging for adult patients with major social and economic challenges [16-18] and for the parents of adolescent patients [19].

However, technology may be able to overcome these barriers and increase access to CBT among patients with SCD. Over the past 2 decades, face-to-face CBT has been adapted so that it can be delivered over the phone; over the internet via a desktop computer; and more recently, via mobile devices. These programs often combine a digital education component with personalized support, usually through a health coach [20,21]. Digital CBT makes it possible to deliver high-quality, evidence-based behavioral mental health treatments at scale in SCD care, in which face-to-face CBT may not be feasible [14,22]. The main limitation of digital CBT in SCD care is that its uptake and engagement are often poor among minority race and ethnic groups, and even when made available, patients with SCD may not use digital CBT [13]. One digital CBT trial showed that African American individuals in primary care with depression and anxiety were less likely than White individuals to start the digital CBT program (75% vs 87%) and complete all available modules (29% vs 43%) [12,13]. One potential explanation for racial differences in digital CBT uptake and engagement is that Black patients may find that the content is not relevant or relatable to them and does not represent their real-world cultural and health experience [14]. However, no qualitative studies have examined barriers to and strategies for improving the implementation of digital CBT in routine SCD care.

Objectives

The objective of this study was to conduct a series of qualitative focus groups to determine the factors that promote the successful implementation and uptake of a health coach–supported digital CBT program for mental health in SCD care. Among patients with SCD, adolescents and young adults are at high risk for depression and anxiety [23-25], have the highest rate of acute care encounters and rehospitalizations [27]. Therefore, we focused on improving digital CBT uptake and engagement primarily among adolescents and young adults with SCD. The focus group findings described herein will be used to tailor an existing health coach–supported digital CBT program to enhance its implementation among individuals with SCD.

Methods

Study Design

We used a convenience sampling strategy, working with SCD-focused community-based organizations to recruit focus group participants residing in diverse locations across the United States. Participants were referred to the study team through these organizations and were contacted by the study team via email. Owing to the geographical dispersion of our sample and to maintain the safety of participant and study team during the COVID-19 pandemic, focus groups were internet based. The target participants for these focus groups were adolescents or young adults who reported having an “interest in or experience with mental health.” The target size for these focus groups ranged from 8 to 10 participants. The focus group facilitator verbally provided potential participants with information regarding elements of informed consent before the start of each focus group (eg, risks and benefits, participation procedures, data use, and the voluntary nature of the project), and after verbal consent was obtained, the focus groups proceeded using an institutional review board–approved focus group guide. Our focus group guide included questions regarding the impact of SCD on mental health and their attitudes and preferences regarding digital tools designed to support management of mental health symptoms. During the focus groups, participants were shown screenshots of a health coach–supported digital CBT program called RxWell, which is offered by the University of Pittsburgh Medical Center Health Plan, to promote conversation related to the program’s elements, layout, and graphics. The app is publicly available on the Google Play and Apple app stores and is free of cost for University of Pittsburgh Medical Center Health Plan members. For each element of the digital CBT program (ie, in-app techniques, symptom tracking, and digital coaching), participants were asked to express their general perceptions of each element, why they would or would not engage with various program.
components, their perceptions of the look and relatability of the program, and their preferences regarding coach communication. Focus group discussions were transcribed verbatim and participants received a US $30 food service gift card for their participation.

**Qualitative Analysis**

A total of 3 coders participated in the analysis. The primary qualitative coder led the development of the initial code book. The codebook draft was tested by 2 secondary coders who used the first 2 transcripts. All 3 coders then met to talk through and to finalize the codebook. The primary and one of the secondary coders coded all 5 transcripts, meeting after each focus group to discuss similarities and differences. The third coder adjudicated all the disagreements. We did not record precise frequencies of comments because of the difficulty in quantifying focus group dynamics (e.g., a participant may be the first to comment, with others providing affirmation through head nods or other forms of nonverbal agreement). Thus, we have chosen to use words, such as “some” or “many,” to provide a meaningful reflection of the commonality of responses without quantification. Individual comments are noted as such or provided as a quotation.

**Ethics Approval**

The study protocol was approved by the University of Pittsburgh Human Research Protections Office (Study20070307) and was conducted in compliance with the ethical standards of the responsible institution on human participants as well as in accordance with the Declaration of Helsinki.

**Results**

**Participant Characteristics**

We recruited 25 African American individuals with SCD for this study. On the basis of their availability, the individuals participated in one of five 90-minute focus groups conducted between December 2020 and March 2021. The focus group size ranged from 3 to 9 participants. Participants were, on average, aged 23 years (range 16-47 years with 1 missing); 52% (13/25) were female, 32% (8/25) were male, 4% (1/25) were nonbinary, and 12% (3/25) did not disclose their gender. Only one participant had a previous exposure to RxWell.

**Salient Themes**

**Overview**

In total, 5 primary themes emerged, suggesting that app content and coaching could be modified to enhance digital CBT engagement in this population. Each theme is described in the subsequent section along with examples of quotes from focus group participants that align with each theme (Textbox 1).
Textbox 1. Focus group themes and example quotes.

Connection with others living with sickle cell disease

- “I’ve always struggled with finding like-minded people instead of trained professionals... I think it would also be beneficial if you had groups on there [the app] with people who have sickle cell that can share their thoughts and experiences.”
- “I think it would also be cool if there was, like, a blog portion where... people with sickle cell specifically, could jot their thoughts... ‘This is how I deal with this,’ that type of thing.”
- “If this app was generalized [meant for general audiences], maybe there can be a link to the specialized sickle cell app.”

Personalization of app content and coaching

- “This makes me think of data, and chatbots, and a bunch of things actually... The coach was recommending different, like, techniques that you could so... the app could also do that based on how your depression trends have been. Like, maybe it’ll encourage you more to pick up certain different techniques to do more often.”
- “I feel like a welcome screen... you could put in all of that information... how old are you, your name, if you have a chronic illness...”
- “Instead of having me go to the app, you know, maybe my coach can text me and say, ‘Okay [participant’s name], how are you doing today? How are you feeling?’... Because some people feel like they don’t have anybody.”

Characteristics of coaches

- “For me to use it, it [the coach] would have to be... a [sic] actual trained professional not just, um, some customer service type. I want it to be someone who went to school for it, you know?”
- “I probably prefer someone who has experience with conditions that I have. So, if they can relate better – whether they have the condition themselves, or they’ve studied, or anything like that... For me personally, I think as long as they, like, have a good understanding of what I’m going through... should be good.”
- “I also really like the coaching aspect... I think, like, if they were to have, like, a personalized bio—what would be most appealing is, like, just stating why users should trust them and why we should take their advice.”
- “I already built my trust with my other coach, and I have to do it again with another coach. So, one set coach would be good like everybody else is saying.”

Journaling and pain tracking

- “I’ve taken a lot of surveys that say, like, ‘not at all’ and ‘several days’ like that. I think I would just personally change how that’s constructed a little bit to give it more of a journal feel.”
- “It could be useful to have a pain scale as well on the app. So, you can kind of track your pain and if it’s connected to your mood.”

Considerations for optimal engagement

- “I have a really short attention span for things, so I get really bored with things easily. So, um, I really don’t use those parts of the app [the techniques]. But another part of the app is you get connected with a coach... My coach just kind of checks in and asks me questions about my goals... That’s been really helpful to always have someone just checking in... I don’t want to say I’m advanced, but I’ve been kind of doing this CBT work and stuff with my therapists for years. So, none of this is new to me. And rehashing it is not very helpful to me.”
- “I also think with our age group, specifically, I think it could be really helpful because most people our age... do a have smartphone. They do use apps. And I think that a person might be more inclined to use this app before they would go to, like, a therapist or speak with someone in person.”
- “I don’t know if I would sustain the use though... I guess it depends on everybody’s need, right?”

Connection With Other People With SCD

Living with SCD was described as an isolating experience, and some participants expressed having difficulty finding opportunities to connect with individuals with similar lived experience. Some participants mentioned the potential benefit of a message board or chat function, in which individuals with SCD could connect and discuss experiences of dealing with the disease and depression, anxiety, or stress. Another group of participants acknowledged that it may be difficult to tailor the digital CBT program for people with a specific disease or condition. They suggested including links to alternative sites and resources within the app so that users could easily navigate as desired.

Personalization of App Content and of Coaching

All focus groups described elements of personalization that they felt would enhance their engagement with the digital CBT program. Most ideas pertained to the coaching component, but a few participants mentioned small ways in which the app itself could be personalized, such as including the use of the user’s name throughout.

There were a number of suggestions for coaching personalization: (1) adding an intake survey that allows users to provide personal information and preferences that the coaches can use to tailor the experience; (2) integrating a chatbot into the program that could collect user data and further personalize the experience; (3) integrating some discussion of SCD into coach communications but not focusing on SCD as the sole...
African American patients are less likely to use and engage with health problems among patients with diverse psychiatric conditions. People with SCD are at a high risk of developing mental health problems, and personalizing treatment may be beneficial. These include using the digital CBT program for managing mental health disorders.

Characteristics of Coaches
The participants had mixed views on the coach’s characteristics and experience. Some people preferred someone with a formal mental health training, whereas others wanted to connect with someone with similar lived experience (eg, one with SCD or another chronic condition). Otherwise, participants had little preference related to coach’s characteristics, as long as the coaches were down-to-earth and nonjudgmental and did not use scripted responses. In addition, some participants felt that access to a brief coach biography would be beneficial for building a trusting relationship with the coach. Finally, the participants agreed that engaging with a single coach over time would be optimal.

Journaling and Pain Tracking
Several participants mentioned the potential benefits of incorporating a journaling element into the digital CBT program to provide more personal narrative regarding their day-to-day experiences and contributors to worsening or improved mood. This was also mentioned as an opportunity to log more detailed information beyond the standard validated depression and anxiety symptom assessments used in the digital CBT program. In addition, several participants acknowledged that pain was a common SCD symptom and contributed to the exacerbations of mental health symptoms; thus, in-app pain tracking and medication reminders would provide additional benefits.

Considerations for Optimal Engagement
Engagement with the digital mental health program involves interacting with the app to learn and practice new techniques, the completion of monthly symptom assessments, and regular engagement with a coach. Although more frequent engagements are recommended, there are no clear guidelines on the optimal level of engagement. There was substantial variability among the participants in terms of reporting how much they would engage with the program. Some participants mentioned that they might only engage with the program once or twice a week, only when needed, for a short period, or not at all, whereas others with more chronic depression or anxiety symptoms would consider using the app for a longer period. These differences in user needs may require a reconsideration of how to optimize engagement for various subgroups of digital CBT tool users.

Discussion
Principal Findings
People with SCD are at a high risk of developing mental health disorders [7,10,28,29]. Digital CBT has been found to be an effective, scalable, and cost-efficient method for treating mental health problems among patients with diverse psychiatric disorders [30,31]. Despite positive evidence for digital CBT, African American patients are less likely to use and engage with these types of interventions compared with White patients [13]. To fill this gap and to guide the design of these programs, it is critical to request insights from patients regarding what would be engaging and useful to them. Therefore, this study conducted a series of focus groups with adolescents and adults with SCD to better understand their perceptions of digital CBT, identify features that would enhance engagement in our digital CBT program, and take initial steps in developing a framework to guide the design of digital interventions that target underrepresented groups, such as patients with SCD. The focus groups revealed 5 themes that described best practices to promote engagement with a digital CBT program for mental health.

First, patients crave social connections and desire to feel a sense of belonging. Patients with SCD often express a fear of rejection when disclosing their SCD status and desire understanding and support from their peers. Symptoms of SCD impede engagement in social activities, employment, and school, and concerns regarding their peers’ perceptions may discourage individuals with SCD from establishing relationships or seeking support [32-34]. Both adolescents and adults recognize the importance of all forms of social support in their lives; however, social support from other individuals with SCD plays a unique role, because these connections provide the opportunity to empathize with each other’s experiences and share strategies and skills for coping with SCD.

The success and relevance of social support features in these apps have varied based on the target population [35-38], hence there is a need to evaluate the potential of interventions that increase social support to improve mental health among patients with SCD. Features that allow for increased social connection and encourage social identity among patients with SCD may yield additional mental health benefits that could lead to a further reduction in depression and other mental health disorders [39,40]. Social connections and support between peers living with SCD provide an opportunity to develop a social support network outside the app user’s family and health care team [35]. Many participants in this study recommended tools that allow connection with other app users with similar struggles and experiences. Incorporating components of social connections, such as digital support groups or peer connect features, may enhance the efficacy of digital CBT.

The presence of a health coach may be another way to foster social connection. Health coaching or real-time support has been shown to be a critical component of the effectiveness of digital CBT [30,31]. However, there is no evidence to detail how digital health coaching can be tailored to SCD or other minority populations. The adoption of techniques to ensure personalized treatment may be beneficial. These include using the patient’s name throughout, tailoring information specific to the individual user, including multiple modes of communication, and addressing patient concerns that are not directly related to disease pathology.

The literature varies, but several characteristics contribute to the effectiveness of peer coaches. Overall, it seems that the background, attitude, and empathy of the coach are the most important for building a relationship with the participant. Ideally,
coaches should share a similar background with the participant, either having the same chronic illness or having a similar chronic illness that shares management skills, or the coaches should come from the same community as the participant [41]. Community health workers, who are also a source of social support and may encourage behavior change or provide coaching that supports behavior change, are the most effective when they share a common background with the community they serve [41]. In addition, prior research on other chronic disease populations suggests that successful peer coaches may not need to have high disease-related self-efficacy; in fact, peer coaches who have struggled may be less intimidating for participants and may be more successful in building rapport with their mentee [42].

Our participants also expressed mixed preferences regarding health coach qualifications, with some wanting coaching from a person with SCD, while others said that a professional would be preferred. The varied needs and expectations of patients with SCD may affect what kind of health coach is the most suitable. In particular, patients who lack peer social support may benefit greatly from a health coach who has experience in managing SCD whom they can confide in. Likewise, those who already have strong social networks may prefer professionals. Preferences for a peer versus professional coach could be tied to what concerns are most salient for the individual participant, for example an eHealth intervention that used advanced practice registered nurses (APRNs) found that patients were comfortable texting the APRN regarding physical symptoms but were less comfortable discussing personal problems, even when invited to share such experiences [43].

Participants in this study did not want the digital CBT intervention to focus exclusively on SCD as the sole source of depression, anxiety, or stress, and the ability to talk to a peer coach regarding personal problems unrelated to SCD may be crucial for some participants. However, it is worth noting that these preferences are not universal. Jacob et al [43] reported that some patients with SCD expressed appreciation knowing that the APRNs cared and were available to talk even though they may not have chosen to discuss personal problems, and some enjoyed having conversations with the APRNs regarding their personal life in addition to communicating regarding their SCD. Although patient preferences regarding coach qualifications may vary, this finding reinforces the importance of the coach’s interpersonal skills, whether they are a peer with SCD or a professional.

Given the variability in participants’ preferences for coaches, the consideration of each participant’s preferences during coach assignment could be beneficial in increasing engagement. Providing access to the background and expertise of health coaches may foster connections between users and coaches. For example, a successful study of peer coaches for patients with diabetes that saw improvements in hemoglobin A1C used a booklet that included a photo and brief description of each coach to elicit participants’ preferences [42]. A similar guidebook could be used in the future to pair digital CBT SCD participants with their coaches. Our participants also expressed the importance of having one health coach as the main point of contact for digital CBT during the course of the intervention. This approach may also be crucial to maintaining engagement, as consistency gives both coach and participant time to build a trusting relationship, and gives the coach the opportunity to learn more about the individual participant and provide the personalized support that the participant desires. Attempting to match participants and coaches as much as possible based on availability and preference may help prevent attrition and increase participant engagement in the digital CBT intervention. Journaling and symptoms tracking were features that patients felt were important for inclusion in a mental health app. Several SCD studies have implemented e-diaries that provide an ecologic momentary assessment that quantitatively tracks real-time disease-related symptoms [22,44]. Several participants in this study indicated that quantitative tracking of symptoms, such as pain, activity, mood, and sleep, is beneficial and an app feature that they thought is important for understanding their health. However, participants also emphasized the importance of narrative journaling to fully understand the factors associated with their health and wellness. To the best of our knowledge, no study has implemented a narrative journaling feature in mobile mental health apps for SCD. Journal features may provide users with an alternative method for reflection and increase self-awareness while providing additional mental health benefits [45,46]. Expressive writing is a well-known therapeutic intervention with both physical and psychological health benefits [47]. Thus, including a journaling feature in mental health apps, implemented as open-ended text or voice entry, may not only help patients identify factors associated with their symptoms but may also provide a therapeutic effect via emotional disclosure. The developers of behavioral mental health apps for this population should consider not only having an e-diary feature that allows for quantitative tracking of symptoms but also a narrative journal feature that allows more open-ended expression and documentation of an individual’s day-to-day experiences.

Limitations
The sample obtained for this study was relatively small, with one focus group having only 3 of the 10 scheduled participants in attendance. Thus, some data may not encompass the unique preferences and needs of this population. In addition, this study intentionally focused on individuals with SCD, with a sample age range primarily limited to individuals aged <30 years (only one participant was aged >30 years). Older individuals may have different perspectives and preferences than younger individuals. Therefore, although much of the presented information may apply to other chronic disease populations and age groups, careful consideration should be given when translating these findings to other populations.

Digital CBT Recommendations and Conclusions
On the basis of the findings of this study, we have broad recommendations for designing digital CBT programs for adolescents and young adults with SCD.

Social Connection
Individuals with SCD look for ways to seek support from peers and find communities. Consider implementing a forum, support
groups, scoreboards, or other features that allow users to connect, communicate, and see the activities of other participants within the digital CBT app.

**Personalization**

Users feel more motivated to use digital CBT programs when the apps feel more personalized. This includes automation that allows for personalization, for example, having a chatbot calling the user by name and the suggestion of topics that are relevant to the user based on prior activity. Features that the user can control and make their own, such as choices for the welcome screen or theme of the app, colors, creating an avatar, etc, also provide an opportunity for customization.

**Health Coach**

Digital CBT health coaches need to have a background knowledge regarding SCD (ie, some basic training and knowledge of the condition, exposure to community) as well as adequate training in mental health and behavioral treatments. A person with lived experience as a patient with SCD, as well as mental health training, would be ideal, but when not available, having a background knowledge regarding SCD may be sufficient. Personalized human support along with digital education is necessary.

**Symptom Monitoring**

Digital CBT apps should have features such as journals, logbooks, or other spaces with the capacity to monitor symptoms and daily thoughts. This allows the user to identify connections between daily events and mental and physical symptoms.

**Content**

For young adults and adolescents, it is important to have quick, engaging, and multimedia-rich content. Content should be “bite sized,” with enough new content and variety to satisfy diverse learning styles and information preferences among users. A one-size-fits-all approach has not been successful. Finally, the length of lessons should consider the cognitive load and competing demands on attention.

Optimizing digital CBT for individuals with SCD is vital for successful implementation of this intervention modality. Patients who perceive digital CBT as irrelevant, unrelatable, or culturally insensitive are less likely to initiate and sustain engagement in this treatment. The results of this study provide important insights into ways to design and implement digital CBT to advance the engagement in and effectiveness of digital CBT among individuals living with SCD. Personalizing the content delivered and coaching as much as possible, creating a desirable space for social connection between patients, and creating and delivering content that is relevant to patients with SCD while also acknowledging other contributors to mental health are all characteristics that will increase the successful implementation of digital CBT in routine SCD care. Researchers and developers should consider these findings as potential strategies for optimizing digital mental health support for this and other vulnerable populations.
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Abstract

Background: The COVID-19 pandemic has created an epidemic of distress-related mental disorders such as depression, while simultaneously necessitating a shift to virtual domains of mental health care; yet, the evidence to support the use of virtual interventions is unclear.

Objective: The purpose of this study was to evaluate the efficacy of virtual interventions for depressive disorders by addressing three key questions: (1) Does virtual intervention provide better outcomes than no treatment or other control conditions (ie, waitlist, treatment as usual [TAU], or attention control)? (2) Does in-person intervention provide better outcomes than virtual intervention? (3) Does one type of virtual intervention provide better outcomes than another?

Methods: We searched the PubMed, EMBASE, and PsycINFO databases for trials published from January 1, 2010, to October 30, 2021. We included randomized controlled trials of adults with depressive disorders that tested a virtual intervention and used a validated depression measure. Primary outcomes were defined as remission (ie, no longer meeting the clinical cutoff for depression), response (ie, a clinically significant reduction in depressive symptoms), and depression severity at posttreatment. Two researchers independently selected studies and extracted data using PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. Risk of bias was evaluated based on Agency for Healthcare and Research Quality guidelines. We calculated odds ratios (ORs) for binary outcomes and standardized mean differences (SMDs) for continuous outcomes.

Results: We identified 3797 references, 24 of which were eligible. Compared with waitlist, virtual intervention had higher odds of remission (OR 10.30, 95% CI 5.70-18.60; N=619 patients) and lower posttreatment symptom severity (SMD 0.81, 95% CI 0.52-1.10; N=1071). Compared with TAU and virtual attention control conditions, virtual intervention had higher odds of remission (OR 2.27, 95% CI 1.10-3.35; N=512) and lower posttreatment symptom severity (SMD 0.25, 95% CI 0.09-0.42; N=573). In-person intervention outcomes were not significantly different from virtual intervention outcomes (eg, remission OR 0.84, CI 0.51-1.37; N=789). No eligible studies directly compared one active virtual intervention to another.

Conclusions: Virtual interventions were efficacious compared with control conditions, including waitlist control, TAU, and attention control. Although the number of studies was relatively small, the strength of evidence was moderate that in-person interventions did not yield significantly better outcomes than virtual interventions for depressive disorders.

(JMIR Ment Health 2023;10:e38955) doi:10.2196/38955
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Introduction
Prior to the COVID-19 pandemic, the lifetime prevalence of major depressive disorder (MDD) was over 20% for adults in the United States [1], and the majority (71%) of cases were untreated [2]. Compared with the pre-pandemic period, depressive symptoms became over three times more prevalent [3] during the pandemic, with up to 48% of citizens of developed nations reporting clinically significant depression [4]. At the same time, pandemic constraints critically challenged the provision of mental health services. Cost-effective, scalable, affordable, and accessible interventions were urgently needed, and the use of virtual care expanded quickly [5]. However, the efficacy of modern virtual interventions had not been systematically examined. Thus, the aim of this systematic review and meta-analysis was to fill this gap to inform clinical, administrative, and policy decision-making.

Prior systematic reviews and meta-analyses examined the evidence supporting the efficacy of computerized or virtual cognitive behavioral therapy (CBT) for MDD or depressive symptoms compared with no treatment or treatment as usual (TAU) (ie, referring participants to primary care providers or other health clinics in their local community to manage their depressive symptoms). Moreover, meta-analyses [6] and umbrella summaries across meta-analyses [7] have suggested that virtual treatment works at least as well as in-person treatment for those with depressive symptoms. Prior meta-analyses of virtual treatments for adults included studies conducted before 2016, and many included adults with depressive symptoms or various depression and anxiety diagnoses [6-8-10]. Since 2016, individual studies of virtual interventions have proliferated, expanding beyond CBT [11,12], and increased in rigor. As a result, a comparison of modern virtual interventions with not only waitlist or TAU but also with face-to-face interventions [6,13] for adults with MDD is feasible and warranted given that face-to-face psychotherapy had become impractical and, in certain settings, impossible.

Information evaluating whether virtual care is an efficacious alternative to individual, face-to-face intervention with a therapist is needed for clinicians, health systems, payers, and policymakers. In addition, data to guide decisions about which existing virtual interventions are most efficacious for treating depressive disorder are lacking. In the absence of such data, common assumptions about the superiority of in-person treatment have guided clinical decisions and policies regarding depression treatment.

The purpose of this systematic review was to answer three clinically relevant key questions (KQs) for depressive disorders (ie, MDD, persistent depressive disorder, or dysthymia) based on studies conducted in the last 10 years.

KQ1: Does virtual intervention provide better clinical outcomes than no treatment, TAU, or attention control, defined as a rigorous control condition that simulates active treatment without the active ingredient (ie, does it work)?

KQ2: Does in-person intervention provide better outcomes than virtual intervention (ie, is in-person intervention better)?

KQ3: Does one type of virtual intervention provide better outcomes than another type of virtual intervention (ie, what works best)?

The KQs were structured based on Agency for Healthcare and Research Quality (AHRQ) guidance for decision-making related to best practices in treatment [14].

Methods
Design
We used the Cochrane Handbook for Systematic Reviews of Interventions methods [15] and AHRQ guidance for grading the strength of evidence [16]. The protocol for this systematic review and meta-analysis is published in the Open Science Framework [17]. Reporting conforms to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [18].

Search Strategy and Selection Criteria
For this systematic review and meta-analysis, we searched the PubMed, EMBASE, and PsycINFO databases for trials published from January 1, 2010, to October 30, 2021, for MeSH (Medical Subject Headings) and major headings listed in Table A1 of Multimedia Appendix 1. Relevant systematic reviews and meta-analyses were used to identify additional existing literature, and ClinicalTrials.gov was searched to identify unpublished trials.

The study criteria were selected to inform clinical decision-making and policy in the United States. Eligible studies were randomized controlled trials (RCTs) of adults with a clinical diagnosis of MDD, dysthymic disorder, or persistent depressive disorder that tested a virtual psychological intervention for depression in at least one study arm, reported an outcome using a validated depression measure (see Table A2 of Multimedia Appendix 1), and were conducted in countries with a very high human development index (see Table 3 of Multimedia Appendix 1 for a list of eligible countries, [19]). To ensure generalizability of the results to individuals with major depression with access to current technology in the United States, we included studies conducted in similarly highly developed nations. To ensure comparability across studies, we included studies with standard, validated measures of depression, both self-reported and clinician-rated. Because evidence-based treatments for depression differ for children and adults, we excluded studies of children from this review.

References identified through searches were imported into Covidence Systematic Review software (Veritas Health Innovation, Melbourne, Australia). Two reviewers independently
screened the titles and abstracts of all references according to the inclusion and exclusion criteria. Studies included by either reviewer were retrieved for full-text screening by two independent reviewers for eligibility. Discrepancies between reviewers were resolved through discussions and consensus.

Data Extraction
One author extracted summary data from the included trials into standardized forms, and a second senior author (BNG, CES, or LL) checked the data for accuracy. Two authors independently rated the risk of bias across nine domains (see Table A4 in Multimedia Appendix 1) using the Cochrane Risk of Bias tool for RCTs [20] modified for psychotherapy outcome research [21]. Disagreements were resolved by discussion and consensus. Trials with a high risk of bias were excluded, although sensitivity analyses were performed to determine the impact on the results (see Figure A1 in Multimedia Appendix 1).

Data Synthesis and Analysis
Primary outcomes were rates of remission (ie, no longer meeting the clinical cutoff for depression), rates of response (ie, a clinically significant reduction in depressive symptoms), and depression severity at posttreatment. We calculated odds ratios (ORs) with 95% CIs for remission and response, and calculated standardized mean differences (SMDs, Cohen $d$) with 95% CIs for differences in symptom severity between groups. Forest plots were generated for all outcomes with sufficient data.

To determine the appropriateness of quantitative analyses, the senior authors (BNG, CES, LL, AEB) assessed the clinical and methodological heterogeneity of studies under consideration [15]. We performed meta-analyses using the meta package (v 4.19-2) in R version 3.6.1 [22] when two or more trials reported data on outcomes of interest with low levels of heterogeneity. Effect sizes were weighted by their inverse variance. To account for variability in the different study populations, we used random-effects models to estimate pooled or comparative effects with three or more studies. However, because the effect estimates from smaller studies (which are generally more prone to bias) are more influential in random-effects models, we used fixed-effects models in analyses with fewer than three studies to ensure that a small study would not overinfluence the estimates [22].

Statistical heterogeneity in effects between studies included in each meta-analysis was assessed by calculating the $\chi^2$ statistic ($Q$) and the $I^2$ statistic, assessing the proportion of variation in study estimates due to heterogeneity rather than sampling error [15]. In instances of high heterogeneity, we performed sensitivity analyses to determine the extent to which excluding dissimilar studies changed the overall effect estimates. Most studies had only two study arms (ie, intervention and control); however, two studies had two intervention arms in addition to a waitlist control arm [23,24]. A two-level model was used if there was no significant difference between the three-level model and a two-level model based on a likelihood ratio test [22]. Using AHRQ guidelines [16], we assessed the overall strength of evidence (SOE) considering four factors: directness, consistency, precision, and bias. SOE was assessed by one author (LL) and checked for consensus with two other authors (BNG and CES). We began each SOE assessment with a rating of high and downgraded for factors that reduced the level of confidence. The resulting definitions of high, moderate, low, and insufficient SOE grades are summarized in Table A5 of Multimedia Appendix 1.

Results
Characteristics of Included Studies
Database and manual searching yielded 3797 citations for consideration (Figure 1), 24 of which met the criteria for inclusion in this review. The characteristics of participants included in each study are summarized in Table 1. Participants in all of the included trials were diagnosed with MDD, and those with severe psychiatric comorbidities such as any psychotic disorder or active substance use disorder, bipolar disorder, or acute risk of suicidality were excluded.

Figure 1. Study selection. *See Table A2 in Multimedia Appendix 1.
<table>
<thead>
<tr>
<th>Reference(^a)</th>
<th>MDD(^b) diagnostic measure(^c)</th>
<th>Average MDD severity at baseline</th>
<th>Intervention condition</th>
<th>Comparison condition</th>
<th>Age (years), mean (SD)</th>
<th>Women, n (%)</th>
<th>Some college(^d), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berger et al [23]</td>
<td>MINI(^f)</td>
<td>Moderate</td>
<td>25</td>
<td>22 (88)</td>
<td>26</td>
<td>22 (85)</td>
<td>39 (14)</td>
</tr>
<tr>
<td>Berger et al [23]</td>
<td>MINI</td>
<td>Moderate</td>
<td>25</td>
<td>25 (100)</td>
<td>26</td>
<td>22 (85)</td>
<td>39 (14)</td>
</tr>
<tr>
<td>Carlbring et al [25]</td>
<td>SCID(^g)</td>
<td>Moderate</td>
<td>40</td>
<td>40 (100)</td>
<td>40</td>
<td>38 (95)</td>
<td>44 (14)</td>
</tr>
<tr>
<td>Chan et al [11]</td>
<td>Clinical interview</td>
<td>Moderate</td>
<td>167</td>
<td>109 (65)</td>
<td>153</td>
<td>144 (94)</td>
<td>27 (7)</td>
</tr>
<tr>
<td>Johansson et al [26]</td>
<td>SCID</td>
<td>Moderate</td>
<td>27</td>
<td>25 (91)</td>
<td>27</td>
<td>27 (100)</td>
<td>39 (NR(^b))</td>
</tr>
<tr>
<td>Kenter et al [27]</td>
<td>CIDI(^i)</td>
<td>Moderate</td>
<td>136</td>
<td>96 (69)</td>
<td>133</td>
<td>89 (67)</td>
<td>38 (11)</td>
</tr>
<tr>
<td>Smith et al [28]</td>
<td>MINI</td>
<td>Moderate</td>
<td>61</td>
<td>36 (59)</td>
<td>68</td>
<td>55 (81)</td>
<td>40 (13)</td>
</tr>
<tr>
<td>Vernmark et al [23]</td>
<td>SCID</td>
<td>Moderate</td>
<td>30</td>
<td>29 (97)</td>
<td>29</td>
<td>29 (100)</td>
<td>37 (13)</td>
</tr>
<tr>
<td>Vernmark et al [24]</td>
<td>SCID</td>
<td>Moderate</td>
<td>29</td>
<td>27 (93)</td>
<td>29</td>
<td>29 (100)</td>
<td>37 (13)</td>
</tr>
<tr>
<td>Dennis et al [12](^k)</td>
<td>SCID</td>
<td>Moderate</td>
<td>120</td>
<td>104 (87)</td>
<td>121</td>
<td>100 (83)</td>
<td>31 (6)</td>
</tr>
<tr>
<td>Forsell et al [29]</td>
<td>SCID</td>
<td>Moderate</td>
<td>22</td>
<td>21 (95)</td>
<td>20</td>
<td>18 (90)</td>
<td>30 (5)</td>
</tr>
<tr>
<td>Hallgren et al [30]</td>
<td>MINI</td>
<td>Moderate</td>
<td>317</td>
<td>273 (86)</td>
<td>312</td>
<td>256 (82)</td>
<td>43 (12)</td>
</tr>
<tr>
<td>Lübner et al [31]</td>
<td>ICD-10(^j)</td>
<td>Mild to moderate</td>
<td>320</td>
<td>259 (81)</td>
<td>327</td>
<td>307 (94)</td>
<td>44 (13)</td>
</tr>
<tr>
<td>Moreno et al [32]</td>
<td>MINI</td>
<td>Moderate</td>
<td>80</td>
<td>74 (93)</td>
<td>87</td>
<td>85 (98)</td>
<td>44 (12)</td>
</tr>
<tr>
<td>Pfeiffer et al [33]</td>
<td>Medical record</td>
<td>Moderate</td>
<td>167</td>
<td>109 (65)</td>
<td>163</td>
<td>129 (79)</td>
<td>52 (15)</td>
</tr>
<tr>
<td>Raevuori et al [34]</td>
<td>ICD</td>
<td>Moderate</td>
<td>63</td>
<td>57 (90)</td>
<td>61</td>
<td>51 (84)</td>
<td>25 (NR)</td>
</tr>
<tr>
<td>Wozney et al [35](^k)</td>
<td>SCID</td>
<td>Moderate to severe</td>
<td>32</td>
<td>26 (81)</td>
<td>30</td>
<td>24 (80)</td>
<td>29 (5)</td>
</tr>
<tr>
<td>Flygare et al [36]</td>
<td>SCID</td>
<td>Moderate</td>
<td>48</td>
<td>36 (74)</td>
<td>14</td>
<td>11 (76)</td>
<td>45 (12)</td>
</tr>
<tr>
<td>Johansson et al [37](^m)</td>
<td>MINI</td>
<td>Moderate</td>
<td>46</td>
<td>42 (91)</td>
<td>46</td>
<td>46 (100)</td>
<td>47 (14)</td>
</tr>
<tr>
<td>Ly et al [38](^m)</td>
<td>MINI</td>
<td>Moderate</td>
<td>40</td>
<td>36 (90)</td>
<td>41</td>
<td>36 (88)</td>
<td>36 (11)</td>
</tr>
<tr>
<td>Oehler et al [39]</td>
<td>MINI</td>
<td>Mild to moderate</td>
<td>173</td>
<td>125 (72)</td>
<td>174</td>
<td>127 (73)</td>
<td>42 (12)</td>
</tr>
<tr>
<td>Reins et al [40]</td>
<td>SCID</td>
<td>Moderate</td>
<td>65</td>
<td>49 (75)</td>
<td>66</td>
<td>53 (80)</td>
<td>42 (11)</td>
</tr>
<tr>
<td>Andersson et al [41]</td>
<td>SCID</td>
<td>Moderate</td>
<td>36</td>
<td>33 (92)</td>
<td>33</td>
<td>32 (97)</td>
<td>42 (14)</td>
</tr>
<tr>
<td>Egede et al [42]</td>
<td>SCID</td>
<td>Moderate</td>
<td>121</td>
<td>106 (88)</td>
<td>120</td>
<td>108 (90)</td>
<td>64 (5)</td>
</tr>
<tr>
<td>Mohr et al [43]</td>
<td>HAMD(^h)</td>
<td>Moderate</td>
<td>162</td>
<td>141 (87)</td>
<td>163</td>
<td>151 (93)</td>
<td>NR (NR)</td>
</tr>
<tr>
<td>Thase et al [13]</td>
<td>SCID</td>
<td>Moderate</td>
<td>77</td>
<td>67 (87)</td>
<td>77</td>
<td>66 (86)</td>
<td>46 (14)</td>
</tr>
</tbody>
</table>

\(^a\)Each row represents an intervention arm. Some references are listed more than once because they provided data from multiple intervention arms.

\(^b\)MDD:

- Moderate: 25 (63)
- Mild to moderate: 32 (62)
- Mild: 39 (70)
- Mild to severe: 56 (70)
- Severe: 60 (70)

\(^c\)Some college:

- Presented: 11 (38)
- Presented but not available: 10 (32)

\(^d\)Women:

- Presented: 36 (70)
- Presented but not available: 36 (70)

\(^e\)Some college:

- Presented: 32 (63)
- Presented but not available: 32 (63)

\(^f\)MINI:

- Moderate: 25 (100)
- Mild: 25 (100)

\(^g\)SCID:

- Moderate: 40 (100)
- Mild: 40 (100)

\(^h\)HAMD:

- Presented: 162 (97)
- Presented but not available: 162 (97)

\(^i\)CIDI:

- Presented: 136 (97)
- Presented but not available: 136 (97)

\(^j\)ICD-10:

- Presented: 320 (97)
- Presented but not available: 320 (97)

\(^k\)SCID:

- Moderate: 120 (97)
- Moderate to severe: 120 (97)

\(^l\)ICD:

- Presented: 167 (97)
- Presented but not available: 167 (97)

\(^m\)Medical record:

- Presented: 63 (97)
- Presented but not available: 63 (97)
The characteristics of each trial, including the length of intervention, treatment modality and mode, provider type, and comparison condition, are summarized in Table 2.

Risk of bias assessments across the nine individual domains and an overall summary is presented for each study in Table A4 of Multimedia Appendix 1; detailed information on intervention outcomes is presented in Figures 2-5; and SOE ratings alongside a summary of results are presented in Table 3.
<table>
<thead>
<tr>
<th>Reference(^a)</th>
<th>Length of intervention (weeks)</th>
<th>Intervention condition</th>
<th>Comparison condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Modality</td>
<td>Mode</td>
<td>Provider type</td>
</tr>
<tr>
<td><strong>KQ1b (virtual vs waitlist)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berger et al [23]</td>
<td>10</td>
<td>CBT(^c) (Deprexis)</td>
<td>Mental health specialist</td>
</tr>
<tr>
<td>Berger et al [23]</td>
<td>10</td>
<td>CBT (Deprexis)</td>
<td>Online intervention, guided</td>
</tr>
<tr>
<td>Carlbring et al [25]</td>
<td>7</td>
<td>ACT(^g)/BA(^f)</td>
<td>Mental health specialist</td>
</tr>
<tr>
<td>Chan et al [11]</td>
<td>6</td>
<td>CBT-I</td>
<td>Smartphone intervention, unguided</td>
</tr>
<tr>
<td>Johansson et al [26]</td>
<td>8</td>
<td>CBT</td>
<td>Online intervention, guided</td>
</tr>
<tr>
<td>Kenter et al [27]</td>
<td>8</td>
<td>Problem-solving therapy</td>
<td>Online intervention, guided</td>
</tr>
<tr>
<td>Smith et al [28]</td>
<td>12</td>
<td>CBT</td>
<td>Online intervention, guided</td>
</tr>
<tr>
<td>Vernmark et al [24]</td>
<td>8</td>
<td>CBT</td>
<td>Individualized email therapy</td>
</tr>
<tr>
<td>Vernmark et al [24]</td>
<td>8</td>
<td>CBT</td>
<td>Online intervention, guided</td>
</tr>
<tr>
<td><strong>KQ1b (virtual vs TAU(^b))</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dennis et al [12]</td>
<td>12</td>
<td>IPT(^h)</td>
<td>Nurses</td>
</tr>
<tr>
<td>Forsell et al [29]</td>
<td>10</td>
<td>CBT</td>
<td>Online intervention, guided</td>
</tr>
<tr>
<td>Hallgren et al [30]</td>
<td>12</td>
<td>CBT</td>
<td>Online intervention, guided</td>
</tr>
<tr>
<td>Löbner et al [31]</td>
<td>6</td>
<td>CBT (Moodgym)+TAU</td>
<td>Online intervention, self-guided</td>
</tr>
<tr>
<td>Moreno et al [32]</td>
<td>24</td>
<td>Supportive therapy+medication</td>
<td>Telehealth (video)</td>
</tr>
<tr>
<td>Pfeiffer et al [33]</td>
<td>12</td>
<td>CBT (Beating the Blues)</td>
<td>Online intervention, guided+TAU</td>
</tr>
<tr>
<td>Raevuori et al [34]</td>
<td>8</td>
<td>CBT (Meru Health Program)</td>
<td>Smartphone intervention, guided</td>
</tr>
<tr>
<td>Wozney et al [35]</td>
<td>24</td>
<td>CBT (MOM: Managing Our Mood)</td>
<td>Handbook and telephone coaching</td>
</tr>
<tr>
<td><strong>KQ1c (virtual vs attention control)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flygare et al [36]</td>
<td>8</td>
<td>CBT</td>
<td>Online intervention, guided</td>
</tr>
<tr>
<td>Johansson et al [37] (^m)</td>
<td>10</td>
<td>Psychodynamic therapy</td>
<td>Online intervention, guided</td>
</tr>
<tr>
<td>Ly et al [38] (^m)</td>
<td>8</td>
<td>BA</td>
<td>Smartphone, guided</td>
</tr>
<tr>
<td>Oehler et al [39]</td>
<td>6</td>
<td>CBT (iFight Depression)</td>
<td>Online intervention, guided</td>
</tr>
<tr>
<td>Reference</td>
<td>Length of intervention (weeks)</td>
<td>Intervention condition</td>
<td>Comparison condition</td>
</tr>
<tr>
<td>-----------</td>
<td>--------------------------------</td>
<td>------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Reins et al [40]</td>
<td>6</td>
<td>Online intervention, guided</td>
<td>None</td>
</tr>
<tr>
<td>Andersson et al [41]</td>
<td>8</td>
<td>CBT (GET.ON Mood Enhancer)</td>
<td>In-person group, 8 sessions (60 min)</td>
</tr>
<tr>
<td>Egede et al [42]</td>
<td>8</td>
<td>BA</td>
<td>Mental health specialist</td>
</tr>
<tr>
<td>Mohr et al [43]</td>
<td>18</td>
<td>CBT</td>
<td>In-person, 18 sessions (45 min)</td>
</tr>
<tr>
<td>Thase et al [13]</td>
<td>20</td>
<td>CBT</td>
<td>In-person, 20 sessions (50 min)</td>
</tr>
</tbody>
</table>

**KQ2 (in-person vs virtual)**

<table>
<thead>
<tr>
<th>Provider type</th>
<th>Mode</th>
<th>Modality</th>
<th>Provider</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental health specialist</td>
<td>CBT</td>
<td>Online intervention, guided</td>
<td>Mental health specialist</td>
</tr>
<tr>
<td>Mental health specialist</td>
<td>BA</td>
<td>Telemedicine (video), 8 sessions (60 min)</td>
<td>Mental health specialist</td>
</tr>
<tr>
<td>Mental health specialist</td>
<td>CBT</td>
<td>Telemedicine (telephone), 18 sessions (45 min)</td>
<td>Mental health specialist</td>
</tr>
<tr>
<td>Mental health specialist</td>
<td>CBT</td>
<td>In-person, guided (Good Days Ahead)</td>
<td>Mental health specialist</td>
</tr>
</tbody>
</table>

*aEach row represents an intervention arm. Some references are listed more than once because they provided data from multiple intervention arms.*

*bKQ: key question.*

*cCBT: cognitive behavioral therapy.*

*dNA: not applicable.*

*eACT: acceptance and commitment therapy.*

*fBA: behavioral activation.*

*gTAU: treatment as usual.*

*hIPT: interpersonal therapy.*

*iOBGYN: obstetrician/gynecologist.*

*jPCP: primary care provider.*

*kVA: Veteran’s Administration.*

*lPsychoed: psychoeducation.*

*mIncluded in systematic review but excluded from meta-analysis due to differences in methods from other studies.*
**Figure 2.** Forest plots of virtual intervention compared with waitlist control clinical outcomes. ΔBDI: Change in Beck Depression Inventory Score; ΔPHQ: Change in Patient Health Questionnaire-9 Score; BDI: Beck Depression Inventory; CES-D: Center for Epidemiologic Studies Depression Scale; MADRS-SR: Montgomery–Åsberg Depression Rating Scale – Self-Report Questionnaire; MDD: Major Depressive Disorder; PHQ-9: Patient Health Questionnaire-9.

### Remission

<table>
<thead>
<tr>
<th>Study</th>
<th>Definition</th>
<th>Virtual</th>
<th>Control</th>
<th>Remission</th>
<th>Weight OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berger, 2011</td>
<td>BDI-II + 13 and ΔBDI-II ≥ 8</td>
<td>11</td>
<td>25</td>
<td>44.0</td>
<td>1</td>
</tr>
<tr>
<td>Berger, 2011</td>
<td>BDI-II + 13 and ΔBDI-II ≥ 8</td>
<td>7</td>
<td>25</td>
<td>28.0</td>
<td>1</td>
</tr>
<tr>
<td>Carlini, 2013</td>
<td>BDI-II + 10</td>
<td>10</td>
<td>43</td>
<td>25.0</td>
<td>2</td>
</tr>
<tr>
<td>Chan, 2021</td>
<td>CES-D + 20</td>
<td>22</td>
<td>167</td>
<td>19.0</td>
<td>3</td>
</tr>
<tr>
<td>Vemmark, 2010</td>
<td>Absence of MDD (SCID-I)</td>
<td>25</td>
<td>50</td>
<td>83.0</td>
<td>7</td>
</tr>
<tr>
<td>Vemmark, 2010</td>
<td>Absence of MDD (SCID-I)</td>
<td>20</td>
<td>29</td>
<td>74.0</td>
<td>7</td>
</tr>
</tbody>
</table>

Overall, random effects model: 
Heterogeneity: $I^2 = 99.00\%$, $r^2 = 0.0$, $p = 0.59$

### Response

<table>
<thead>
<tr>
<th>Study</th>
<th>Definition</th>
<th>Virtual</th>
<th>Control</th>
<th>Response</th>
<th>Weight OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berger, 2011</td>
<td>ΔBDI-II ≥ 6</td>
<td>17</td>
<td>25</td>
<td>68.0</td>
<td>4</td>
</tr>
<tr>
<td>Berger, 2011</td>
<td>ΔBDI-II ≥ 6</td>
<td>11</td>
<td>25</td>
<td>44.0</td>
<td>4</td>
</tr>
<tr>
<td>Smith, 2017</td>
<td>ΔPHQ-9 ≥ 3</td>
<td>21</td>
<td>61</td>
<td>61.1</td>
<td>21</td>
</tr>
</tbody>
</table>

Overall, random effects model: 
Heterogeneity: $I^2 = 79.16\%$, $r^2 = 1.24$, $p = 0.61$

### Depression severity at post-treatment

<table>
<thead>
<tr>
<th>Study</th>
<th>Definition</th>
<th>Virtual</th>
<th>Control</th>
<th>Change in Severity</th>
<th>Weight SMD (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berger, 2011</td>
<td>BDI-I</td>
<td>25</td>
<td>17.30</td>
<td>10.20</td>
<td>26</td>
</tr>
<tr>
<td>Berger, 2011</td>
<td>BDI-II</td>
<td>25</td>
<td>20.80</td>
<td>13.50</td>
<td>26</td>
</tr>
<tr>
<td>Carlini, 2013</td>
<td>BDI-II</td>
<td>40</td>
<td>16.65</td>
<td>9.04</td>
<td>40</td>
</tr>
<tr>
<td>Olsen, 2021</td>
<td>CES-D</td>
<td>102</td>
<td>27.62</td>
<td>10.33</td>
<td>183</td>
</tr>
<tr>
<td>Johansson, 2019</td>
<td>MADRS-SR</td>
<td>27</td>
<td>13.60</td>
<td>6.19</td>
<td>27</td>
</tr>
<tr>
<td>Koster, 2016</td>
<td>CES-D</td>
<td>130</td>
<td>25.50</td>
<td>12.60</td>
<td>133</td>
</tr>
<tr>
<td>Smith, 2017</td>
<td>PHQ-9</td>
<td>61</td>
<td>8.96</td>
<td>4.77</td>
<td>68</td>
</tr>
<tr>
<td>Vemmark, 2019</td>
<td>BDI</td>
<td>30</td>
<td>10.30</td>
<td>9.29</td>
<td>29</td>
</tr>
<tr>
<td>Vemmark, 2019</td>
<td>BDI</td>
<td>29</td>
<td>12.30</td>
<td>7.39</td>
<td>29</td>
</tr>
</tbody>
</table>

Overall, random effects model: 
Heterogeneity: $I^2 = 77.86\%$, $r^2 = 0.14$, $p = 0.01$
Figure 3. Forest plots of virtual intervention compared with treatment as usual (TAU) clinical outcomes. ΔMADRS: Change in Montgomery–Åsberg Depression Rating Scale Score; ΔMADRS-SR: Change in Montgomery–Åsberg Depression Rating Scale – Self-Report Questionnaire Score; BDI: Beck Depression Inventory; EPDS: Edinburgh Postnatal Depression Scale; MDD: Major Depressive Disorder; MADRS: Montgomery–Åsberg Depression Rating Scale Interview; MADRS-SR: Montgomery–Åsberg Depression Rating Scale – Self-Report Questionnaire; PHQ-9: Patient Health Questionnaire-9.

### Remission

<table>
<thead>
<tr>
<th>Study</th>
<th>Definition</th>
<th>Virtual</th>
<th>Control</th>
<th>Remission</th>
<th>Weight OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dennis, 2020</td>
<td>Absence of MDD (SCID)</td>
<td>93 120</td>
<td>89.5 65</td>
<td>121 65.0</td>
<td>48.7% 2.97 (1.70-4.38)</td>
</tr>
<tr>
<td>Forseal, 2017</td>
<td>ΔMADRS-SR &gt; 8</td>
<td>15 22</td>
<td>716 4</td>
<td>20 22.0</td>
<td>16.3% 8.57 (5.08-13.32)</td>
</tr>
<tr>
<td>Moreno, 2012</td>
<td>ΔMADRS &gt; 50%</td>
<td>48 60</td>
<td>65.6 40</td>
<td>87 47.0</td>
<td>39.6 1.76 (0.95-3.26)</td>
</tr>
<tr>
<td>Overall, random effects model</td>
<td>164 254</td>
<td>121 250</td>
<td></td>
<td></td>
<td>100.0% 2.27 (1.54-3.36)</td>
</tr>
</tbody>
</table>

Heterogeneity: $I^2 = 0.00%$, $p = 0.61$

### Response

<table>
<thead>
<tr>
<th>Study</th>
<th>Definition</th>
<th>Virtual</th>
<th>Control</th>
<th>Response</th>
<th>Weight OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dennis, 2020</td>
<td>EPDS &lt; 12</td>
<td>62 120</td>
<td>79.6 49</td>
<td>121 49.0</td>
<td>43.8% 3.17 (1.87-5.38)</td>
</tr>
<tr>
<td>Forseal, 2017</td>
<td>ΔMADRS-SR &gt; 8</td>
<td>15 22</td>
<td>716 4</td>
<td>20 22.0</td>
<td>16.3% 8.57 (5.08-13.32)</td>
</tr>
<tr>
<td>Moreno, 2012</td>
<td>ΔMADRS &gt; 50%</td>
<td>48 60</td>
<td>65.6 40</td>
<td>87 47.0</td>
<td>39.6 1.76 (0.95-3.26)</td>
</tr>
<tr>
<td>Overall, random effects model</td>
<td>145 222</td>
<td>93 228</td>
<td></td>
<td></td>
<td>100.0% 2.95 (1.51-5.75)</td>
</tr>
</tbody>
</table>

Heterogeneity: $I^2 = 57.36%$, $p = 0.09$

Depression severity at post-treatment

<table>
<thead>
<tr>
<th>Study</th>
<th>Definition</th>
<th>Virtual</th>
<th>Control</th>
<th>Change in Severity</th>
<th>Weight SMD (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dennis, 2020</td>
<td>EPDS</td>
<td>120 7.27</td>
<td>6.14</td>
<td>121 4.30</td>
<td>14.6% 1.08 (0.81-1.38)</td>
</tr>
<tr>
<td>Forseal, 2017</td>
<td>MADRS-SR</td>
<td>22 14.59</td>
<td>4.00</td>
<td>20 11.93</td>
<td>11.7% 1.25 (0.57-2.09)</td>
</tr>
<tr>
<td>Hallgren, 2016</td>
<td>MADRS</td>
<td>317 11.29</td>
<td>7.30</td>
<td>312 13.92</td>
<td>15.1% 1.03 (0.71-1.62)</td>
</tr>
<tr>
<td>Libman, 2018</td>
<td>BD-II</td>
<td>320 18.20</td>
<td>6.61</td>
<td>327 15.13</td>
<td>15.1% 1.36 (1.06-1.75)</td>
</tr>
<tr>
<td>Moreno, 2012</td>
<td>MADRS</td>
<td>66 5.02</td>
<td>10.75</td>
<td>57 13.48</td>
<td>14.4% 1.34 (0.95-1.84)</td>
</tr>
<tr>
<td>Pfeffer, 2020</td>
<td>QIDS</td>
<td>167 11.10</td>
<td>4.70</td>
<td>163 11.79</td>
<td>14.9% 1.04 (0.60-1.80)</td>
</tr>
<tr>
<td>Rovenski, 2021</td>
<td>PHQ-9</td>
<td>63</td>
<td>9.09</td>
<td>16</td>
<td>5.57</td>
</tr>
<tr>
<td>Overall, random effects model</td>
<td>1089</td>
<td>1091</td>
<td></td>
<td></td>
<td>100.0% 0.59 (0.13-1.09)</td>
</tr>
</tbody>
</table>

Heterogeneity: $I^2 = 95.37%$, $p = 0.01$

Figure 4. Forest plots for virtual intervention (internet-based cognitive behavioral therapy [iCBT]) compared with virtual sham intervention clinical outcomes. ABDI: Change in Beck Depression Inventory Score; BDI: Beck Depression Inventory; HAMD: Hamilton Depression Rating Scale; IDS-SR: Inventory for Depressive Symptomatology – Self-Report; MDD: Major Depressive Disorder; SCID: Semi-Structured Clinical Interview for DSM Disorders.

### Remission

<table>
<thead>
<tr>
<th>Study</th>
<th>Definition</th>
<th>iCBT</th>
<th>Sham</th>
<th>Remission</th>
<th>Weight OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flygare, 2020</td>
<td>Absence of MDD (SCID)</td>
<td>35 48</td>
<td>72.0 22</td>
<td>47 46.0</td>
<td>62.5% 3.06 (1.30-7.29)</td>
</tr>
<tr>
<td>Reins, 2018</td>
<td>HAMD-24 &lt; 10</td>
<td>23 68</td>
<td>25.4 19</td>
<td>66 28.8</td>
<td>57.5% 1.35 (0.65-2.83)</td>
</tr>
<tr>
<td>Overall, fixed effects model</td>
<td>58 113</td>
<td>41 113</td>
<td></td>
<td></td>
<td>100.0% 1.92 (1.10-3.35)</td>
</tr>
</tbody>
</table>

Heterogeneity: $I^2 = 49.06%$, $p = 0.17$, $p = 0.16$

### Response

<table>
<thead>
<tr>
<th>Study</th>
<th>Definition</th>
<th>iCBT</th>
<th>Sham</th>
<th>Response</th>
<th>Weight OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flygare, 2020</td>
<td>BD-II &lt; 13 and BD-II ≥ 10</td>
<td>27 48</td>
<td>56.0 17</td>
<td>47 36.0</td>
<td>47.0% 2.27 (1.00-5.17)</td>
</tr>
<tr>
<td>Reins, 2018</td>
<td>ΔHAMD-24 ≥ 50%</td>
<td>19 65</td>
<td>29.2 18</td>
<td>65 24.2</td>
<td>53.0% 1.29 (0.96-1.72)</td>
</tr>
<tr>
<td>Overall, fixed effects model</td>
<td>46 113</td>
<td>33 113</td>
<td></td>
<td></td>
<td>100.0% 1.68 (0.96-2.96)</td>
</tr>
</tbody>
</table>

Heterogeneity: $I^2 = 0.00%$, $p = 0.33$

### Depression severity at post-treatment

<table>
<thead>
<tr>
<th>Study</th>
<th>Definition</th>
<th>iCBT</th>
<th>Sham</th>
<th>Change in Severity</th>
<th>Weight SMD (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flygare, 2020</td>
<td>BDI-II</td>
<td>48 15.50</td>
<td>11.80</td>
<td>47 21.29</td>
<td>11.76</td>
</tr>
<tr>
<td>Oertel, 2020</td>
<td>IDS-SR</td>
<td>173 20.80</td>
<td>9.40</td>
<td>174 23.19</td>
<td>10.36</td>
</tr>
<tr>
<td>Reins, 2018</td>
<td>HAMD-24</td>
<td>66 13.75</td>
<td>7.53</td>
<td>56 16.47</td>
<td>5.45</td>
</tr>
<tr>
<td>Overall, random effects model</td>
<td>286</td>
<td>287</td>
<td></td>
<td></td>
<td>100.0% 0.25 (0.89-4.42)</td>
</tr>
</tbody>
</table>

Heterogeneity: $I^2 = 0.00%$, $p = 0.91$
Figure 5. Forest plots for in-person intervention compared with virtual intervention clinical outcomes (key question 2). ΔBDI: Change in Beck Depression Inventory Score; ΔHAM-D: Change in Hamilton Depression Rating Scale Score; ΔMADRS: Change in Montgomery–Åsberg Depression Rating Scale Score; BDI: Beck Depression Inventory; HAMD: Hamilton Depression Rating Scale; MDD: Major Depressive Disorder; SCID: Semi-Structured Clinical Interview for DSM Disorders.

Remission

<table>
<thead>
<tr>
<th>Study</th>
<th>In-Person</th>
<th>Virtual</th>
<th>Remission</th>
<th>Weight OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson, 2013</td>
<td>MADRS-5 ≤ 10</td>
<td>7/36</td>
<td>17/33</td>
<td>52.0</td>
</tr>
<tr>
<td>Egges, 2019</td>
<td>Absence of MDD (SCID)</td>
<td>59/121</td>
<td>53/120</td>
<td>44.2</td>
</tr>
<tr>
<td>Meier, 2013</td>
<td>Absence of MDD (HAM-D)</td>
<td>44/162</td>
<td>44/163</td>
<td>29.3</td>
</tr>
<tr>
<td>Thase, 2018</td>
<td>HAMD ≤ 7</td>
<td>52/77</td>
<td>77/72</td>
<td>42.9</td>
</tr>
</tbody>
</table>

Overall, random effects model: 141/396 vs. 147/393, 100.0% (0.51-1.37), heterogeneity: $I^2 = 0.00\%$, $r^2 = 0.15^p < 0.05$.

Response

<table>
<thead>
<tr>
<th>Study</th>
<th>In-Person</th>
<th>Virtual</th>
<th>Response</th>
<th>Weight OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson, 2013</td>
<td>MADRS ≤ 50%</td>
<td>9/38</td>
<td>17/33</td>
<td>52.0</td>
</tr>
<tr>
<td>Egges, 2019</td>
<td>BDI ≤ 50%</td>
<td>24/121</td>
<td>27/120</td>
<td>22.5</td>
</tr>
<tr>
<td>Meier, 2013</td>
<td>HAMD-7 ≤ 50%</td>
<td>79/162</td>
<td>73/163</td>
<td>44.0</td>
</tr>
</tbody>
</table>

Overall, random effects model: 114/310 vs. 118/316, 100.0% (0.44-1.64), heterogeneity: $I^2 = 64.73\%$, $r^2 = 0.20^p < 0.06$.

Depression severity at post-treatment

<table>
<thead>
<tr>
<th>Study</th>
<th>In-Person</th>
<th>Virtual</th>
<th>Change in Severity</th>
<th>Weight SMD (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson, 2013</td>
<td>BDI</td>
<td>36</td>
<td>17.10</td>
<td>8.00</td>
</tr>
<tr>
<td>Meier, 2013</td>
<td>HAMD-7</td>
<td>102</td>
<td>12.51</td>
<td>8.40</td>
</tr>
<tr>
<td>Thase, 2018</td>
<td>HAMD-17</td>
<td>77</td>
<td>5.50</td>
<td>6.30</td>
</tr>
</tbody>
</table>

Overall, random effects model: 275 vs. 273, 100.0% (-0.38-0.23), heterogeneity: $I^2 = 51.94\%$, $r^2 = 0.03^p < 0.13$.
Table 3. Strength of evidence for each outcome organized by key question (KQ).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Study design, duration, sample size (N), events (n)</th>
<th>Effect size (95% CI)</th>
<th>Factors that affect the strength of evidence</th>
<th>Overall evidence strength and direction of effect</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>KQ1a (virtual vs waitlist)</strong></td>
<td>RCT&lt;sup&gt;b&lt;/sup&gt; (4 trials), 7-10 weeks, N=564, n=118 enrolled; N=619, n=126 analyzed due to 2 trials each having two intervention arms comparing to one control group</td>
<td>OR&lt;sup&gt;c&lt;/sup&gt; 10.30 (5.70 to 18.60)</td>
<td>Low ROB&lt;sup&gt;d&lt;/sup&gt;, imprecise estimate&lt;sup&gt;e&lt;/sup&gt; but high effect (increase), direct consistent (I² = 0%)</td>
<td>High; virtual intervention&lt;sup&gt;j&lt;/sup&gt; vs waitlist</td>
<td>The SOE&lt;sup&gt;f&lt;/sup&gt; is high that virtual interventions have 10 times higher odds of remission than waitlist</td>
</tr>
<tr>
<td>Remission</td>
<td>RCT (2 trials), 10-12 weeks, N=195, n=74 enrolled; N=221, n=78 analyzed due to 1 trial having two intervention arms comparing to the same control group</td>
<td>OR 3.57 (0.86 to 14.78)</td>
<td>1 Low, 1 moderate ROB (decrease), imprecise estimate (decrease), direct inconsistent&lt;sup&gt;f&lt;/sup&gt; (I² = 79.1%) (decrease)</td>
<td>Low; no statistically significant difference</td>
<td>The SOE is low that there are no substantial differences in response between virtual interventions and waitlist</td>
</tr>
<tr>
<td>Depression severity</td>
<td>RCT (7 trials), 7-12 weeks, N=1180, n=1180 enrolled; N=1071, n=1071 analyzed due to 2 trials each having two intervention arms comparing to one control group</td>
<td>SMD&lt;sup&gt;b&lt;/sup&gt; 0.81 (0.52 to 1.10)</td>
<td>4 Low, 3 moderate ROB; precise estimate; direct inconsistent (I²=77.8%) (decrease)</td>
<td>Moderate; virtual intervention&lt;sup&gt;j&lt;/sup&gt; vs waitlist</td>
<td>The SOE is moderate that virtual interventions have greater reduction in depression severity compared with waitlist</td>
</tr>
<tr>
<td><strong>KQ1b (virtual vs TAU&lt;sup&gt;i&lt;/sup&gt;)</strong></td>
<td>RCT (4 trials), 10-24 weeks; N=512, n=285</td>
<td>OR 2.27 (1.54 to 3.35)</td>
<td>Low ROB; imprecise estimate (decrease); direct consistent (I²=0%)</td>
<td>Moderate; virtual intervention&lt;sup&gt;j&lt;/sup&gt; vs TAU</td>
<td>The SOE is moderate that virtual interventions have 2 times higher odds of remission than TAU</td>
</tr>
<tr>
<td>Remission</td>
<td>RCT (3 trials), 10-24 weeks; N=450, n=238</td>
<td>OR 2.95 (1.51 to 5.75)</td>
<td>Low ROB; imprecise estimate (decrease); direct consistent (I² = 58.0%)</td>
<td>Moderate; virtual intervention&lt;sup&gt;j&lt;/sup&gt; vs TAU</td>
<td>The SOE is moderate that virtual interventions have 3 times higher odds of response than TAU</td>
</tr>
<tr>
<td>Depression severity</td>
<td>RCT (7 trials), 8-24 weeks; N=1533, n=1533</td>
<td>SMD 0.59 (0.13 to 1.05)</td>
<td>5 Low, 2 Moderate ROB; precise estimate; direct inconsistent (I²=95.9%)</td>
<td>Moderate; virtual intervention&lt;sup&gt;j&lt;/sup&gt; vs TAU</td>
<td>The SOE is moderate that virtual interventions have greater reduction in depression severity compared with TAU</td>
</tr>
<tr>
<td><strong>KQ1c (virtual vs attention control)</strong></td>
<td>RCT (2 trials), 6-8 weeks; N=226, n=99</td>
<td>OR 1.92 (1.10 to 3.35)</td>
<td>1 Low, 1 Moderate ROB (decrease); imprecise estimate (decrease); direct consistent (I²=50%)</td>
<td>Low; virtual CBT&lt;sup&gt;j&lt;/sup&gt; vs attention control</td>
<td>The SOE is low that virtual CBT has 2 times greater odds of remission than virtual psychoeducation</td>
</tr>
<tr>
<td>Remission</td>
<td>RCT (2 trials), 6-8 weeks; N=226, n=79</td>
<td>OR 1.68 (0.96 to 2.96)</td>
<td>1 Low, 1 Moderate ROB (decrease); imprecise estimate (decrease); direct consistent (I²=0%)</td>
<td>Low; no statistically significant difference</td>
<td>The SOE is low there are no substantial differences in response between virtual CBT and virtual psychoeducation</td>
</tr>
<tr>
<td>Depression severity</td>
<td>RCT (3 trials), 6-8 weeks; N=573, n=573</td>
<td>SMD 0.25 (0.09 to 0.42)</td>
<td>2 Low, 1 Moderate ROB; precise estimate; direct consistent (I²=0%)</td>
<td>High; virtual CBT&lt;sup&gt;j&lt;/sup&gt; vs attention control</td>
<td>The SOE is high that virtual CBT has greater reduction in depression severity compared with virtual psychoeducation</td>
</tr>
<tr>
<td><strong>KQ2 (in-person vs virtual)</strong></td>
<td>RCT (4 trials), 8-20 weeks; N=789, n=288,</td>
<td>OR 0.84 (0.51 to 1.37)</td>
<td>Low ROB; imprecise estimate (decrease); direct consistent (I²=60.1%)</td>
<td>Moderate; no statistically significant difference, noninferiority trials&lt;sup&gt;d&lt;/sup&gt;</td>
<td>The SOE is moderate that there are no substantial differences in remission between in-person and virtual interventions</td>
</tr>
</tbody>
</table>

Note: OR = Odds Ratio, SMD = Standard Mean Difference, ROB = Risk of Bias, CI = Confidence Interval, I² = Heterogeneity index.
Efficacy of Virtual Intervention Versus Waitlist Control (KQ1a)

The efficacy of virtual interventions compared with waitlist was assessed in seven double-blinded RCTs [11,23-28] (Table 2). Most trials compared virtual CBT with waitlist [11,23,24,26,28]; four trials examined virtual CBT guided by mental health providers [23,24,26,28], two examined unguided virtual CBT [11,24], and one examined CBT provided via email [24]. Two studies examined virtual adaptations of evidence-based therapies other than CBT (ie, combined acceptance and commitment therapy and behavioral activation [BA] [25] and problem-solving therapy [27]).

Remission was evaluated in four trials [11,23-25]. Two of the trials included comparisons of two different intervention arms against waitlist control groups: Berger et al [23] examined both guided and unguided virtual CBT compared with waitlist, and Vernmark et al [24] examined both guided virtual CBT and CBT provided via email compared with waitlist. Meta-analysis including a total of five comparisons across three studies showed that the odds of remission were 10 times higher (95% CI 5.70-18.60; N=619; high SOE) with virtual intervention compared with waitlist (Figure 2). Response was measured in three separate comparisons across two studies [23,28]. The odds of response did not substantially differ between virtual interventions and waitlist (OR 3.57, 95% CI 1.86-7.00; N=221; low SOE). Depression severity at posttreatment was assessed in seven trials [11,22-27]. Virtual interventions resulted in lower depression severity at posttreatment compared with waitlist (SMD 0.81, 95% CI 0.52-1.10; N=1071; moderate SOE).

### Table 2: Efficacy of Virtual Intervention Versus Waitlist Control

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Study design, duration, sample size (N), events^a (n)</th>
<th>Effect size</th>
<th>Factors that affect the strength of evidence</th>
<th>Overall evidence strength and direction of effect</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response</td>
<td>RCT (3 trials), 8-18 weeks; N=635, n=230</td>
<td>OR 0.82 (0.44 to 1.54)</td>
<td>Low ROB; imprecise estimate (decrease); direct consistent ( (I^2=64.7%) )</td>
<td>Moderate; no statistically significant difference, noninferiority trials</td>
<td>The SOE is moderate that there are no substantial differences in response between in-person and virtual interventions</td>
</tr>
<tr>
<td>Depression severity</td>
<td>RCT (3 trials), 8-20 weeks; N=548, n=548</td>
<td>SMD –0.04 (–0.30 to 0.23)</td>
<td>Low ROB; precise estimate; direct consistent ( (I^2=51.5%) )</td>
<td>Moderate; no statistically significant difference, noninferiority trials</td>
<td>The SOE is moderate that there are no substantial differences in posttreatment depression severity between in-person and virtual interventions</td>
</tr>
</tbody>
</table>

^aBased on risk of bias, precision of estimate, directness of comparison, and consistency.

^bRCT: randomized controlled trial.

^cOR: odds ratio.

^dROB: risk of bias.

^eImprecision is based on the number of events <300 events, or n=400 for continuous events or very wide confidence intervals; precision was the primary variable that influenced strength of evidence ratings given that most trials had low risk of bias and were direct and consistent.

^fSOE: strength of evidence.

^gInconsistent was based on \( I^2>75\% \).

^hSMD: standardized mean difference.

^iTAU: treatment as usual.

^jCBT: cognitive behavioral therapy.

Efficacy of Virtual Intervention Versus TAU (KQ1b)

Efficacy of virtual interventions compared with TAU was evaluated in eight double-blinded RCTs [12,29-35] (Table 2). Three of the trials focused on interventions for specific populations: those with perinatal-onset MDD [12,29,35], a majority-male veteran cohort [33], and a Latinx Spanish-speaking population [32] (Table 1). Most virtual interventions involved guided virtual CBT [29-31,33-35]; however, two trials provided synchronous telehealth interventions, including interpersonal therapy delivered by nurses via telephone [12] and supportive therapy plus pharmacotherapy provided by a psychiatrist via video visits [32]. Most TAU study arms consisted of primary care appointments, scheduled on an as-needed basis delivered by physicians [29-33,35].

Remission was evaluated in four trials [12,29,32,35]. The odds of remission were two times higher with virtual intervention compared with TAU (OR 2.27, 95% CI 1.54-3.35; N=512; moderate SOE) (Figure 3). Response was evaluated in three trials [12,29,32]. The odds of response were nearly three times higher with virtual intervention compared with TAU (OR 2.95, 95% CI 1.51-5.75; N=450; moderate SOE). Depression severity was evaluated in seven trials [12,29-34]. Virtual intervention resulted in a lower depression severity at posttreatment compared with TAU (SMD 0.59, 95% CI 0.13-1.05; N=1533; moderate SOE).

Efficacy of Virtual Therapy Versus Attention Control (KQ1c)

Five trials compared a virtual adaptation of an evidence-based intervention (eg, CBT [36,39,40], BA [38], or psychodynamic therapy [37]) with a virtual control (ie, mindfulness [38] or sham condition (Table 1). Of these, three studies compared...
virtual CBT with attention control conditions, which included online psychoeducation [36,40] and progressive muscle relaxation [39]. These three studies were included in one set of meta-analyses based on the consistency in interventions (virtual CBT) and attention control conditions (Figure 4).

Remission and response were assessed in two trials [36,40], both of which compared virtual CBT to virtual psychoeducation and favored virtual CBT in terms of both remission and response (Figure 4). The odds of remission were higher with virtual CBT compared with virtual psychoeducation (OR 1.92, 95% CI 1.10-3.35; N=226; low SOE), whereas there was no statistically significant difference in response rates between virtual CBT and virtual psychoeducation (OR 1.68, 95% CI 0.96-2.96; N=226; low SOE). Depression severity at posttreatment was evaluated in three trials [36,39,40]. All three studies favored virtual CBT compared with an attention control condition. Virtual CBT resulted in lower depression severity at posttreatment compared with virtual psychoeducation (SMD 0.25, 95% CI 0.09-0.42; N=573; high SOE).

Efficacy of In-Person Versus Virtual Intervention (KQ2)

Efficacy of in-person compared with virtual delivery of behavioral therapy, either CBT or BA, was evaluated in four RCTs [13,41-43] (Table 1), three of which were noninferiority trials [41-43] powered to evaluate whether virtual therapy provides at least the same benefit to the patient as in-person therapy. Two of the virtual interventions were guided virtual CBT [13,41] and two were synchronous telehealth interventions [42,43]. One trial compared in-person group CBT with virtual CBT [41].

Remission was evaluated in four trials [13,41,43]. In no study did remission rates for the in-person intervention exceed those seen in virtual interventions (Figure 5). Indeed, one trial reported significantly lower remission rates in the in-person CBT groups compared with virtual CBT (19% vs 52%; P<.005) [41]. The odds of remission with the in-person intervention were not higher than those with the virtual intervention (OR 0.84, 95% CI 0.51-1.37; N=789; moderate SOE). Sensitivity analysis excluding the study of Andersson et al [41], as the only trial comparing group therapy with virtual therapy, similarly indicated no significant difference but resolved the heterogeneity (OR 1.05, 95% CI 0.77-1.43; I²=0) (Multimedia Appendix 1, Figure A1).

Response was evaluated in three trials [41-43]. None of the trials reported better outcomes for the in-person arm. Indeed, after 8 weeks of intervention, in-person group CBT produced a significantly lower response rate than virtual CBT (25% vs 52%; P=.02) [41]. The odds of response with in-person intervention were no higher than those with virtual intervention (OR 0.82, 95% CI 0.44-1.54; N=635; moderate SOE) (Figure 5). Sensitivity analysis dropping the outlier [41] similarly indicated no statistically significant difference (Multimedia Appendix 1, Figure A1).

Depression severity was evaluated in all four trials [13,41-43]; none reported a benefit for in-person compared to virtual intervention. One trial comparing BA delivered in person versus via telehealth reported no statistically significant difference in depressive severity at posttreatment, but did not provide sufficient quantitative data [40] and was thus excluded from meta-analysis. In-person intervention was not associated with lower depression severity at posttreatment compared with virtual interventions (SMD –0.04, 95% CI –0.30 to 0.23; N=548; moderate SOE) (Figure 5) for the remaining three trials.

Comparative Efficacy of Various Virtual Interventions (KQ3)

No trials comparing the efficacy of one virtual intervention with another virtual intervention were identified in our searches that met our inclusion criteria.

Discussion

Principal Results

Virtual intervention for individuals with mild to moderate depressive disorders resulted in higher remission rates and a lower severity of symptoms at posttreatment compared with waitlist, TAU, and attention control conditions. There was no consistent evidence that an in-person intervention is significantly more efficacious than a virtual intervention for depression. Two studies compared telehealth with in-person sessions, while two studies compared virtual behavior therapies with in-person sessions. Despite these methodological differences, heterogeneity between studies was low and sensitivity analyses showed no difference in results if any study was removed. Studies included individuals with mild to moderate depressive disorders across a number of patient populations, including primary care patients, veterans, perinatal women, and Spanish-speaking Latinx individuals, suggesting relatively broad generalizability to depressed populations in countries with a very high human development index. Of note, we found no eligible studies comparing the effectiveness of different active virtual interventions, which is an important research and clinical gap that should be addressed in future trials. Taken together, the results suggest that virtual therapy is an effective method of treatment for mild to moderate depressive disorders. The results further suggest a lack of clear evidence that in-person treatment is superior to virtual treatment for those with mild to moderate depressive disorders without significant comorbidity and living in countries with a very high human development index.

Given the significant limitations in access to evidence-based care in the United States, this represents a potential opportunity to increase access to effective and affordable treatment. Despite the finding that, on average, there is not reliable evidence that in-person treatment is superior to virtual treatment for depressive disorders, critical research to identify which patients benefit most from in-person and virtual treatment has not been done. Some patients may benefit more from in-person therapy than virtual treatment. Many people do not have access to high-speed internet, a private space for virtual sessions, or a home environment that is safe or conductive to engaging in therapy at home. None of the studies included in this review addressed these important individual differences that may differentially impact treatment feasibility, acceptability, and outcomes. As
such, in-person therapy for mood disorders remains an important first-line treatment option. However, virtual therapy can be considered an additional first-line treatment option, particularly for those who prefer it and those without transportation, time, or geographical access to in-person treatment.

Limitations
This systematic review and meta-analysis had important limitations. For some of the outcomes, a low number of events (ie, remission or response) observed across a small number of studies reduced the SOE, particularly in the case of response, which had the lowest number of observations of any outcome assessed and resulted in low to moderate SOE ratings across each key question. Our review was narrowly focused on depression intervention outcomes: all of the trials that met the inclusion criteria focused on interventions for MDD, and despite inclusion criteria of all depressive disorders, none examined other depressive disorders or other common co-occurring conditions such as anxiety disorders. Only one study included individuals with severe depressive symptoms, and therefore conclusions cannot be made regarding the utility of virtual therapy for those with more severe presentations. Interventions ranged in duration from 6 to 24 weeks. We evaluated immediate effects of the intervention on depression outcomes; however, due to variability in follow-up assessments, we did not examine long-term outcomes. Patient adherence to the intervention was not defined consistently across studies, and intervention fidelity was not assessed in most studies. Thus, neither variable could be evaluated as part of our risk of bias assessment. The studies included in KQ2 evaluated heterogeneous treatment populations (eg, veterans, primary care patients), and different in-person (eg, group therapy, individual therapy) and virtual (eg, telephone therapy, video therapy, virtual CBT) treatments. Although sensitivity analyses suggested that the results were the same when eliminating heterogeneous studies, additional studies are needed to have strong confidence in the results.

Comparison With Prior Work
The results of this study were consistent with older meta-analyses establishing the efficacy of virtual CBT for depression and anxiety compared with no intervention [8-10], and with a recent meta-analysis examining the effectiveness [44] of open-label, nonrandomized virtual and other remote interventions for depression and anxiety, compared with control conditions. Similar to prior meta-analyses [10,45], we found that the effect size comparing virtual intervention with waitlist was larger than that for TAU. Our results were also similar to past meta-analyses showing that outcomes for virtual treatment were at least as good as outcomes for face-to-face therapy [45,46]. Our study extended these findings by including only individuals diagnosed with MDD and by examining not only depressive symptoms but also remission and response rates. To our knowledge, this was the first meta-analysis to compare virtual with face-to-face interventions for individuals with clinically confirmed diagnoses of depressive disorders with a focus on remission and response. Our review adds to the literature by (1) focusing on depressive disorders and not only depressive symptoms, which could be subthreshold, less severe, and less likely to show a difference between two interventions; and (2) including two noninferiority trials, which provides a stronger test of whether virtual therapy provides at least the same benefit as in-person therapy. With this more rigorous test, virtual interventions performed as well as face-to-face therapy.

Strengths
Strengths of this systematic review included a multidimensional approach to assessing risk of bias, based on both the Cochrane risk of bias tool [20] and guidelines for applying the Cochrane tool to psychotherapy trials [21]. Psychotherapy trials, by definition, do not allow for participant blinding in the same way as medication trials. Yet, the underlying principle of blinding is believability of or confidence in the intervention to a similar degree across both the active intervention and control conditions. Only one trial with an active control condition assessed or attempted to control for participants’ confidence in the intervention. This absence represents a weakness in the psychotherapy literature that should be addressed by future trials. Other strengths of this systematic review were the inclusion of only RCTs, trials that required a depression diagnosis at baseline, use of a validated assessment of depression outcome, and those with low to medium risk of bias, which increased the strength of the conclusions.

Conclusions
These results carry implications for health systems and mental health clinicians, policymakers, and researchers. Mental health clinics with long waitlists for evidence-based interventions and primary care clinics offering TAU could improve patient outcomes, reduce wait times, and reserve face-to-face sessions with therapists for those with the most severe symptoms by providing virtual interventions. With the rates of depression reaching epidemic proportions during the COVID-19 pandemic, existing efficacious technological solutions can help reduce the burden on the health care system, increase access to mental health care, and reduce the risk of COVID-19 transmission in health care settings. Implementation research is needed to determine when and for whom virtual interventions work best and when they may serve as an alternative to face-to-face therapy. Studies examining the efficacy of virtual adaptations of other evidence-based interventions for depression (eg, BA, acceptance and commitment therapy), optimal amount of guidance for virtual interventions (eg, regularly scheduled or as-needed coaching), optimal format for provider involvement (eg, telephone or email), and degree of provider training (eg, peer support, trained coaches, or licensed mental health providers) are needed to guide clinical decision-making. Nevertheless, our results suggest that virtual interventions provide an efficacious mechanism for scaling-up depression interventions to meet the growing demands created by the COVID-19 pandemic.
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Abstract

Background: Artificial intelligence (AI) is giving rise to a revolution in medicine and health care. Mental health conditions are highly prevalent in many countries, and the COVID-19 pandemic has increased the risk of further erosion of the mental well-being in the population. Therefore, it is relevant to assess the current status of the application of AI toward mental health research to inform about trends, gaps, opportunities, and challenges.

Objective: This study aims to perform a systematic overview of AI applications in mental health in terms of methodologies, data, outcomes, performance, and quality.

Methods: A systematic search in PubMed, Scopus, IEEE Xplore, and Cochrane databases was conducted to collect records of use cases of AI for mental health disorder studies from January 2016 to November 2021. Records were screened for eligibility if they were a practical implementation of AI in clinical trials involving mental health conditions. Records of AI study cases were evaluated and categorized by the International Classification of Diseases 11th Revision (ICD-11). Data related to trial settings, collection methodology, features, outcomes, and model development and evaluation were extracted following the CHARMS (Critical Appraisal and Data Extraction for Systematic Reviews of Prediction Modelling Studies) guideline. Further, evaluation of risk of bias is provided.

Results: A total of 429 nonduplicated records were retrieved from the databases and 129 were included for a full assessment—18 of which were manually added. The distribution of AI applications in mental health was found unbalanced between ICD-11 mental health categories. Predominant categories were Depressive disorders (n=70) and Schizophrenia or other primary psychotic disorders (n=26). Most interventions were based on randomized controlled trials (n=62), followed by prospective cohorts (n=24) among observational studies. AI was typically applied to evaluate quality of treatments (n=44) or stratify patients into subgroups and clusters (n=31). Models usually applied a combination of questionnaires and scales to assess symptom severity using electronic health records (n=49) as well as medical images (n=33). Quality assessment revealed important flaws in the process of AI application and data preprocessing pipelines. One-third of the studies (n=56) did not report any preprocessing or data preparation. One-fifth of the models were developed by comparing several methods (n=35) without assessing their suitability in advance and a small proportion reported external validation (n=21). Only 1 paper reported a second assessment of a previous AI model. Risk of bias and transparent reporting yielded low scores due to a poor reporting of the strategy for adjusting hyperparameters, coefficients, and the explainability of the models. International collaboration was anecdotal (n=17) and data and developed models mostly remained private (n=126).

Conclusions: These significant shortcomings, alongside the lack of information to ensure reproducibility and transparency, are indicative of the challenges that AI in mental health needs to face before contributing to a solid base for knowledge generation and for being a support tool in mental health management.
Introduction

Mental health represents a vital element of individual and collective well-being, but stressful or adverse living, working, or economic conditions and social inequalities, violence, and conflict can put it at risk. The COVID-19 pandemic has demonstrated how vulnerable mental health can be. Mental health conditions represent one of the leading causes of suffering and disability in the European Region. In 2021, over 150 million people in the WHO (World Health Organization) European Region lived with a mental health condition, and only 1 in 3 people with depression receive the care they need. To address these gaps in mental health services and support, many of which have been exacerbated by the pandemic, WHO/Europe launched a new Pan-European Mental Health Coalition [1]. Mental health is a top priority for the WHO and is a flagship initiative of the European Programme of Work 2020-2025 [2].

Artificial intelligence (AI) has been increasingly used to provide methods and tools for improved diagnosis and treatment of diseases since 2010. AI is defined as the reproducibility of human-like reasoning and pattern extraction to solve problems [3]. AI involves a variety of methods that expand traditional statistical techniques. AI can find patterns that support decision making and hypotheses validation. AI offers a new scope of powerful tools to automate tasks, support clinicians, and deepen understanding of the causes of complex disorders. AI’s presence and potential in health care are rapidly increasing in recent years. AI models need to be fed with the adequate data to be integrated in the clinical workflow and ensuring data quality is crucial [4]. Digitized data in health care are available in a range of formats, including structured data such as electronic health records or medical images, and nonstructured schemas, such as clinical handwritten notes [5].

Because of the possibilities AI offers, policymakers may gain insight into more efficient strategies to promote health and into the current state of mental disorders. However, AI often involves a complex use of statistics, mathematical approaches, and high-dimensional data that could lead to bias, inaccurate interpretation of results, and overoptimism of AI performance if it is not adequately handled [6]. Further, several lacking areas cause concern: transparent reporting in AI models that undermine replicability, potential ethical concerns, validation of generalizability, and positive collaboration in the research community [7,8].

The goals of this review are to map the applications of AI techniques in mental health research, reveal the prominent mental health aspects in this framework, and to assess the methodological quality of the recent scientific literature and evolution of this field in the last 5 years. Systematic reviews and meta-analyses (PRISMA [Preferred Reporting Items for Systematic Reviews and Meta-Analyses] 2020 statement) [9] will be used to design the search strategy and to funnel selection in this systematic overview.

Methods

Search Strategy

A systematic literature search was conducted on clinical trials on mental health disorders involving AI techniques using 4 electronic databases: PubMed, Scopus, IEEE Xplore, and Cochrane (Table 1). Search string queries are detailed in Appendix S1 in Multimedia Appendix 1.

Inclusion and Exclusion Criteria

We specified 3 inclusion criteria for screening. Records were included if they reported a clinical trial (either interventional or observational), were related to mental health disorders, and featured an application of AI. For the final eligibility assessment, exclusion criteria were defined to constrain the review: the reported AI case is not applied for a mental health outcome (ie, applying tools to improve image quality), the record was not published in English, or the report was not published in the last 5 years to review the specific application of these techniques in clinical mental health research. These criteria were designed to evaluate the researching lines in mental health disorders in the last few years, which include the democratization of frameworks and tools for AI application.
Table 1. Databases consulted and filters related to our search criteria applied in the search engines.

<table>
<thead>
<tr>
<th>Database</th>
<th>Filters in search engine</th>
</tr>
</thead>
<tbody>
<tr>
<td>PubMed</td>
<td>• Article type: Clinical trial&lt;br&gt;• Language: English&lt;br&gt;• Publication date: 5 years</td>
</tr>
<tr>
<td>Scopus</td>
<td>• Document type: Article&lt;br&gt;• Language: English</td>
</tr>
<tr>
<td>IEEE Xplore</td>
<td>• Range years: 2016-2021</td>
</tr>
<tr>
<td>Cochrane</td>
<td>• Type: Trials&lt;br&gt;• Publication date: 2016-2021&lt;br&gt;• Language: English</td>
</tr>
</tbody>
</table>

Selection Process

Figure 1 shows the flow diagram of the selection process. Records from the scientific literature were identified in the 4 databases defined in Table 1. The resulting data sets were combined in a Microsoft Excel spreadsheet (.xlsx), rearranged by DOI (digital object identifier), and checked for possible erroneous entries. Duplicated records were assessed by comparing DOI names and titles of the publication. A simple code in R 4.2.0 win32 (R Foundation for Statistical Computing) was used to find and tag records whose DOI name and title were already found in the database. The results were manually reviewed to correct minor errors due to misspellings of DOI or the title in the record database. The eligibility criteria for inclusion were then manually evaluated by the title and abstract of each record, and selected records were sought for retrieval. Retrieved records were fully screened and were dismissed if they did not meet the inclusion criteria or met the exclusion criteria. Finally, data and details were extracted for included AI studies.

Figure 1. Selection process: PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 2020 flow diagram. AI: artificial intelligence.
Data Extraction

For the included AI applications, 11 categories and 35 data indicators are reported. These indicators were adapted from the CHARMS (Critical Appraisal and Data Extraction for Systematic Reviews of Prediction Modelling Studies) guideline [10]. In addition, publication-related data such as author(s), title, journal, year of publication, and DOI were extracted for the analysis.

Categories were designed to evaluate the goal of the clinical trial and AI, the accessibility and quality of the development process of the data, how the AI model was designed and developed, results, and the reported discussion. Not only are the categories for data extraction designed for detailing the AI models, but also they evaluate the differences and linkages between trial design, data collection, and AI implementation. For further details, see Appendix S2 in Multimedia Appendix 1.

Quality Assessment

Risk of bias was evaluated by combining the Cochrane tool for randomized controlled trials [11] and PROBAST (Prediction Model Risk of Bias Assessment Tool) guidelines [12]. The Cochrane Handbook for Systematic Reviews of Interventions [13] accounted for the trial design and whether masking and blindness were applied or should have been. The PROBAST guidelines accounted for the suitability of the methodology for collecting the data, candidate predictors, and outcome definition for the AI model as well as how the AI model was applied and analyzed. Both guidelines were considered together to evaluate possible biased relations between trial design and AI applicability. Details of the methodology are provided in Appendix S3 in Multimedia Appendix 1.

Results

Articles Identified From the Database Searching

The search identified 540 records, all published in English. Excluding 111 duplicates, 429 articles were screened according to the eligibility criteria based on the title and abstract. The screening process concluded with 241 records excluded for not meeting the inclusion criteria. Of those, 188 records were sought for retrieval, with 12 found impossible to retrieve. Thus, 176 records were assessed for eligibility and 65 were excluded due to not being a clinical trial (n=37), not related to AI (n=23), partially related to mental health (n=3), or not related to mental health (n=2). Furthermore, limitations of search queries were minimized as much as possible by manually adding a selection of AI studies that were not found in the search (n=25). Records from this selection were also screened and sought for retrieval and eventually 18 studies were included. Ultimately, 129 records were included in the analysis. A record could involve 2 or more different cases of AI use for a different outcome, from now on referred to as an AI study. A total of 153 AI studies or AI applications were analyzed. Table 2 summarizes the most important information extracted for this systematic review. Details on the final analysis for each study can be found in Multimedia Appendix 2 (see also [14-142]).

Most used private data (n=142), and a small fraction used public data (n=10) or a mix (n=1). Most studies aimed to develop a new model (n=152); only 1 study aimed to validate a current model. No AI study was intended to update a previously developed AI model. Concerning mental health categories based on the International Classification of Diseases 11th Revision (ICD-11), nearly one-half of the studies (77/153, 50.3%) related to mood disorders, which combines the Depressive disorders (n=70) and Bipolar or related disorders (n=4) categories; 3 other studies used data from patients within both categories, labeled as “mood episodes.” The second most common category was Schizophrenia or other primary psychotic disorders (n=26), and the third was Disorders specifically associated with stress (n=12). Some studies included participants with different mental disorders (n=10).

Other categories were Anxiety or fear-related disorders (n=7); Secondary mental or behavioral syndromes associated with disorders or diseases classified elsewhere (n=5); Disorders due to substance use (n=5); Neurocognitive and dementia disorders (n=4); Neurodevelopmental disorders (n=1); Obsessive-compulsive or related disorders (n=1); Feeding or eating disorders (n=1); Bodily distress disorder (n=1); Personality disorders (n=1); and Mental or behavioral disorders associated with pregnancy, childbirth, or the puerperium, without psychotic symptoms (n=1).

Only 28.1% (43/153) of studies used original data collected within the study, while 71.9% (110/153) of studies retrieved data from databases or were a secondary analysis of clinical trials not designed for that purpose. The most common type of trial design was randomized clinical trial (n=62), followed by prospective cohort study designs (n=30) and nonrandomized clinical trial designs (n=15). Further, we found longitudinal naturalistic studies (n=15), cross-sectional designs (n=14), case-control designs (n=9), and case reports (n=2). Two reports of AI cases used a mix of trial designs and 4 did not report this or the references were unclear. Figure 2 shows the distribution of study design based on the prospective or retrospective collection of data.

Not all studies reported enough details to evaluate recruitment of participants (n=17). Almost one-half of the studies collected data from different locations (n=75), whereas the rest only reported 1 location (n=61). Of the multisite studies, only one-third used international collection (17/153, 11.1%). Only 13 of the 43 (30%) prospective collection studies followed a multisite collection method (n=13), and only 1 study was international.
Table 2. Key summary of artificial intelligence studies (N=153) analyzed (n=129 articles).

<table>
<thead>
<tr>
<th>Mental health disorder (ICD-11\a) section number: category</th>
<th>Artificial intelligence model family</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>6A2: Schizophrenia or other primary psychotic disorders</td>
<td>Competing models\c [15-17]</td>
<td>Genomic data [29]</td>
</tr>
<tr>
<td></td>
<td>Ensembled models [18,19]</td>
<td>Medical image [15-19,21-23,27,28,33]</td>
</tr>
<tr>
<td></td>
<td>SVM\d [25-28]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trees [29-31]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Regression and statistical clustering [32]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Regression and hierarchical clustering [33]</td>
<td></td>
</tr>
<tr>
<td>6A6: Bipolar or related disorders</td>
<td>Bayesian [34]</td>
<td>Medical image [35,37]</td>
</tr>
<tr>
<td></td>
<td>Regression [36]</td>
<td>Questionnaires and scales [34]</td>
</tr>
<tr>
<td></td>
<td>SVM [37]</td>
<td></td>
</tr>
<tr>
<td>6A7: Depressive disorders</td>
<td>Bayesian [38-40]</td>
<td>Audio recording [64]</td>
</tr>
<tr>
<td></td>
<td>Competing models [41-53]</td>
<td>Biomarkers [51,54,95]</td>
</tr>
<tr>
<td></td>
<td>Deep learning [54]</td>
<td>Biosignal [41]</td>
</tr>
<tr>
<td></td>
<td>Ensembled models [55-57]</td>
<td>Genomic data [44,70,74]</td>
</tr>
<tr>
<td></td>
<td>Hierarchical clustering [58,59]</td>
<td>Medical image [38,40,48,67-69,75,82,85]</td>
</tr>
<tr>
<td></td>
<td>Mixture model [61]</td>
<td>Questionnaires and scales [47,58,60,62,76]</td>
</tr>
<tr>
<td></td>
<td>Regression [63-74]</td>
<td>Video image [78,84]</td>
</tr>
<tr>
<td></td>
<td>Relevance vector machine [75]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Statistical learning [76,77]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SVM [78-86]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trees [87-93]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trees and hierarchical clustering [94]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trees and statistical learning [95]</td>
<td></td>
</tr>
<tr>
<td>6A6, 6A7: Mood episodes</td>
<td>Competing models [96]</td>
<td>Medical image [97,98]</td>
</tr>
<tr>
<td></td>
<td>SVM [97]</td>
<td>Questionnaires and scales [96]</td>
</tr>
<tr>
<td></td>
<td>Regression [98]</td>
<td></td>
</tr>
<tr>
<td>6B0: Anxiety or fear-related disorders</td>
<td>Competing models [99-101]</td>
<td>Biomarkers [101]</td>
</tr>
<tr>
<td></td>
<td>Regression [102]</td>
<td>Biosignal [100]</td>
</tr>
<tr>
<td></td>
<td>SVM [103]</td>
<td>Mixed [99,103,104]</td>
</tr>
<tr>
<td></td>
<td>Trees [104]</td>
<td>Text [102]</td>
</tr>
<tr>
<td>6B2: Obsessive-compulsive or related disorders</td>
<td>Competing models [105]</td>
<td>I [105]</td>
</tr>
<tr>
<td>6B4: Disorders specifically associated with stress</td>
<td>Competing models [106]</td>
<td>Audio recording [116]</td>
</tr>
<tr>
<td></td>
<td>Ensembled models [107,108]</td>
<td>Biosignal [115]</td>
</tr>
<tr>
<td></td>
<td>Hierarchical clustering [109]</td>
<td>Medical image [112-114]</td>
</tr>
<tr>
<td></td>
<td>SVM [111-115]</td>
<td>Questionnaires and scales [109]</td>
</tr>
<tr>
<td></td>
<td>Trees [116]</td>
<td></td>
</tr>
<tr>
<td>6B8: Feeding or eating disorders</td>
<td>Competing models [117]</td>
<td>Mixed [117]</td>
</tr>
<tr>
<td>6C4: Disorders due to substance use</td>
<td>Competing models [119]</td>
<td>Medical image [120]</td>
</tr>
<tr>
<td></td>
<td>Regression [120]</td>
<td>Mixed [119,121,122]</td>
</tr>
<tr>
<td></td>
<td>Trees [121,122]</td>
<td></td>
</tr>
<tr>
<td>Mental health disorder (ICD-11) section number</td>
<td>Artificial intelligence model family</td>
<td>Data type</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>------------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>6D1: Personality disorders</td>
<td>Trees [123]</td>
<td>Mixed [123]</td>
</tr>
<tr>
<td>6D7, 6D8: Neurocognitive disorders and dementia</td>
<td>Competing models [124]</td>
<td>Mixed [124-127]</td>
</tr>
<tr>
<td></td>
<td>Ensembled models [125,126]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trees [127]</td>
<td></td>
</tr>
<tr>
<td>6E2: Mental or behavioral disorders associated with pregnancy, childbirth, or the puerperium, without psychotic symptoms</td>
<td>Competing models [128]</td>
<td>Mixed [128]</td>
</tr>
<tr>
<td>6E6: Secondary mental or behavioral syndromes associated with disorders or diseases classified elsewhere</td>
<td>Bayesian [129]</td>
<td>Mixed [130-133]</td>
</tr>
<tr>
<td></td>
<td>Competing models [130]</td>
<td>Questionnaires and scales [129]</td>
</tr>
<tr>
<td></td>
<td>Regression [131]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trees [132,133]</td>
<td></td>
</tr>
<tr>
<td>Combination of some ICD-11 categories in mental health</td>
<td>Bayesian [134]</td>
<td>Biosignal [140]</td>
</tr>
<tr>
<td></td>
<td>Ensembled models [135-137]</td>
<td>Questionnaires and scales [135,137,139]</td>
</tr>
<tr>
<td></td>
<td>Regression [138,139]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Regression and support vector machines [140]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trees [141]</td>
<td></td>
</tr>
<tr>
<td>Unspecified</td>
<td>Competing models [142]</td>
<td>Mixed [142]</td>
</tr>
</tbody>
</table>

bMixed: combination of type of data and predictors.
cCompeting models: the study was designed for evaluate several types of artificial intelligence model families without assessing a priori adequacy.
dSVM: support vector machine.
eE: electronic health records.
fUnspecified: The outcome of the study is “mental health problems;” therefore, it could not be classified in any specific category.

Figure 2. Count of trial designs where data were retrieved. Orange specifies only studies with their own designed trial. RCT: randomized clinical trial.
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**AI Applications**
Studies were categorized according to the intended use of the AI models in the research. The most common category was studies for evaluating treatments, Treatment quality (n=44), followed by Subgroups/patterns identification (n=31), Predictor identification (n=28), Prognosis (n=23), Diagnose (n=20), and Forecasting symptoms (n=7).
Most Treatment quality applications used retrospective data from previous randomized clinical trials (n=28) and in these studies the clinical arms were treated as different cohorts to compare AI outcomes and performance (n=28). The same results can be found in Predictor identification, where close to one-half of the studies collected data from previous randomized clinical trials to compare different clinical arms (n=13). In the Subgroups/patterns identification category, studies collected data from a balanced mix of study designs, while in Prognosis the most common method was prospective cohort studies. In the Diagnose and Forecasting symptoms studies, none of the categories stood out in particular. More detailed results are presented in Appendix S4 in Multimedia Appendix 1.

Figure 3 presents a dashboard that summarizes the AI model results regarding candidate predictors, preprocessing pipeline, AI techniques, and validation. For candidate predictors, many studies used a combination of data (n=73). The most individually common category was Medical image (n=33), which relates to medical imaging analysis (ie, region of interest or voxel-based morphometry), and the second was Questionnaires and scales (n=20), defined as any self-reported or interview-reported scale for symptom severity, conditions, or actual mood. The third was Biosignal collection (n=11), such as electroencephalography or electrocardiography and related analyses. Other data categories were Biomarkers (n=5), Genomic data (n=3), Electronic health records or EHR (n=2), Video image analysis (n=2), and Audio recording (n=2). I refers to historical, demographic, and clinical information collected in hospitals and specialty care sites. Text refers to any data that are used for natural language processing analysis, such as written text or speech. Audio recording was introduced as the analysis of audio and voice features unrelated to language processing. The Mixed category (n=73 studies) combined data from I and different questionnaires and symptom scales (49/73, 67%); the remaining studies included other categories such as Biomarkers (n=7), Medical image (n=4), Genomic data (n=3), Biosignal (n=3), and Text (n=2). Medical image was also combined with Genomic data (n=1) and Biomarkers (n=1). Besides, Biomarkers were combined with Questionnaires and scales (n=2) and with Biosignals (n=1).

When evaluating data quality, methods to assess data suitability, and preprocessing pipelines, only 12/153 studies (7.8%) considered the statistical power of the sample size; 37.3% (57/153) of studies used a sample size of 150 or less to train the AI models. Only 13.7% (21/153) reported external validation (n=5) or reported both internal and external validation (n=16). The rest of the AI studies used only internal validation (n=108) or did not report the validation method (n=24). Only 38.6% (59/153) of studies reported a method to assess significance of their performance results, while the majority did not detail any (n=94).

AI studies used supervised learning, semisupervised learning, and unsupervised learning methods. No reinforcement learning algorithms were found. Regarding AI algorithms, the most popular family of techniques was regression (n=34), followed by trees (n=26) and support vector machine (n=23), which constitutes most AI studies. Other algorithms were Bayesian (n=6), statistical clustering (n=5), hierarchical clustering (n=5), mixture model (n=3), deep learning (n=1), manifold (n=1), Markov model (n=1), and relevance vector machine (n=1). In some cases, an Ensembled model was designed with the inclusion of different types of AI algorithms (n=12). Another category, Competing models (n=35), refers to the AI studies that did not predefine a specific AI technique or algorithm based on features of the data and instead applied different techniques with the intention to retain the model algorithm with the best performance to their outcome definition. These 35 studies used 144 AI techniques in total.

Regarding preprocessing methods, only 63.4% (97/153) of studies reported whether they applied any preprocessing technique to data or that preprocessing was not needed, while the rest did not report any (n=56). Regarding data gaps, only 52.3% (80/153) of studies reported or mentioned if there were some missing data in samples or not, while 47.7% (73/153) did not. Of the studies reporting missing data, 2.6% (4/153) did not report any method to handle missing data bias, whereas 24.2% (37/153) opted for excluding the samples and 25.5% (39/153) chose to impute the missing values from the data distribution by different imputation methods. Of these, only 2 studies detailed the type of missingness. The proportion of reporting missing data was similar for both retrospective and prospective data collection.
Risk of Bias and Transparency

The risk of introducing bias is defined in Appendix S3 in Multimedia Appendix 1. Only 23 studies were found unlikely to introduce bias due to the trial design and evaluation of participants, whereas in the majority of studies the risk was high or unclear. In most cases, the risk of bias due to participants and the trial features was introduced by bias in the distribution of participants—that is, inclusion and exclusion criteria, loss of follow-up, and participants withdrawal—or the sample was not enough to be considered a good example of the target population. The definition and collection of the candidate predictors were mostly a low risk of introducing bias (n=16), with a few studies possibly introducing bias (n=21) or having an unclear risk of bias (n=16). Results for the outcome definition in the AI model are similar, with most studies evaluated as having a low risk of bias (n=101). Some studies were categorized as unclear (n=15) or high risk (n=37) due to unclear definitions of outcomes or combining data set of different populations whose outcomes were evaluated with different methods. The most important risk of bias was found when applying AI algorithms and their evaluation. Only a few studies were evaluated as unlikely to introduce some bias (n=5) and the vast majority of AI analysis introduced a high risk of bias (n=139), while 9 could not be assessed properly (n=9). The main issues for bias in the AI analysis were not appropriately preprocessing and arranging the data for the specifications of the applied AI model, a bad handling of missingness, or an insufficient validation of the performance to account for overfitting and optimism (Figure 4). Appendix S5 in Multimedia Appendix 1 shows a stratified analysis of the risk of bias based on disorders, study designs, and outcome.

Overall, only 1 AI study could be assessed as a low risk of being biased. The most contributing categories to the overall risk were Participants and AI analysis. Most studies were likely unbiased about the definition and collection of predictors and the outcome but they failed to apply these data later in the model—bad data engineering or bad validation of the models—or the trial design had some flaws from the beginning. It is worth mentioning that only 9 of the 153 models reported any hyperparameter tuning or coefficients of the models and most of them reported basic trees models coefficients and decision rules. Only 58 studies mentioned or reported predictor importance and less than one-half reported the methodology to test it (Figure 5).
Discussion

Principal Findings

This overview summarizes the development and status of AI applications in mental health care. The review focused on the period from 2016 to 2021 to understand the latest advancements of these applications in mental health research, including aspects related to the methodological quality, the risk of bias, and the transparency. Results may be limited by the keywords applied in the search queries. This analysis is only representative for the records retrieved in this search. However, the samples analyzed may be sufficient to judge the quality and current status of this field. Significant methodological flaws were found involving the statistical processes of AI applications and data preprocessing. Many studies overlook evaluating or reporting on data quality and how it fits the model. Some studies applied several AI techniques, here aggregated as “compelling models” studies, to select the most efficient technique without assessing their suitability for the problem they face, which may lead to overoptimism. Further, missing data management and the recruitment of participants are rarely reported, making it difficult to account for the risk of model overfitting. Preprocessing pipelines are not sufficiently reported, which hampers the reproducibility of the study or the adaptation of the AI techniques to the specific type of study. The use of reporting guidelines, such as the CONSORT-AI (AI version of the Consolidated Standards of Reporting Trials) for clinical trial reports involving AI [143], the SPIRIT-AI (AI version of the Standard Protocol Items: Recommendations for Interventional Trials) for clinical trial protocols involving AI [144], or the MI-CLAIM (Minimum Information About Clinical Artificial
Intelligence AI modeling) checklist on minimum information for clinical AI modeling [145], would be very useful to ensure that the basic information about the study design and implementation is reported in these types of studies.

Some predictive models are being updated for AI reporting, such as TRIPOD-AI (AI version of the Transparent Reporting of a Multivariable Prediction Model of Individual Prognosis or Diagnosis) and PROBAST-AI (ie, the AI version of the PROBAST) [146]. However, these guidelines are rarely followed in the reviewed records. They lack transparent reporting on AI model features such as coefficients, hyperparameters, or predictor selection. Encouraging transparent reporting should be prioritized, as it would benefit second external validations and provide better accountability for reported models.

The incorporation of AI in mental health research is unbalanced between ICD-11 mental health disorders. Most research focusses on depressive disorders, where it combines severity questionnaires and scales with electronic health record and psychotic disorders using medical image data. External validation is very uncommon. Conducting suitable trial designs for the intended AI outcomes is understandably difficult in terms of money, time, and resources. Thus, it is common to apply data collected retrospectively. However, the original trial designs do not fit the specifications for AI development and most studies do not assess the appropriateness of these data. Notably, many authors may not understand the need to ensure an optimal preprocessing pipeline. In these cases, authors are aware of the poor performance of the models, but the proposed approach for improvement is suggested directly from a trial perspective rather than from assessing possible statistical bias or mistakes in model development, which could save cost and time over designing new studies.

Challenges

AI studies were analyzed to identify challenges and opportunities involving the use of AI in mental health. Typically, AI studies reported insufficient samples to ensure model generalizability [68,84,103]. Several authors reported bias because of the difficulty in adapting typical trial designs to an AI context. For example, some authors detail the constraining boundaries for selecting participants in randomized clinical trials as a limiting factor, which reduces the sample size and could overlook confounders [68,90]. Most randomized clinical trials noted possible variance between the collected data and the real-world data. However, observational studies can also introduce bias in AI models if the imbalance between cohorts is not adequately addressed [84,128]. In these studies, the variety in features such as prescribed medication could introduce confounders and bias that are difficult to manage [94]. Furthermore, in long-term studies, lack of follow-up or other conditions leading to a decrease of patients is an important limitation, mostly for prognosis studies or predictive evolution of condition severity [30,58]. These issues are worse for retrospective collection of data, where trial designs tend to diverge from the problematics of AI. Besides, some authors are aware of bias due to gaps, but most did not properly evaluate this risk.

A noticeable lack of internationalization was detected. Many studies focused only on local data, which contributes to small sample sizes and poor generalizability [115,127]. Encouraging partnerships and collaborations across countries and centers should be a priority, as it could facilitate external validation [71]. Some authors mention difficulties reconciling clinical practices with AI study requirements, usually due to ethics problems related to clinical practice in patients that can overlook confounders, that is, making it difficult to apply placebo controls in some interventions [82,115].

Another challenge is the explainability of complex AI models, which could make researchers reluctant to adopt techniques that map high-order interactions or “black-box” algorithms [81,122]. Researchers prefer simpler algorithms. The few studies that reported model coefficients and some explanation used decision trees. Another challenge is that contradictory findings could occur among studies [85].

Finally, some authors are aware of the opportunities that everyday devices and platforms such as phones and social networks offer but find it difficult to take advantage of these tools due to lack of standardization, which reduces the target population for defining a study [92].

Opportunities

Some studies introduced devices and platforms to improve the monitoring of patients. The application of everyday digital tools could reduce necessary resources and therefore facilitate data collection [99,127]. Promoting the use of frequently used devices combined with the application of AI models seems like a future trend that could improve the treatment of many conditions where the chance of treatment response decreases over time [126]. Further, it opens possibilities of internet-based treatments that could be conducted in real time with digital technology, easing the load on hospitals [99].

Data sharing and public databases should be encouraged to develop and implement more trustworthy AI models. AI models from clinical stage to clinical practice could be difficult but powerful tools to gain insights into predictor collection, human-based decisions, and AI biases while these techniques are being implemented in clinical world. Many studies report the high potential of AI in mental health for clinical support, computer-aided systems, and possibly preliminary screening [94,127].

Currently, many guidelines and initiatives exist to which researchers could adhere to in order to increase transparency and better use AI models. Currently, the EQUATOR (Enhancing the Quality and Transparency of Health Research) network initiative reports useful guidelines that could foster collaboration and implementation [147].

Conclusion

AI algorithms are increasingly being incorporated into mental health research; however, it is still uneven between ICD-11 categories. Collaboration is merely anecdotal, and data and developed models mostly remain private. Significant methodological flaws exist involving the statistical process of AI applications and data preprocessing pipelines. Only 1 study...
was found reporting second validation, and 13.7% (21/153) reported external validation. The evaluation of the risk of bias and transparent reporting was discouraging. Model hyperparameters or trained coefficients are rarely reported, nor are insights about the explainability of the AI models. The lack of transparency and methodological flaws are concerning, as they delay the safe, practical implementation of AI. Furthermore, data engineering for AI models seems to be overlooked or misunderstood, and data are often not adequately managed. These significant shortcomings may indicate overly accelerated promotion of new AI models without pausing to assess their real-world viability.
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Abstract

Background: With anxiety a growing issue and barriers to accessing support services, there is a need for innovative solutions to provide early intervention. In-the-moment interventions support individuals to recognize early signs of distress and use coping mechanisms to prevent or manage this distress. There is potential for wearable sensors linked to an individual’s mobile phone to provide in-the-moment support tailored to individual needs and physiological responses.

Objective: The aim of this scoping review is to examine the role of sensors in detecting the physiological signs of anxiety to initiate and direct interventions for its management.

Methods: Relevant studies were identified through searches conducted in Embase, MEDLINE, APA PsycINFO, ProQuest, and Scopus. Studies were identified if they were conducted with people with stress or anxiety or at risk of anxiety and included a wearable sensor providing real-time data for in-the-moment management of anxiety.

Results: Of the 1087 studies identified, 11 studies were included in the review, including 5 randomized controlled trials and 6 pilot or pretesting studies. The results showed that most studies successfully demonstrated improvements in their target variables. This included overall anxiety and stress levels, and the implementation of in-the-moment stress and anxiety management techniques such as diaphragmatic breathing. There was wide variation in the types of sensors used, physiological measures, and sensor-linked interventions.

Conclusions: This review indicates that sensors are potentially a useful tool in detecting anxiety and facilitating the implementation of a known control mechanism to reduce anxiety and improve mood, but further work is needed to understand the acceptability and effectiveness of this type of intervention.

(JMIR Ment Health 2023;10:e42611) doi:10.2196/42611
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Introduction

Anxiety is a critical issue internationally [1], with COVID-19 and its associated lockdowns further increasing global psychological morbidity [2-4]. Stress and anxiety increase the risk of several harmful behaviors including problem drinking, drug use, self-harm, and suicide [5], and the annual cost of the burden of serious mental illness, addiction, and suicide is considerable [6,7].
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Access to treatments for anxiety and other mental health conditions are a significant challenge [8]. The current system provides accessible treatment for those with diagnosed serious mental illness but fails to support what is commonly referred to as the missing middle, people with mild to moderate mental health needs that may not fit diagnostic criteria. For example, young people in particular generally only access mental health services when their condition has started to significantly affect their daily life, with many continuing to suffer from extended periods of mild to moderate anxiety-related morbidity alone [9,10]. The stigma associated with mental health conditions combined with a perceived lack of accessible support can exacerbate the experience of anxiety for some [11,12]. Even with the growth in web-based/phone services offering immediate support for people with mental health concerns, uptake is varied [13]. Concerns around privacy and being too intrusive are known to prevent people from accessing digital mental health services [14]. Further, facilitators to engagement with these types of interventions include personalization and that they enhance feelings of control over the person’s health [15]. Self-help–focused in-the-moment digital solutions that help individuals to control their own mood and emotions may have the most potential [13].

Wearable devices, which are worn on the body or clothing, provide an innovative tool for the detection, diagnosis, and management of health conditions through the noninvasive measurement of physiological information in real time [8]. There is growing interest in and accessibility of wearable sensors, with rapid uptake in the wider population [16]. Newer wearable sensors enable additional data collection that can be linked to an individual’s mobile phone to tailor support to their needs and physiological responses. The use of digital biofeedback techniques in anxiety is growing [17], presenting the potential for simple personal mobile interventions designed to target anxiety. For example, by alerting individuals early to the signs of their increasing stress or anxiety, there is the potential to circumvent an episode before it worsens. Early evidence has shown the potential for the use of wearable sensors for this purpose [18-22]. Although commercially available sensors are more commonly used for fitness tracking rather than mental health, with their wide uptake, they provide a potential tool for accessible population-based mental health interventions.

Despite the subjective nature of assessing anxiety, the measurement of the physiological changes common in anxiety can be used as indicators of a person’s stress response and experience of anxiety. A number of biomarkers have been found to provide real-time objective measurement of the physiological impacts of anxiety and exposure to stressors [23,24], including cardiac changes (eg, heart rate variability [HRV], pulse photoplethysmography [PPG]), changes in respiratory rate, changes in electrical activity in the brain (eg, electroencephalogram [EEG]), changes in body temperature, and galvanic skin response (eg, electrodermal activity [EDA]). Many of these biomarkers can be measured in real time using commercially available sensors potentially making the detection of anxiety in real-world settings feasible.

This paper provides the findings of a scoping review on the role of sensors in the management of anxiety with the goal of informing the development of digital interventions to treat mild to moderate anxiety.

**Methods**

**Design**

The aim of this scoping review was to examine the role of sensors in detecting the physiological signs of anxiety to initiate and direct interventions for its management. The review follows the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) guidelines for the reporting of scoping reviews [25] (see Multimedia Appendix 1), and the protocol was not published.

**Eligibility Criteria**

Eligible studies included human participants of any age with anxiety or stress, or at risk of anxiety. Due to the limited number of studies, a decision was made to include studies of participants with stress, not just anxiety. Comorbidity of anxiety with other psychiatric conditions (eg, depression) were also considered since anxiety may often coexist with or be the result of other psychiatric conditions. Eligible studies needed to include a wearable sensor that provided real-time data/information for in-the-moment management of anxiety. As the focus of the review was on the use of sensors for the identification of early signs of anxiety, before the individual is likely to be consciously aware of the anxiety episode, only sensors that collected physiological data in a passive manner (not requiring active engagement from the user) were included; sensors that required manual input of data only were excluded. Sensors had to be worn on the body, but no other restrictions on the type were applied (eg, commercial clinical grade). Studies including multifaceted interventions in which sensors were just one component were included in the review.

All study designs were included with the exception of protocols and reviews. There was no limit on year of publication because of the recency of the study subject. No restrictions on comparator or outcome measures were included. The review was restricted to full-text articles published in peer-reviewed journals. Studies were excluded if published in languages other than English or were published only in the form of conference abstracts.

**Study Search Strategy**

Searches were conducted from inception through to December 8, 2021, using Embase, MEDLINE, APA PsycINFO, ProQuest, and Scopus. Searches were limited to papers published in the English language. The initial search strategy conducted included words associated with anxiety, such as “stress,” to form search strings. However, these produced results that were too broad, and the term was excluded. An example of the revised search strategy can be seen in Textbox 1. Reference lists of relevant previous reviews and included studies were searched for additional papers.

[Textbox 1: Reference lists of relevant previous reviews and included studies were searched for additional papers.]
Textbox 1. Example search strategy.

1. exp wearable devices/ or wearable*.mp.
2. sensor.mp.
3. 1 or 2
4. exp anxiety/ or anxiety.mp.
5. (psychological stress or psychological distress).mp.
6. 4 or 5
7. 3 and 6
8. limit 7 to English language

Study Selection
Assessment of study eligibility was performed on the Rayyan platform. The first assessment was screened independently by LLL, identifying duplicates and filtering based on the title and abstract. The second screening of full-text papers was then undertaken by three authors LLL, RW, and RD, and disagreements between reviewers were resolved by discussion.

Data Extraction
Data were extracted using structured forms including study design (design, duration, setting), population characteristics, intervention type, sensor characteristics (type of sensor, testing conditions, role of sensor, sensor measures, sensor-linked intervention), and outcomes/findings. A narrative synthesis methodology was used to synthesize the data extracted.

Results

Study Selection
The total number of studies identified was 1139 from database searches, in which 51 were duplicates. A further 4 studies were identified through reference lists. This resulted in 1092 studies screened by title and abstract, with 911 being considered ineligible. The full texts of the remaining 181 full-text papers were reviewed according to the inclusion criteria. At the end of the screening process, 11 articles were included in the scoping systematic review. Figure 1 shows the study selection process, and Table 1 presents a summary of the included studies.
Figure 1. Flow diagram of study selection.

Number of records identified through database searching: n=1139
  - Medline: n=147
  - PsychINFO: n=77
  - Embase: n=781
  - Scopus: n=32
  - Proquest: n=102

Number of records identified through other sources: n=4

Number of duplicates removed: n=51

Number of records screened by title and abstract: n=1092

Number of records excluded: n=911

Number of full text articles assessed for eligibility: n=181

Number of full text articles excluded:
  - n=170
  - Did not fulfill intervention criteria: n=122
  - Did not fulfill study design criteria: n=46
  - Did not fulfill population criteria: n=2

Number of articles included in review: n=11
<table>
<thead>
<tr>
<th>Study</th>
<th>Study design</th>
<th>Duration</th>
<th>Country</th>
<th>Population</th>
<th>Intervention type</th>
<th>Key findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chung et al [26], 2021</td>
<td>Pilot study</td>
<td>8 weeks</td>
<td>United States</td>
<td>Adults with a GAD-2 score ( \geq 3 ) and PHQ-2 score ( \leq 4 ) aged 24-47 years (N=14)</td>
<td>Assessed the feasibility of an HRVB wearable device and remote stress management coach to reduce anxiety</td>
<td>Anxiety scores and depression scores decreased over the 8-week intervention**</td>
</tr>
<tr>
<td>Crivelli et al [27], 2018</td>
<td>Pretesting study</td>
<td>2 weeks</td>
<td>Italy</td>
<td>Adult professionals with no history of psychiatric or neurological disease (N=16), mean age 44.4 years</td>
<td>To test the training of Vipasyana meditation and technology-mediated mental training for stress management in people who were at risk of stress (which involved real-time acoustic feedback via an app based on changes in the physiological signature of the participant’s mindset)</td>
<td>Significant decrease to perceived stress scores*, situational anxiety**, and anger and fatigue**</td>
</tr>
<tr>
<td>Jaramillo-Quintanar et al [28], 2020</td>
<td>Pretesting study</td>
<td>1 session</td>
<td>Mexico</td>
<td>Children with high stress levels (N=29), mean age 8.7 years</td>
<td>To test the feasibility of i-CARE, which measures HR biofeedback for people with a risk of stress; continuous acquisition of HRV data enables analysis of physiological response to stress and breathing training</td>
<td>Results demonstrate that i-CARE is effective at inducing relaxation in children with high stress (no ( P ) value reported)</td>
</tr>
<tr>
<td>Kizakevich et al [29], 2019</td>
<td>Pilot study</td>
<td>1 year</td>
<td>United States</td>
<td>Adults with a military background (N=328)</td>
<td>To test the effectiveness of 4 different resilience training techniques each with or without HRV biofeedback for people with a risk of stress; continuous acquisition of HRV data enables analysis of physiological response to stress and breathing training</td>
<td>No conclusions on the results of effectiveness could be drawn from the data</td>
</tr>
<tr>
<td>Millings et al [30], 2015</td>
<td>RCT</td>
<td>4 weeks</td>
<td>United Kingdom</td>
<td>University students with ( &gt;14 ) on the PSS-10 and ( &lt;19 ) on the Beck Depression Inventory (N=92), mean age 23.7 years</td>
<td>Stress management program and a prototype wearable sensor kit comprising of and ECG and EEG sensor; compared stress management program alone, program and sensor, or no intervention groups</td>
<td>Significant reductions in levels of stress in those in the program alone condition*; however, sensors impeded the effectiveness of the program potentially due to technical issues</td>
</tr>
<tr>
<td>Nguyen et al [31], 2021</td>
<td>RCT</td>
<td>4 training sessions</td>
<td>Canada</td>
<td>Children and adolescents with ASD aged 8-18 years (N=28)</td>
<td>Use of anxiety meter and breathing techniques; on the fourth visit participants were randomized to receive feedback on anxiety level or no feedback while completing a stress-elicitng task</td>
<td>The anxiety meter improved awareness of anxiety states, which lead to increased likelihood of initiating calming strategies under stress**</td>
</tr>
<tr>
<td>Ponzoto et al [32], 2020</td>
<td>RCT</td>
<td>4 weeks</td>
<td>United Kingdom</td>
<td>University students aged 18-25 years with score ( &gt;14 ) (stress) or ( &gt;7 ) (anxiety) on DASS (N=262)</td>
<td>Biobase program, mobile app comprising psychoeducational content, mood tracking via EMA, and in-the-moment exercises for stress and anxiety (eg, relaxation); real-time sensor data presented to user via app dashboard</td>
<td>Well-being increased and anxiety decreased during intervention and was sustained 2 weeks after the intervention**</td>
</tr>
<tr>
<td>Shruthi et al [33], 2021</td>
<td>Pilot study</td>
<td>2 months</td>
<td>India</td>
<td>Students (N=50), mean age 19 years</td>
<td>Wristband to treat anxiety that provided acupressure to the H7 point on the wrist crease when completing a stressful task vs group wearing Fitbit-like band</td>
<td>Intervention group had lower levels of anxiety compared to the active control group (note, no ( P ) values reported)</td>
</tr>
</tbody>
</table>
Key findings

Intervention type

Population

Country

Duration

Study design

Study

The stress management exercises along with the app led to a significant decrease in perceived psychological stress*

App that teaches guided relaxation, 3D biofeedback training, and stress self-tracking to help control respiration rate and therefore HR

App users (N=68)

Italy

120 seconds or more on the app exercises

Pilot study

Serino et al [34], 2014

Participants in the treatment group experienced 15.8% fewer negative instances of stress**, 13% fewer instances of distressing symptoms, and 28.2%* fewer days feeling anxious compared to waitlist control*

App for stress and anxiety that delivers mindfulness-based breathing from MBSR and Spire Stone to measure subjective emotional state changes; both provide biofeedback about physiological state; the app provided push notifications

Adults who work in knowledgeable occupations (N=215), mean age 33.2 years

United States

4 weeks

RCT

Smith et al [35], 2020

High attrition; significant reduction in anxiety and stress observed between intervention and control*; no difference in depression

In-person CBT\textsuperscript{a} + sensor and mobile app; alerted the user through the app when stress was detected and presented with prompts or reminders to engage with stress mitigation techniques

Veterans (N=16), mean age 39.8 years; self-reported anger and stress

United States

8-10 weeks

RCT

Winslow et al [36], 2016

\*P<.05, **P<.01

\(a\) GAD-2: Generalized Anxiety Disorder 2-item.

\(b\) PHQ-2: Patient Health Questionnaire–2.

\(c\) HRVB: heart rate variability biofeedback.

\(d\) HR: heart rate.

\(e\) HRV: heart rate variability.

\(f\) RCT: randomized controlled trial.

\(g\) PSS-10: Perceived Stress Scale.

\(h\) ECG: electrocardiogram.

\(i\) EEG: electroencephalogram.

\(j\) ASD: autism spectrum disorder.

\(k\) DASS: Depression Anxiety Stress Scales.

\(l\) EMA: ecological momentary assessment.

\(m\) MBSR: mindfulness-based stress reduction.

\(n\) CBT: cognitive behavioral therapy.

Study Design

Of the studies included in this scoping review, 5 were randomized controlled trials (RCTs), and 6 were pilot studies or pretesting studies. Sample sizes ranged from 14 to 328 participants. The duration of the studies varied, with the shortest being one session [28,34] and the longest 8-10 weeks [36]. The conditions in which the sensor was worn or used also varied. Two studies were performed in lab conditions [28,31]. Six studies had participants wear the sensor continuously in everyday life [26,29,30,32,33,35], 1 study included combined conditions where participants wore sensors and attended weekly cognitive behavioral therapy (CBT) sessions [36], 1 study required participants to wear the sensor during meditation practice at home [27], and 1 study did not clearly define their testing conditions [34].

Participant Characteristics

Studies were conducted in the United Kingdom [30,32], the United States [26,29,35,36], Italy [27,34], Canada [31], Mexico [28], and India [33]. All studies were conducted in adult participants except 2 studies that were conducted with children [28,31]. Two studies included participants with anxiety [26,33] (1 diagnosed using a Generalized Anxiety Disorder 2-item score ≥3 and a Patient Health Questionnaire–2 score ≤4; the other had no specified measure), 4 studies were conducted in participants with no reported stress but may have had risk of stress (eg, had a high stress job or had downloaded a stress app) [27,29,34,35], 1 study included participants with at least mild levels of stress [32], 3 studies included participants experiencing high degrees of stress [28,30,36] (but only 1 [36] study had a clinical diagnosis), and 1 study included participants diagnosed with autism spectrum disorder (ASD) [31].

Sensor Characteristics

Table 2 presents a summary of the sensor characteristics of the included studies. Of the 11 studies, 3 included upper body sensors (ie, on chest or torso) [26,29,35], 3 used sensors that were wrist worn [32,33,36], 2 used sensors attached to the finger or thumb [28,36], and 1 study had a sensor in a pair of eyeglasses [27]; in 2 studies, there was no detail provided [30,34]. Cardiac activity was the main sensor measure in 8
studies [26,28-34]. Within these studies, heart rate (HR) was obtained by all 8 studies and HRV was calculated in 2 studies [26,29,30]. Other sensor measures included accelerometer data [31,36], EEG activity [27], blood oxygenation [28,36], infrared measurements of facial temperature [28], physical activity [30,35], sleep [32,33], step count [32], water intake [33], respiratory effort [35], PPG, EDA, and body temperature [36]. All sensors had some form of capacity to display their sensor data back to the participant. HRV or HR was visually displayed back to participants in 6 studies [28-30,32-34]. Other studies visually displayed PPG, EDA [32], and respiratory amplitude [35]. During the intervention exercises, participants were able to see their biofeedback as raw numbers, or the data was portrayed in another mode (eg, change in color to correspond to their psychological state) [30,31,35]. For example, in the study with children with ASD, anxiety state was also displayed as a color, where green was calm, yellow was rising anxiety, and red was anxious [31]. Two studies that measured EEG activity provided real-time auditory feedback based on their mindset [27] and alpha waves relative to beta waves [30], which both corresponded to their state of relaxation.

In 3 studies [26,31,35], sensors provided physical feedback to the participants. Two studies used a vibration to alert users of their anxious state [31,35], and 2 studies used vibrations to help guide the user in their breathing in conjunction with visual biofeedback [26,35]. Most studies (10/11, 91%) included sensors that were linked to some form of breathing techniques such as diaphragmatic breathing to help manage stress or anxiety. Eight studies used guided diaphragmatic breathing [26,28-32,34,36], and 2 studies included mindfulness-based breathing techniques [27,35]. Only 1 study did not include any breathing techniques but used acupressure on the wrist to help reduce anxiety [33]. Some of the studies had interventions that included additional information or therapy to supplement stress or anxiety management. Three studies included CBT-based techniques as part of their intervention [26,30,36], and 1 study had participants attend CBT once per week [36]. Two studies included psychoeducation on stress management [30,32]. In terms of whether participants were receiving treatment for anxiety outside the intervention, 1 study excluded participants who were receiving other forms of treatment [26], and the remaining studies did not specify this information.
Table 2. Sensor characteristics.

<table>
<thead>
<tr>
<th>Study</th>
<th>Type of sensor</th>
<th>Testing conditions</th>
<th>Role of sensor</th>
<th>Sensor measures</th>
<th>Sensor-linked intervention</th>
<th>Sensor usability and acceptability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chung et al [26], 2021</td>
<td>Lief Smart Patch; worn on torso under clothing</td>
<td>Continuous wear in everyday life</td>
<td>Reduce anxiety</td>
<td>HR&lt;sup&gt;a&lt;/sup&gt;, HRV&lt;sup&gt;b&lt;/sup&gt;, and accelerometer data through continuous monitoring</td>
<td>HRVB&lt;sup&gt;c&lt;/sup&gt; wearable device and remote stress management coach</td>
<td>86% of participants wore the patch and completed ≥1-to 3-min HRVB exercise on at least 40 of 56 days; only 43% completed 3 or more 3-min HRVB exercises on at least 40 of 56 days</td>
</tr>
<tr>
<td>Crivelli et al [27], 2018</td>
<td>Lowdown Focus brain-sensing eye-glasses</td>
<td>Wore glasses when participating in meditation practice</td>
<td>Stress management</td>
<td>EEG&lt;sup&gt;d&lt;/sup&gt; activity</td>
<td>Vipasyana meditation and technology-mediated mental training for stress management (which involved real-time acoustic feedback via an app based on changes in physiological signature of the participants' mindset)</td>
<td>Not reported</td>
</tr>
<tr>
<td>Jaramillo-Quintanar et al [28], 2020</td>
<td>i-CARE; sensor on child’s finger</td>
<td>Lab administered</td>
<td>Regulate symptoms of anxiety</td>
<td>HR, blood oxygenation, and infrared measurements of facial temperature</td>
<td>i-CARE, which measures HR and blood oxygenation, and provides visual and auditory biofeedback</td>
<td>Not reported</td>
</tr>
<tr>
<td>Kizakevich et al [29], 2019</td>
<td>BART; chest belt sensor</td>
<td>Continuous wear in everyday life</td>
<td>Manage anxiety</td>
<td>HRV</td>
<td>4 different resilience training techniques each with or without HRV biofeedback; continuous acquisition of HRV data enables analysis of physiological response to stress and breathing training</td>
<td>Participants in the 6-week training regimen completed; 600 sessions during the first week; however, over the next several weeks, training compliance fell by almost one-third and to about one-half after 1 month</td>
</tr>
<tr>
<td>Millings et al [30], 2015</td>
<td>Prototype wearable sensor kit</td>
<td>Continuous wear in everyday life</td>
<td>Stress management</td>
<td>HRV, HR, and physical activity</td>
<td>Stress management program and a prototype wearable sensor kit comprising of an ECG&lt;sup&gt;e&lt;/sup&gt; and EEG sensor</td>
<td>Qualitative results found that many participants experienced technical issues that caused frustration</td>
</tr>
<tr>
<td>Nguyen et al [31], 2021</td>
<td>Wearable Shimmer2 unit</td>
<td>Lab administered</td>
<td>Manage anxiety</td>
<td>HR, anxiety-level feedback on tablet (green: calm; yellow: rising anxiety; red: anxious)</td>
<td>Use of anxiety meter and breathing techniques</td>
<td>Not reported</td>
</tr>
<tr>
<td>Ponzo et al [32], 2020</td>
<td>Biobeam; wrist worn; continuous wear</td>
<td>Continuous wear in everyday life</td>
<td>Manage stress and anxiety</td>
<td>Sleep duration and quality, HR, step count</td>
<td>Biobase program, mobile app comprising psychoeducational content, mood tracking via EMA&lt;sup&gt;f&lt;/sup&gt; and in-the-moment exercises (eg, relaxation); real-time sensor data presented to user via app dashboard</td>
<td>Not reported</td>
</tr>
<tr>
<td>Shruthi et al [33], 2021</td>
<td>Prototype wrist band</td>
<td>Continuous wear in everyday life</td>
<td>Manage anxiety</td>
<td>Oxygen levels, water intake, sleep, HR</td>
<td>Wrist band that provided acupressure to the H7 point on the wrist crease when completing a stressful task vs group wearing Fitbit-like band</td>
<td>Not reported</td>
</tr>
<tr>
<td>Serino et al [34], 2014</td>
<td>App called Positive Technology</td>
<td>Worn when using the app (not well defined)</td>
<td>Manage stress</td>
<td>HR</td>
<td>App that teaches guided relaxation, 3D biofeedback training, and stress self-tracking</td>
<td>Not reported</td>
</tr>
</tbody>
</table>
Interestingly, 1 study found contrasting findings [30]. Researchers assessed whether the effectiveness of an online intervention for stress could be enhanced by using a sensor. Students who were stressed were randomized to either the stress management program alone, the program and the sensor, or no intervention. After 4 weeks, the results showed significant reductions in stress in the program alone condition and similar but weaker reductions in the program and sensor condition compared to the controls. Therefore, researchers suggested that it was possible that the sensor impeded the efficacy of the stress management program.

Three pilot or pretesting studies also found promising improvements to either stress or anxiety. One study assessed the effectiveness of an HRV biofeedback wearable device and stress management coach to reduce symptoms of anxiety [26]. Researchers found that after the 8-week duration, the intervention led to a clinically significant decrease in anxiety and depression scores [26]. In another pilot study, researchers tested the effectiveness of an app that teaches guided relaxation, 3D biofeedback training, and stress self-tracking for stress and anxiety. For participants who engaged in 120 seconds or more on the exercises, there were significant decreases in perceived psychological stress and HR; however, the change in HR was not significant [34]. Lastly, Crivelli et al [27] looked at the effectiveness of a training protocol that used brain-sensing eyeglasses to help participants become more aware of their mindset and develop greater stress coping. Researchers found that, post training, there was a significant decrease in stress scores, situational anxiety, anger and fatigue.

Of the 5 RCT studies included in this review, 4 found significant improvements to measures of stress or anxiety. One study assessed the effectiveness of an anxiety meter to improve awareness of anxiety symptoms and, therefore, engage in relaxation techniques in children with ASD [31]. Researchers found after four visits, the anxiety meter improved awareness of anxiety states, which then led to increased likelihood of engaging in calming strategies under stress. In another study, researchers tested the efficacy of a mobile app called BioBase paired with a wearable device on reducing anxiety and improving well-being [32]. Participants were university students with elevated levels of anxiety and stress. Results showed that well-being improved and anxiety decreased during the intervention compared to waitlist controls, and this was sustained 2 weeks post intervention. Smith et al [35] looked at whether an app that delivers mindfulness-based training from MBSR® and Spire Stone to measure subjective emotional state changes; both provide biofeedback about physiological state; the app provided push notifications; the app provided push notifications.

Study Outcomes

Of the 5 RCT studies included in this review, 4 found significant improvements to measures of stress or anxiety. One study assessed the effectiveness of an anxiety meter to improve awareness of anxiety symptoms and, therefore, engage in relaxation techniques in children with ASD [31]. Researchers found after four visits, the anxiety meter improved awareness of anxiety states, which then led to increased likelihood of engaging in calming strategies under stress. In another study, researchers tested the efficacy of a mobile app called BioBase paired with a wearable device on reducing anxiety and improving well-being [32]. Participants were university students with elevated levels of anxiety and stress. Results showed that well-being improved and anxiety decreased during the intervention compared to waitlist controls, and this was sustained 2 weeks post intervention. Smith et al [35] looked at whether an app that delivers mindfulness-based training from MBSR® and Spire Stone to measure subjective emotional state changes; both provide biofeedback about physiological state; the app provided push notifications; the app provided push notifications.
Discussion

This review explored the use of wearable sensors to detect, manage, and treat anxiety. The results showed that most studies successfully demonstrated improvements in their target variables. This included overall anxiety and stress levels, and the implementation of in-the-moment stress and anxiety management techniques such as diaphragmatic breathing. Where applicable, most studies also noted a reduction in secondary symptoms such as depression, anger, and negative emotions. The results therefore indicate that sensors are potentially a useful tool in detecting stress and anxiety and facilitating the implementation of a known control mechanism to reduce anxiety and improve mood.

The utility of sensors was shown to extend beyond sensing physiological signs of anxiety and stress. Sensors have the potential not only to alert the user to their change in emotional state but also to connect with other systems and prompt interventions that can treat the detected changes and deliver those interventions through the sensor itself. For example, the results of this review showed that when a user is alerted to their change in anxiety, the screen on some sensors could be used to guide the user through the subsequent recommended breathing exercise. Exploration of other in-the-moment control mechanism or therapeutic techniques could be explored to diversify and maximize the treatment options available through sensors.

This review also identified that sensors can be used by a wide variety of people in a range of contexts. Studies ranged in age and clinical severity, from mild to moderate levels of stress, depression, or anxiety to diagnosed clinical disorders including anxiety, posttraumatic stress disorder, and ASD. Studies also varied in length and nature, from wearing sensors and learning coping mechanisms in brief laboratory sessions to wearing the sensors for multiple weeks of everyday life. The variety of populations and contexts included in the literature thus far supports the idea that wearable sensors are a broadly applicable tool with flexible utility that may offer benefit to most populations.

This is an initial scoping review to determine the body of existing knowledge on this topic. The limitations of this review are that there are only a small number of RCTs; several studies were only performed in laboratory conditions; we did not limit the review to just anxiety (the inclusion of stress); and the sensors and conditions of use (eg, time, how they were worn) varied considerably. This indicates that there is not yet sufficient evidence to show that these interventions are feasible in real-world situations, although there appears to be sufficient potential for further investigation. With the growing use of consumer-wearable devices it may be possible in the future to use population-based, real-world data in this field, but there is much to be worked out before this can proceed in relation to ethics, privacy, and ownership of data.

There is also substantial further research required on the digital interventions that may be acceptable and effective in the moment for different cohorts, for example, the question of whether the sensor data should be made visible to the individual at the time or just the intervention. There is a risk that the availability of such continuous data could heighten anxiety in some people or could become the focus of their anxiety. It is also not clear whether an intervention based around identifying the physiological signs of anxiety would need to be long-term or could potentially train an individual to be more aware of their own symptoms earlier.

The acceptability and usability of the sensors is going to play a key role in their success, as was highlighted by Millings et al [30]. Technical issues can result in frustration and may not only result in disengagement with the intervention but also contribute to an individual’s anxiety. Although there is potential for more work in this area, the authors are aware that the research and development of such interventions should be co-designed with potential end users. Without end-user involvement, interventions could miss the mark in terms of developing effective and acceptable digital health programs.
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Abstract

Background: To contextualize the benefits of an intervention, it is important that adverse events (AEs) are reported. This is potentially difficult in trials of digital mental health interventions, where delivery may be remote and the mechanisms of actions less understood.

Objective: We aimed to explore the reporting of AEs in randomized controlled trials of digital mental health interventions.

Methods: The International Standard Randomized Controlled Trial Number database was searched for trials registered before May 2022. Using advanced search filters, we identified 2546 trials in the category of mental and behavioral disorders. These trials were independently reviewed by 2 researchers against the eligibility criteria. Trials were included where digital mental health interventions for participants with a mental health disorder were evaluated through a completed randomized controlled trial (protocol and primary results publication published). Published protocols and primary results publications were then retrieved. Data were extracted independently by 3 researchers, with discussion to reach consensus when required.

Results: Twenty-three trials met the eligibility criteria, of which 16 (69%) included a statement on AEs within a publication, but only 6 (26%) reported AEs within their primary results publication. Seriousness was referred to by 6 trials, relatedness by 4, and expectedness by 2. More interventions delivered with human support (9/11, 82%) than those with only remote or no support (6/12, 50%) included a statement on AEs, but they did not report more AEs. Several reasons for participant dropout were identified by trials that did not report AEs, of which some were identifiable or related to AEs, including serious AEs.

Conclusions: There is significant variation in the reporting of AEs in trials of digital mental health interventions. This variation may reflect limited reporting processes and difficulty recognizing AEs related to digital mental health interventions. There is a need to develop guidelines specifically for these trials to improve future reporting.

(JMIR Ment Health 2023;10:e42501) doi:10.2196/42501
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Introduction

Background
Digital mental health interventions provide information, support, and therapy for mental health problems via a technology or a digital platform [1]. These interventions come in various formats and may be delivered via an app, smartphone, computer, or tablet. These interventions may be self-guided, with little or no human interaction, thus offering the potential to treat large numbers of patients across geographically disperse and remote locations. An automated approach can reduce staff time and costs, allowing more control over the content and delivery of a mental health intervention. However, the increasing popularity and unique delivery of digital mental health interventions pose new challenges for the monitoring and reporting of harms in clinical trials. Several of these have been highlighted in a previous consensus statement [2]. Specifically, risks may arise in the absence of staff being present to support emotional processing, explain treatment content, or guide patients in how to engage with the technology, leading to a greater risk of misunderstanding or inadequate delivery of the intervention. Given the potential differences that need to be considered when delivering mental health interventions digitally, including the potential lack of direct human contact, it may be particularly difficult for researchers to understand how best to recognize, record, and categorize adverse events (AEs) [2]. This is in addition to the existing challenges recognized by mental health researchers in AE reporting, regardless of whether the intervention is digital. Reporting of AEs in clinical trials should conform to the Consolidated Standards Of Reporting Trials (CONSORT) harms statement [3]. There is also a specific CONSORT-eHealth for reporting trials of digital health interventions, which reflects the importance of recording harms [4]. To fully report AEs, researchers must have in place appropriate definitions for how to identify and measure AEs and how to categorize them to determine seriousness, expectedness, and relatedness to the intervention. The Good Clinical Practice guidelines of the International Council for Harmonization define an AE as an “untoward medical occurrence,” a serious AE (SAE) as “death/life threatening, inpatient hospitalization, disability, birth defect,” or a “medically important event,” and “unexpected” when a reaction is not consistent with the outcomes expected [5]. However, these guidelines were developed for drug-related incidences. Applying guidance from drug trials does not always fit for mental health interventions, with risks often not relevant to the intervention, leading researchers to call for a broader and more appropriate interpretation to include areas such as additional treatment needs and life changes [6-8]. Defining what constitutes an AE and determining its relationship to the intervention usually requires a plausible sequence of events, whereby the intervention is directly linked to the AE. This is easier to define with pharmacological interventions, where the mechanisms of action are better understood [9,10].

Recent reviews of protocols for trials of mental health interventions found significant variations in how AEs were defined [7,8]. Considering the lack of consensus regarding AEs within mental health intervention research and the reliance of reporting guidelines such as CONSORT on trial teams to predefine AEs, this is concerning as it suggests the potential for underreporting. A 2014 review [11] found only 1 mental health intervention trial had been terminated on the grounds of unacceptable AEs, with very few considering harms relevant to psychological therapies such as distress or self-harm and no primary results publication reporting AEs. A review of protocols suggested an increase in the plans to record AEs [8], but it is unclear if this has translated to an increase in the actual reporting. AE reporting can be time-intensive for researchers and is arguably more straightforward when an intervention is delivered in-person, wherein AEs can be spontaneously reported or identified. However, digital mental health interventions often have reduced or no direct contact and there may be additional “unwanted events” [2] related to the digital nature of delivery (eg, technical issues). Research has previously indicated that monitoring reasons for withdrawal can highlight potential AEs, suggesting that this may be one way to identify unrecognized AEs [12]. The monitoring and reporting of AEs in trials for digital mental health interventions is a necessity to fully understand the risk-benefit ratio of such interventions. The current lack of clear guidelines for AEs precludes this from happening.

Objectives of This Review
This scoping review aims to explore how AEs are currently assessed in trials of digital mental health interventions according to their protocols and primary results publications. Further objectives of this review were to (1) identify how AEs are reported; (2) identify how AEs are defined and classified with regard to their seriousness, expectedness, and relatedness; (3) explore how AEs are monitored; (4) explore potential harms identified within reasons given for dropout and to better understand how researchers might employ certain strategies to mitigate potential risk, for example, through excluding those most at-risk; and (5) explore whether there was a link between what research teams set out to measure in their protocol and what they reported in their final report. This review focused on trials of digital mental health interventions; therefore, it was outside the scope of this study to review variations in trials that adopt different web-based or digital methods of data collection. Furthermore, this study did not aim to compare with trials of nondigital interventions.

Methods

Study Design
We hosted our protocol in the public domain [13]. We made 2 deviations from this protocol; we chose to limit only to published protocols, as this best fitted with understanding reporting trial procedures, and we chose to expand our review of AEs to look at the categorization of expectedness as well as
the monitoring of AEs and potential AEs to provide a more complete picture. This review was a scoping review [14] conducted in 1 database with systematic screening of records for eligibility.

**Searches**

The International Standard Randomized Controlled Trial Number (ISRCTN) registry was searched to identify relevant trials (May 2021). This registry was selected as the database to search, as it is the primary clinical trial registry recognized by the World Health Organization and the International Committee of Medical Journal Editors, and it provides a source for identifying clinical research studies across multiple sites, funders, settings, and conditions. The advanced search facility was used, wherein filters included trials only in the category of mental and behavioral disorders (see Figure 1 [15]). As such, there were no search terms, but all records that were brought up using this filter were searched.

Titles and ISRCTN abstracts were read by 2 authors (CLH and ADGB). Where it was not certain whether studies met the inclusion criteria, the plain English summary was additionally read to ascertain relevance. Reasons for exclusion were noted. A list of eligible trials was generated, and attempts were made to access (from the corresponding author and online) the published protocol and the main outcome paper(s) (ie, the paper(s) that present data from the primary outcome). The search was initially conducted on May 17, 2021, and updated on May 23, 2022, by identifying any trial that had been marked as incomplete during the previous searches and by checking for primary results publications.

**Figure 1.** PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) diagram. CONSORT: Consolidated Standards Of Reporting Trials; ISRCTN: International Standard Randomized Controlled Trial Number.

**Inclusion and Exclusion Criteria**

Searches were restricted from 2004 (publication year of harm-reporting extension of the CONSORT statement) to May 17, 2021. In line with previous research, exclusions were made where there are additional physical health needs that may make AE reporting more common [12]. Interventions that act as an adjunct, where most of the intervention is delivered by a clinician, were excluded. Only complete trials were included, defined as those with both a published peer-reviewed protocol and primary results publication. An eligibility check on the full protocol(s) and paper(s) was conducted by 3 researchers independently with 99.2% agreement (ADGB, AZV, CLH). Any disagreement or discrepancy was resolved through discussion by all 3 where necessary. See Table 1 for the complete list of inclusion and exclusion criteria.
Table 1. Inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, population</td>
<td>People (any age and any gender) who fulfilled the diagnostic criteria for a mental health disorder according to the following International Classification of Diseases, tenth revision criteria. F20-29: schizophrenia, schizotypal and delusional disorders; F30-39: mood (affective) disorders, anxiety disorders (including obsessive-compulsive disorder); F40-48: neurotic, stress-related, and somatoform disorders; F50: eating disorders; F60-62: specific personality disorders (but excluding F63-69); F63: habit and impulse disorders, F64-69: gender-related disorders; F80-89: disorders of psychological development; F90-98: behavioral and emotional disorders with onset usually occurring in childhood and adolescence.</td>
<td>Not mental health patient, that is, research looks at health care providers, or parents/carers. People (any age and any gender) who fulfilled the diagnostic criteria for a mental health disorder according to the following International Classification of Diseases tenth revision criteria. F00-09 relate to organic mental disorders (eg, dementia, traumatic brain injury), F10-19: mental and behavioral disorders due to psychoactive substance use, F51-59: behavioral syndromes associated with physiological disturbances and physical factors (including sleep disorders), F70-79: mental retardation, F99: unspecified mental disorder.</td>
</tr>
<tr>
<td>Interventions, exposures</td>
<td>Any randomized controlled trial (RCT) (including definitive, pilot, feasibility, and exploratory RCTs) of psychological interventions (ie, non-Clinical Trial of an Investigational Medicinal Product Trial, including behavioral, cognitive, and psychosocial interventions) delivered online or digitally (ie, websites, apps, synchronous and asynchronous delivery, including both with and without human support) with a published protocol and final results.</td>
<td>No psychological therapeutic intervention, excludes activity-based interventions, interventions focused on vocational outcomes, and interventions using herbal/alternative medicines or pharmaceutical drug trials. Also excludes preventative trials on populations at risk. Excludes assessment, adjunct use, and medication management trials, or studies. Nonrandomized trials, observational studies, and expanded access studies. Studies published prior to 2004.</td>
</tr>
<tr>
<td>Comparators, control, context</td>
<td>Any control group and any setting will be considered, including health services, community or school settings, prison/forensic facilities. Research in all countries will be included.</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Outcomes</td>
<td>All outcomes related to adverse events were included: reporting, definitions, seriousness, expectedness, relatedness—along with reasons for dropout.</td>
<td>Studies recorded as “not yet recruiting” or “ongoing.”</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Data Extraction (Selection and Coding)

Relevant data were extracted independently by 2 researchers (ADGB and CLH) from all published trial documents, including the protocol, primary results publication, and any supplementary materials, including CONSORT checklists. Study quality was not assessed for risk of bias, as the purpose of this review was to identify information relevant to AEs rather than treatment outcomes. Categories of data for extraction are included in Multimedia Appendix 1.

Results

Overview

Our search is reported according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) checklist [15]. It identified 2546 unique citations (see Figure 1). We excluded 238 that did not meet the date criteria, 2061 after screening titles, and 224 after screening full text because they did not meet the inclusion criteria. Finally, 23 trials were identified (see Multimedia Appendix 2 for references) [16-38]. Their characteristics, including details on participant condition and intervention, are shown in Multimedia Appendix 3. Most interventions were delivered using the web/internet via either an app or through a web browser on a computer, laptop, tablet, or smartphone [17-24,26-34,36-38]. Three were delivered using virtual reality equipment [16,25,35]. Sixteen trials recruited adults older than 18 years [16-22,24,25,27-29,33,34,36,37], with a further 4 trials including those older than 16 years [26,31,35,38], and 3 trials with those younger than 18 years only [23,30,32].

Studies With AEs

Multimedia Appendix 4 outlines how AEs were reported, defined, monitored, and how seriousness, expectedness, and relatedness were addressed in the trials. Of the 23 trials, 7 did not mention AEs within any trial documentation [17-19,22,25,34,36]. Of the remaining 16 trials, 10 mentioned AEs in both the trial protocol and primary results publication [16,21,27-31,33,35,38], with 2 additionally mentioning AEs within a CONSORT checklist [31] and in the ISRCTN database [30]. One trial only referred to AEs within their primary results publication [32], 1 only within their protocol [23], and 3 only within a supplementary CONSORT checklist provided alongside their primary results publication [20,24,37]. The remaining trial mentioned AEs within their protocol and a CONSORT checklist [26]. Seven studies that included younger adults and children all mentioned AEs [23,26,30-32,35,38].

Reporting of AEs

Fifteen trials reported on the presence/absence of AEs within their primary results publication [16,20,21,24,26-33,35,37,38]. Seven of these trials reported no AEs [16,24,26,31-33,38]. Two trials reported that AEs were not applicable [20,37]. Four trials reported both AEs and SAEs [21,27,30,35] and 2 trials only reported AEs [28,29].
How AEs Were Defined
A definition of what classified as an AE was provided within the protocol of 8 trials, with 1 further trial doing so within their primary results publication [21,23,27-31,33,35]. However, there was a considerable variation. Three trials used a symptom checklist to define an AE, one of which did not then report AEs within their primary results publication [23,29,30]. Five trials identified fatal or life-threatening events but differed in the additional definitions [21,23,27,31,35]. One identified only in their primary results publication how AEs were defined, as deterioration in the primary outcome measure [28]. Two trials directly considered AEs specific to the device [31,32].

Seriousness of AEs
Six of the 14 trials that mentioned AEs referred to the seriousness of AEs, although one did not provide information as to how seriousness would be determined—only that it would be rated by severity [21,29-31,35,38]. Five provided a definition of seriousness, and of these, 4 stated that the event would be reviewed by a senior member of the research team. SAEs were defined as fatal (n=4), life-threatening (n=4), hospitalization (n=4), disability (n=3), congenital (n=2), and an event identified by a senior member of the trial team as serious (n=3).

Expectedness
One trial reported expected and unexpected AEs separately in their primary results publication [30]. An additional trial mentioned in their protocol that the investigators would determine if an AE was expected or unexplained; however, these were not reported in the primary results publication [27]. Although not explicitly referring to categorizing the event as it occurs, a further trial stated they would only monitor AEs inherent to the nature of the condition, which implies some form of expectedness [23]. One further trial stated they did not expect AEs [33].

Monitoring of AEs
Eight trials provided information on the monitoring and, in some cases, reviewing of AEs [21,23,27-31,35,38]. In 1 trial, AEs were monitored by a mental health worker in each session and throughout by reporting to a therapist, outcome assessor, or by self-report. One trial reviewed medical notes at the end of the trial [35]. Three used checklists [23,29,30], including the Short Mood and Feelings Questionnaire in every session [39], Generalized Anxiety Disorder [40] and Patient Health Questionnaire [41] that were provided frequently, a modified symptom checklist postintervention [42], and a modified side-effects scale used throughout and for 3 months after the intervention finished [43]. Potential AE/SAEs were also reported to and reviewed by senior team members (eg, the chief investigator) or external committees (n=8) [21,23,27,29-31,35,38]. One indicated that they were monitoring AEs using existing guidance [27] (Standard Protocol Items: Recommendations for Interventionsal Trials) [44]. One study indicated that it would be monitored through self-report [33].

Relatedness of AEs
Five trials addressed how related an event was to the intervention or trial procedures [27,29-31,35]. The process for identifying relatedness involved an assessment of the event by the research team in consideration of the participant’s individual situation (eg, their condition, treatment), the temporal relatedness to the trial, discussion with parents/carers/participants, and an assessment by independent committees or trial investigators.

Potential AEs
To help us identify whether harms that may lead to AEs are not being recognized, recorded, or reported, we further scrutinized the data to highlight those areas identified in previous research as potentially related to AEs. This information is summarized in Multimedia Appendix 5 (studies that did not reference or report AEs, n=17) and Multimedia Appendix 6 (studies that reported AEs, n=6), in terms of support and training, dropouts, strategies to manage risk and eligibility criteria, alongside whether the trial identified any AEs.

Support
Providing support alongside an intervention offers more opportunities for contact with participants, potentially increasing the reporting of AEs. Direct support was defined as support provided in-person, for example, with someone delivering the intervention or existing services providing assistance. Brief support included support provided in-person but only to demonstrate or introduce the intervention. Remote support included delivery of support via digital methods, for example, by email. Eleven trials provided remote support [18-20,22,26,28,30,33,34,36,37], 7 trials provided direct support [16,23,25,27,31,32,35], and 4 trials provided brief support [17,21,24,38]. One did not provide support [29]. Trials that offered direct (6/7, 86%) and brief support (3/4, 75%) mentioned AEs more than those with remote support (5/11, 45%) although they did not report experiencing more AEs within the primary results publication. The trial that did not include support mentioned AEs [29].

Dropouts and Noncompleters
Five trials did not report on reasons for dropout and did not mention AEs [17-19,22,36]. One trial that stated there had been no AEs within the study [24] and another that indicated that AEs were not applicable [37] did not report on dropouts. Ten trials reported on reasons for dropout and did not mention or report AEs [16,20,23,25,26,31-34,38]. One trial reported on both AEs and dropouts [28]. Reasons for dropout are listed in Multimedia Appendices 5 and 6 with several identifiable as an AE/SAE within the definitions identified in our sample. Two trials that did not mention AEs reported significantly higher dropouts from the intervention arm versus those from a waitlist control [45,46]. Two that did mention AEs but stated that they were not applicable also had higher dropouts from the intervention arm compared to that from the website that was offered as a control [47,48]. One that also stated there were no AEs had a similar pattern of high dropouts in the intervention arm compared to that in the waitlist control [49].

Risk Mitigation Strategies
We looked at possible strategies that may have been used by studies not reporting AEs to manage risks in patients during the delivery of the intervention. Possible strategies identified...
included reviewing all communication [18], preventing participants discussing certain topics (eg, suicide) [20], a user contract and system for flagging those considered higher need [22], asking clinicians to monitor patients [24], visible signposting within the intervention for support [34], and a panic button while in virtual reality [25]. Two virtual reality trials also included a cybersickness measure not used for AE reporting [16,25]. Eight trials excluded individuals with physical conditions that could impact their use of technologies (eg, visual problems) [16,21,24,25,27,29,32,35] or those with limited access/experience in technologies (n=9) [17, 18, 26, 28, 30, 31, 33, 34, 36]. Other common exclusion criteria included more serious and enduring illness (n=13) [18-25, 27-30, 35], substance misuse (n=7) [18, 21, 27, 28, 30, 35, 37], and suicidality (n=10) [18,19,21,22,24,28,30,35-37]. Thirteen trials screened participants for their language ability [16,17,24-26,30-32,34-38].

Discussion

To understand the reporting of AEs in trials of digital mental health interventions, we reviewed protocols and primary results publications of the completed trials listed in the ISRCTN registry, an international clinical trial database. Our findings indicated that although two-thirds of the trials mentioned AEs, only 26% (6/23) reported experiencing an AE or an SAE in their primary results publication. Additionally, there was a lack of reporting on the categorization of the seriousness, expectedness, and relatedness of AEs. This review has highlighted several challenges associated with recognizing and monitoring AEs in trials of digital mental health interventions.

Our findings indicate new challenges in monitoring AEs in trials of digital mental health interventions. How these interventions are delivered (eg, with no direct human contact) could lead to fewer AEs being identified within trials [2], but our findings suggested that although trials of interventions that offer direct or brief support are more likely to mention AEs in their protocol, they are not more likely to record their presence in the primary results publication. The aim of this study was to review the reporting of AEs within trials of digital mental health interventions; however, it also highlights the challenges within digital trial processes. Rather than the delivery of the intervention, it may be that certain aspects of the trial (eg, online-only data collection) make it particularly difficult to assess or record negative effects and thus lead to fewer recorded AEs. However, this was outside the scope of this review.

Our findings seemed to suggest that some populations are more likely to be monitored for AEs (eg, when they are younger). We are mindful of the additional burden that monitoring AEs can place on both participants and trial teams, but this must be carefully balanced with the need for methodological improvements. Our review suggested that the functionality of digital interventions could be utilized to support more standardized methods of AE reporting and recording through automating and streamlining the reporting of AEs for participants. Automated processes could be used to collect data on harms or flag for risk of harm (eg, if participant scores meet a predefined cutoff). The development of relevant symptom checklists deliverable in a web-based format would be an important step within this field. Some work has already started on the specific checklists for psychological interventions [50]; however, to the best of our knowledge, this has not been done digitally or online.

Alongside improved monitoring, it is also important to ensure that AEs within trials of digital mental health interventions are recognized and classified appropriately [2,4,8]. Our findings indicate difficulties in classifying AEs in digital mental health, which are likely to reflect the lack of relevant guidelines. As with other reviews, we identified several reasons for dropout indicative of AEs or SAEs, but these were not categorized as such by the studies. Additionally, several studies had higher dropouts associated with the digital intervention [45-49], indicating that identifying reasons for dropout may highlight unseen or unrecognized AEs or SAEs. Indeed, a trial excluded from this review due to a focus on relapse prevention found that 2 of those who withdrew had experienced an app-related AE [51]. This study also demonstrated the potential significance of AEs related to the technology itself, with 13 AEs reported as app-related, one of which was classified as serious. Most use the standard definition from the Good Clinical Practice guidelines of the International Council for Harmonization, and our findings suggest that important AEs linked to the technology may not be recognized, for example, cybersickness. Difficulties with, restricted, or no access to a digital intervention during a trial may mean that individuals experience heightened distress, misunderstanding or misuse the intervention, or feel excluded. One paper in our review highlighted this as a potential harm where the automated eligibility check excluded those with more severe depression and contributed to feelings of “disappointment, frustration and a sense of exclusion” [52]. It is possible that researchers employ certain strategies to mitigate potential harms. Some examples from this review relate to the digital nature of the intervention, for example, excluding those with limited technical ability, while others relate to mental health, for example, providing human contact or support through which risk can be assessed. Research conducted by Papaioannou and colleagues [8] suggests that feelings of failure if the mental health intervention is not successful may be an unintended consequence definable as an AE within psychological therapies. Other researchers have called for a broader definition that includes, for example, deterioration of symptoms [7] and noted several potential AEs directly related to the remote delivery of interventions, including misuse [2].

Only 4 trials referred to how related an AE was to the intervention. The causal pathways in psychological interventions are less cut-clear than those in pharmacological interventions. A “dark logic” model has previously been proposed, whereby researchers set out a priori an intervention’s mechanism of action, which can be examined for where potential harms may occur [53]. The use of Trial Steering Committees to determine relatedness can provide some independence in this process. Our review suggests that AEs may not be that common (as indicated by only 6 of the 23 trials reporting AEs) and could be reviewed by a committee. However, it is perhaps more efficient to focus on SAEs or predetermine events to be reviewed and to establish a blinded end point review committee to evaluate any bias in the categorization of relatedness. Furthermore, from our own
experiences conducting trials, reviewing temporal relationships between the intervention and the onset of the AE, whether the AE symptom had ever occurred before participation and asking the opinion of the participant were important in determining relatedness. However, these necessitate that direct contact is possible with participants. This can be done through the support provided, through the intervention itself, or embedded within trial processes.

Although preventative trials were outside the eligibility criteria of this review, it is likely by their very nature, they may have superior AE monitoring (ie, their primary aim is likely to be related to AEs) and thus, they may provide an opportunity for shared learning. For example, a feasibility randomized controlled trial that investigated a medical device (EMPOWER) to prevent relapse in patients with schizophrenia was particularly impressive in the AE monitoring [51]. EMPOWER included a smartphone for participants to actively monitor their symptoms, combined with peer support and clinical triage where needed. AEs were identified via contact with an unblinded peer support worker who monitored the participants during the trial via fortnightly telephone contact, and AEs were categorized according to their severity, intensity, and relatedness and included those that were app-related. By monitoring AEs routinely, the team was able to respond to the service users’ arising needs. That study illustrates the potential advantage of blended (human/digital) interventions to facilitate AE reporting. However, for resource reasons or due to the nature of the intervention, this may not always be possible. It also may be particularly challenging to do blinded, when researchers are unaware of which treatment is being received. Of interest, this intervention was also classified as a medical device, and as such, adequate AE or SAE reporting is mandated in order to satisfy regulatory approval. Two included trials are also known to us to have interventions classified as medical devices, both of which demonstrated significantly more thorough AE monitoring and reporting [27,35]. It is possible that as guidelines on what classifies as a medical device (including software as a medical device) continue to evolve, there will be greater emphasis and requirement for more research teams to be appropriately monitoring AEs or SAEs.

Unlike other studies, we believe our research is strengthened by the inclusion of both protocols and primary results publications and is the first to explore AE reporting in trials of digital mental health interventions. This allowed us to compare between what research teams set out to measure and what they reported in the final papers. However, there would be merit in a future review including all studies, regardless of whether there was an available protocol and primary results publication. A limitation may also be that our search was constrained only to trials registered on ISRCTN with a published protocol and primary results publication, excluding other registries such as ClinicalTrials.gov. It is likely that registered trials with a published protocol are conducted with higher rigor than nonregistered trials; so, our findings may overrepresent the recording of AEs. Future reviews could explore if higher quality trials were more likely to record AEs. We did not explore whether teams had recorded processes related to AEs in additional standard operating procedures, as CONSORT defines these processes should be reported with the trial findings. It was also outside of the scope of this review to explore potential AEs in detail, but the review did highlight several areas unique to digital mental health interventions that merit further research to better understand their potential for harm. We identified that human support did not appear to lead to the reporting of more AEs; however, further research should consider comparing both web-based and offline trial processes, as more contact with researchers may lead to more opportunities for identifying AEs. Further research could also explore the nature of AEs in psychological trials, which was not the aim of this review. Additionally, it would be useful to directly compare AE reporting in studies conducted online and offline.

Following Papaioannou and colleagues’ [8] recommendations for psychological trials, we provide further suggestions for AE reporting in trials of digital mental health interventions. These should support the development of specific guidance that captures their unique nature in relation to the processes of remote data collection and technological delivery.

1. Improving monitoring: It is essential that AEs are systematically monitored in trials for digital mental health interventions in a meaningful way, especially where the interventions will subsequently be offered more widely. Monitoring AEs more closely will enable researchers to identify negative effects that may not be clear otherwise.

2. Improving reporting: Trial teams need to balance the additional patient and staff burden resulting from monitoring AEs with the need to ensure accurate reporting to ensure the validity of the trial to assess the efficacy and safety of the intervention. For instance, digital mental health interventions that are delivered remotely could have clear reporting options embedded (eg, a link within a website or email) to monitor for AEs. More systematic processes unique to digital technologies could be utilized, for example, through the automation of reaching a predefined score on a risk item (ie, suicidal ideation) or an outcome measure. We endorse the need for patient and public involvement to improve understanding the burden from the patient perspective.

3. Improving classification: Mechanisms of action of the intervention should as far as possible be defined a priori to understand potential causality/relatedness of AEs, as well as exploring temporal relationships to engagement in the intervention and prior presence of the event before participation. A logic model to describe the mechanism of action could be developed upfront and explored further during the trial through a process evaluation. A process evaluation is a mixed methods approach to understand the quality of the implementation of a complex intervention as well as to understand the dose and reach of the intervention, analyze causal mechanisms, and identify contextual factors [54]. They can be used to support the interpretation of trial findings.

4. Independent review: Experts within digital mental health or at least the health-related factors associated with a technology could be consulted to support AE classification and included in independent oversight committees. This will help to predefine or identify SAEs that are unique or
related to the digital mental health intervention. These should consider the type of technology.

5. Understanding dropout: Future research and implementation can be supported through the recording and reviewing of reasons for dropout to better understand the seriousness/severity from the perspective of participants and any potential AEs unique to the technology.

6. Anonymized data sharing: Anonymized data sharing initiatives may also help inform research teams on the types of AEs likely to occur in digital mental health trials.

In summary, although most published protocols of studies are giving recognition to the identification of AEs in trials of digital mental health interventions, there appears to be a gap in the reporting of AEs in their primary results publications, with even fewer studies reporting on the categorization of AEs in relation to seriousness, relatedness, or expectedness. This highlights a potential lack of knowledge in identifying and classifying AEs in digital mental health. This gap also suggests potential methodological difficulties with gathering AE data, which may be more complex in remotely conducted studies, although this is yet to be addressed within a review. There is a need to develop guidelines for AE reporting specifically for these trial designs to improve reporting practices, conform to CONSORT guidelines, and fully understand the cost-benefit of digital mental interventions.
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Abstract

Background: Social interactions are important for well-being, and therefore, researchers are increasingly attempting to capture people’s social environment. Many different disciplines have developed tools to measure the social environment, which can be highly variable over time. The experience sampling method (ESM) is often used in psychology to study the dynamics within a person and the social environment. In addition, passive sensing is often used to capture social behavior via sensors from smartphones or other wearable devices. Furthermore, sociologists use egocentric networks to track how social relationships are changing. Each of these methods is likely to tap into different but important parts of people’s social environment. Thus far, the development and implementation of these methods have occurred mostly separately from each other.

Objective: Our aim was to synthesize the literature on how these methods are currently used to capture the changing social environment in relation to well-being and assess how to best combine these methods to study well-being.

Methods: We conducted a scoping review according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines.

Results: We included 275 studies. In total, 3 important points follow from our review. First, each method captures a different but important part of the social environment at a different temporal resolution. Second, measures are rarely validated (>70% of ESM studies and 50% of passive sensing studies were not validated), which undermines the robustness of the conclusions drawn. Third, a combination of methods is currently lacking (only 15/275, 5.5% of the studies combined ESM and passive sensing, and no studies combined all 3 methods) but is essential in understanding well-being.

Conclusions: We highlight that the practice of using poorly validated measures hampers progress in understanding the relationship between the changing social environment and well-being. We conclude that different methods should be combined more often to reduce the participants’ burden and form a holistic perspective on the social environment.

(JMIR Ment Health 2023;10:e42646) doi:10.2196/42646
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Sociologists often use repeated egocentric networks to investigate how social connections change over time, for example, whether the occurrence of mental illness leads to network attrition, which means that fewer social contacts are included in the social network [22], or how the social network of a person changes during substance abuse disorder recovery [23]. To collect egocentric networks, researchers typically ask so-called name-generating questions to identify the important social contacts of a person, which are also called alters. For example, a name-generating question could be “Please list 25 names of individuals...with whom you have had contact in the last year” [24]. After alters are identified, further questions about the characteristics of those alters and the characteristics of the relationship to those alters are asked (eg, age of the alter, frequency of contact, and how close someone is to the alter) [15]. Overall, egocentric networks represent relationships (ties) between a specific individual (ego) and connected persons (alters). When relationships between alters are assessed, structural properties and composition effects of the ego’s network can be calculated, such as density (the proportion of existing ties relative to all possible ties) [15], which has been shown to affect ego’s health outcomes [25]. Similar to ESM, egocentric networks are burdensome to collect [26,27], for example, compared with passive measures. These tools are likely to tap into different parts of people’s changing social environment. In this paper, we broadly focus on all aspects of the social environment that differ for each person and vary over short time scales (eg, minutes, days, and weeks). We include the behavioral and psychological levels, also known as the structural and cognitive levels [28,29]. The behavioral level indicates both what people do and the structural aspects of the social network (eg, network size), whereas the psychological level shows, for instance, what people feel or think [28,29]. For example, a person can have frequent social contact (behavioral level) and still feel lonely (psychological level) [4]. Therefore, we consider both levels (psychological and behavioral) as important to capture the full changing social environment.

Objectives

So far, it remains unclear which parts of the changing social environment ESM, egocentric networks, and passive sensing attempt to capture in the literature and whether and where there is overlap. Therefore, the first question that we addressed is which aspects of the behavioral and psychological levels of the changing social environment are measured using the 3 different techniques. This question is important in light of the call for a better conceptualization of (psychological) constructs to advance theory and measurement [30-32]. We provided a way forward in how the changing social environment can be conceptualized by showing which period each method captures and which aspects of the social environment different methods tap into. This will also advance the understanding of mental health as it provides an overview of which aspects of the changing social environment are currently studied in relation to well-being. For each of these methods, it is important to consider whether they measure the concept that they are intended to measure. Thus, the second question that we addressed is if and how the
measures are validated. This second question mirrors a recent debate that psychological research is facing, namely, the problems associated with the use of nonvalidated questionnaires [33]. We investigated whether this also applies to measures that are used to capture the social environment.

Finally, ESM, egocentric networks, and passive sensing come from different disciplines and, therefore, are likely to be used separately from each other. However, we believe that a holistic understanding of the dynamic relationship between mental health and the changing social environment requires insights from different aspects that are measured using the different tools. We do not know how often these tools have been combined in previous research and how they can be combined optimally. Consequently, the last question that we addressed is how the measures have been combined in previous research.

**Methods**

**Protocol**

We conducted a scoping review [34]. Although this was not a systematic review, we designed and wrote this study according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement. The PRISMA checklist can be found in Multimedia Appendix 1 [35]. This review was not registered before conducting it.

**Literature Search Strategy**

We aimed to identify studies that used methods that were able to capture the changing social environment in relation to well-being in an adult population. Therefore, we conducted a systematic search to identify studies that used ESM, passive sensing, or repeated egocentric networks to measure the changing social environment in relation to well-being or psychological disorders. The final database search was completed in July 2021. We conducted searches in Web of Knowledge, PsycINFO, and PubMed with no date limitation. We created 2 different search strings and ran each search string in each database to identify studies of interest. Both full search strings can be found in Multimedia Appendix 2 [36-38].

**Eligibility Criteria**

For inclusion, studies must have (1) used ESM, passive sensing, or repeated egocentric networks to measure the changing social environment (we included all studies that broadly focused on aspects of the social environment, which varied over short time scales [eg, minutes, days, and weeks], as well as studies that focused on behavioral aspects [such as social interactions] and psychological aspects [such as social support or relationship characteristics]); (2) measured the social environment in relation to well-being, psychological disorders, or psychiatric disorders; (3) measured the social environment in an adult population without nonpsychological medical conditions; (4) studied the social environment in the daily life of a participant; and (5) been published in English.

Consequently, we excluded studies that focused on children or older adults and medical treatment evaluations of nonpsychological or psychiatric disorders. Older adults were identified as such if the study explicitly said that it focused on, for example, “old age,” “older women,” or “older people” [39-41]. We also excluded studies that focused on medical conditions (eg, stroke). Furthermore, we excluded studies that only focused on the social environment in an occupational setting or on dyadic interactions as we were interested in methods that capture the broad social environment in daily life (see Multimedia Appendix 3 for a more extensive list).

The eligibility of the studies was assessed by 1 researcher (AML). A random subsample of studies (n=21) at the beginning of the coding process was independently assessed by 2 researchers (AML and LFB) to formulate eligibility criteria and discuss discrepancies with the research team.

**Data Extraction**

We extracted information about the study (year of publication and objective), sample characteristics (sample size, sample population, and country of residence), procedure (study length and assessment frequency), statistical analysis, validation, and which sensors were used in passive sensing studies.

We further extracted information on which questions were used to capture the social environment. The questions used in the selected ESM and egocentric network studies were diverse and, therefore, hard to analyze. Thus, we developed categories that summarized these questions. We developed those categories as an iterative process. After reading 15 studies, we summarized the measures of the social environment that were repeatedly used across the studies. While reading more papers, we revised these categories. In total, we identified 12 categories for ESM and 5 categories for egocentric networks, which are reported in the Results section. We created the category “Other” for items that did not fit in any of the other categories.

Data extraction was conducted by 1 researcher (AML). The categories were developed together, and specific cases were discussed within the research team to increase the clarity of the categorization of the studies.

**Risk of Bias**

Our primary aim was to identify studies that used measures to capture the changing social environment. Similarly to O’Donohue et al [42], we argue that the outcome and quality of the studies were less relevant and would not have affected the eligibility of the studies as no hypothesis was tested. Therefore, the risk of bias for each study was not assessed. However, the validity of the measures used was examined and is described in the Question 2: How Well Are the Measures of the Social Environment Validated? section.

**Results**

**Overview of the Selected Studies**

We identified 1833 articles that measured the social environment using ESM, passive sensing, or repeated egocentric networks after removing duplicates (Figure 1). If we decided to exclude a study during the screening process, we indicated a reason for doing so. This overview can be found in Multimedia Appendix 3. We removed 78.67% (1442/1833) of the studies after title and abstract screening. In total, 29.7% (116/391) of the studies
were excluded after reviewing the full text. Thus, we included 275 studies in our scoping review.

Figure 1. Flow diagram of the included studies (adapted from Page et al [35]). *The first number indicates the records that were identified using the first search string, which aimed to extract studies that used the experience sampling method or passive sensing, whereas the second number indicates the records that were identified using the second search string, which aimed to extract studies that used repeated egocentric networks.

Identification of studies via databases

Most of the included studies only used 1 method, meaning that studies only used ESM (223/275, 81.1%), passive sensing (19/275, 6.9%), or egocentric networks (12/275, 4.4%). Note that some of the identified papers included multiple studies, which leads to a total of 238 studies that only used ESM, 20 studies that only used passive sensing, and 12 studies that only used egocentric networks.

In total, 5.5% (15/275) of the studies combined ESM and passive sensing to measure the social environment. Repeatedly assessed egocentric networks were not combined with other methods. However, 2.2% (6/275) of the studies combined egocentric networks that were assessed only once with ESM (4/6, 67%) or passive sensing (2/6, 33%).

Study Characteristics

Multimedia Appendix 3 provides an overview of the individual characteristics of each study. The studies were published between 1987 and 2021. The studies took place mainly in the United States (178/275, 64.7%) and Europe (80/275, 29.1%).

On average, 201 (SD 706; median 102) participants took part in the 275 selected studies. More than half of the studies included (healthy) students (105/275, 38.2%) or adults (63/275, 22.9%) as participants. In total, 2.2% (6/275) of the studies included participants with social anxiety disorder, and 2.5% (7/275) of the studies included participants with social anxiety disorder and healthy controls. In addition, of the 275 studies, 46 (16.7%) included participants with other psychological disorders, and 34 (12.4%) included participants with other psychological disorders and healthy controls. Next, 5.1% (14/275) of the studies included participants who used substances, for example, participants who were heavy drinkers, smoked, used cannabis, used other drugs, or were recovering from substance abuse disorder.

Question 1: Which Characteristics of the Social Environment Are Included and on Which Time Scale?

In this section, we describe which diverse aspects of the social environment and which temporal resolution (ie, assessment frequency and study duration) each method captured. ESM studies assessed the social environment using approximately 6 questionnaires per day, for a study length of 15 days. Questions that were asked in ESM studies were usually about what the participant was doing or feeling at the moment or since the last questionnaire. A known strength of ESM studies is that they tap into several aspects of the changing social environment by...
capturing both behavioral and psychological characteristics directly through questionnaires (Figure 2). The behavioral level includes what people do and the structural aspects of the social network (eg, network size). In contrast, the psychological level shows, for instance, what people feel or think [28,29]. In total, 83.6% (199/238) of the selected ESM studies included behavioral aspects, and only 66.8% (159/238) of the ESM studies included psychological aspects.

**Figure 2.** Overview of which aspects each method captures. The example items are based on the items that were used in the selected experience sampling method (ESM) and egocentric network studies. We developed categories to summarize which aspects of the social environment were captured in the selected studies. The first column shows which aspects the ESM studies captured and how often (in percentage) those aspects were measured in the 238 selected ESM studies that only used 1 measurement. Subsequently, the second column shows how often (in percentage) different aspects were included in the 12 selected egocentric network studies. The last column shows which aspects can be potentially captured using passive sensing; as those aspects are only indirectly and often implicitly measured, we did not calculate any percentages.

<table>
<thead>
<tr>
<th>Behavioral aspects</th>
<th>ESM</th>
<th>Egocentric Network</th>
<th>Digital Phenotyping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Someone was alone (97/238, 40.8%)</td>
<td>97%</td>
<td>100%</td>
<td>75%</td>
</tr>
<tr>
<td>Someone was interacting (94/238, 39.5%)</td>
<td>94%</td>
<td>100%</td>
<td>50%</td>
</tr>
<tr>
<td>Characteristics of social interaction partners (97/238, 40.8%)</td>
<td>97%</td>
<td>75%</td>
<td>40%</td>
</tr>
</tbody>
</table>

Behavioral aspects that were frequently addressed were whether someone was alone (97/238, 40.8%) or interacting (94/238, 39.5%) [43] and the characteristics of social interaction partners (97/238, 40.8%). There was less consistency across ESM studies in which psychological aspects were captured. For example, studies occasionally included questions about the content or quality of an interaction (58/238, 24.4%) [43,44] or whether someone enjoyed being alone or not alone (49/238, 20.6%) [45]. In addition, questions about relationship characteristics were occasionally asked (42/238, 17.6%) [46]. Thus, ESM studies frequently involved whether someone was not alone or interacting, but such studies were less consistent in assessing the psychological level of the social environment and social behavior.

Similar to ESM studies, a strength of egocentric network studies is that they assess behavioral (12/12, 100% of egocentric network studies) and psychological (10/12, 83% of egocentric network studies) aspects of the social environment. ESM and egocentric networks capture similar aspects of the social environment. At the behavioral level, the egocentric network studies measured characteristics of social contacts (eg, age or gender; 8/12, 67%) and occasionally asked how often someone was interacting (4/12, 33%; Figure 2), for example, by asking about the frequency of contact in the past [47].
psychological level, subjective relationship characteristics (9/12, 75%) and perceived social support (6/12, 50%) were often captured.

It is evident that, contrary to ESM studies, egocentric network studies focused more on the interaction partners than on the interaction itself. Studies were longer (approximately 4 years), with 3 rounds of measurements in these periods. Questions that were asked in egocentric network studies also referred to longer periods. For example, Francis [23] asked participants to name the people they had had contact with in the previous 6 months. Egocentric network studies asked a so-called name-generating question (eg, name people participants considered meaningful [47]) at the beginning of the study. This allowed them to give an estimate of the network size of a person. Furthermore, detailed information on interaction partners was available. In contrast, ESM often measures the characteristics of the social environment at a specific moment without linking them to a specific person. Even if a study specified with whom someone was interacting, often names or initials were missing and only broad categories were assessed (eg, significant other, family, friend, classmate, coworker, stranger, and other [46]).

In contrast to ESM and egocentric networks, a strength of studies that use passive sensing or EAR is that they can objectively and directly tap into behavioral aspects. These can be measured continuously using sensors during the day. The reviewed studies were, on average, 27 days long. Studies that used passive sensing or EAR mostly included the audio (microphone; 12/20, 60%) and sociability (calls or SMS text messages; 9/20, 45%) of a person. These measures can indirectly capture whether someone is alone or interacting [14,48]. In addition, mobility measures (GPS and accelerometer) were included in half (10/20, 50%) of the studies. Measures that were less often included were phone-related properties such as the total time spent on communication apps (3/20, 15%) [49].

Thus, ESM and passive sensing can both capture the location, activity, and contact frequency of a person (Figure 2). A weakness of passive sensing is that it can only indirectly capture the psychological level using its sensors (raw measures). For example, audio data must be manually coded to examine the emotions of a person [14], or passive measures must be combined with questionnaires to build models that can predict psychological variables such as loneliness [50,51]. In contrast, ESM can examine the psychological level directly by asking the person about their experiences and feelings.

**Question 2: How Well Are the Measures of the Social Environment Validated?**

In the previous section, we identified which elements of the social environment were captured by the different methods. In this section, we discuss the validity of these methods. In its broadest sense, validity refers to the extent to which a method measures what it is intended to measure [52,53]. This section discusses the strategies that the selected studies chose to provide evidence of validity.

For ESM (and all other questionnaire-based measures), it is essential that items that claim to measure a specific construct do so. Obviously, this is difficult as researchers may define their constructs differently and may have different opinions about what loneliness is, for example. A way to examine the validity of the selected studies is to investigate whether validated questionnaires were used. Of the selected ESM studies, only 27.7% (66/238) used a validated questionnaire. For example, the University of California, Los Angeles, Loneliness Scale was often used to assess loneliness [54,55]. In contrast, other studies used only 1 nonvalidated question, such as “At this moment, how lonely do you feel?” [56], to assess loneliness.

Some studies (45/238, 18.9%) reported that they included items that were already used in previous research. Using items that were used in previous research does not indicate validity. However, it does make the studies more comparable with each other. Slightly more than half (126/238, 52.9%) of the studies did not use validated scales or items from previous research. Nevertheless, some authors (25/238, 10.5%) provided arguments and details about their item selection [45,57]. Overall, 42.4% (101/238) of the ESM studies did not use validated items to measure the social environment and did not give a specific reason for including the items in their research.

Questions about the behavioral level of the social environment may require less validation or explanation than questions measuring the psychological level. For example, whether someone is alone or not is easier to measure than the feeling of loneliness. Thus, it is even more important to validate questions at the psychological level. To investigate the validity of questions at the psychological level, we looked at a subset of ESM studies that included at least one question at the psychological level of the social environment (159/238, 66.8%). This subset used slightly more validation strategies (103/159, 64.8%) compared with the full sample (137/238, 57.6%).

In contrast to ESM studies, egocentric network studies aim to capture a part of the social network of a person. Validity in this case is different from that in ESM studies as the overall goal is to obtain an accurate representation of the overall network compared with measuring specific constructs. A topic that hinders validity in this regard is the size of the assessed egocentric network [24]. Depending on the number of alters included, the validity of network characteristics might differ as including too few alters might bias the network composition and structure estimates [24,26,58]. McCarty et al [26] found that naming 25 alters can capture most of the structural patterns of a network. The number of alters that participants were allowed to name differed across the included studies. In half (6/12, 50%) of the studies, participants were allowed to name an unlimited number of alters. In other studies (5/12, 42%), the number of alters that participants could include was limited and, therefore, might have biased the network estimates. However, in all except 8% (1/12) of the studies, participants were allowed to name at least 25 alters and named, on average, fewer alters than they were allowed to [59,60]. Thus, it is likely that those studies still provided valid estimates of the network structure as the limit of alters that participants were allowed to enter was not reached and at least 25 alters were allowed to be included in the network. It is important to note that how many alters participants included in their network might also be influenced by their motivation. Low motivation can lead to a biased network estimate even if unlimited alters can be added [27].
Another aspect that might affect validity in egocentric network studies is whether an appropriate name generator was used and whether the questions asked to assess the relationship characteristics were valid. Using different name generators can affect the network size and average tie characteristics [61]. Therefore, using name generators that have been used and tested in previous research might increase the validity and comparability across studies. In most studies (10/12, 83% of the egocentric network studies), the name generator questions, as well as the content questions asked to assess the relationship characteristics, had been used in previous studies. A total of 8% (1/12) of the studies did not use questions based on previous studies but only asked whom a person had contacted in the last 6 months and several characteristics of the alter [23]. A total of 8% (1/12) of the studies also did not use questions from previous research but developed their own questions based on previous literature reviews and results from earlier assessed egocentric networks [62]. Thus, except for 8% (1/12) of the studies, egocentric network studies used strategies that increased the validity and comparability across studies.

For passive sensing, validation is rather different than for questionnaire-based items, as in ESM and egocentric networks. For passive sensing, it is important that the extracted features or algorithms applied indeed capture the parts of the social environment that they are designed to capture. First, we discuss passive sensing studies excluding EAR studies. In the selected studies, only half (6/12, 50%) of the studies that only used passive sensing measured how the extracted features or the built model with a combination of features related to the changing social environment. For example, Jacobson et al [63] aimed to detect how passively collected data (ie, accelerometers and incoming and outgoing calls and SMS text messages) can predict the level of anxiety in social situations (social anxiety). They found a correlation of $r=0.7$ between predicted social anxiety severity and social anxiety measured using a questionnaire. Thus, they concluded that passive sensing can be used to detect social anxiety. We discuss this issue further in the following section on the combination of methods. The other half (6/12, 50%) of the studies that used only passive sensing measured the level of anxiety in social situations (social anxiety). They found a correlation of $r=0.7$ between predicted social anxiety severity and social anxiety measured using a questionnaire. Thus, they concluded that passive sensing can be used to detect social anxiety. We discuss this issue further in the following section on the combination of methods.

In EAR studies, validity is about the coding of the audio files. For example, extracted audio features from the microphone should refer to the social interactions a person had. If the coding is performed manually, this should be done in a standardized way. Predefined coding schemes can help with this process. In total, 50% (4/8) of the EAR studies used such a predefined coding scheme [14] (eg, social environment coding of sound inventory [19]). A total of 25% (2/8) of the studies used interrater reliability, meaning that the extent of agreement across different coders was measured. In 12% (1/8) of the studies, 28% of the participants listened to parts of their audio to verify the given coding [66]. In total, 12% (1/8) of the studies only looked at the presence of speech or presence of others without any specific validation [67]. In this study, this was done automatically with the Google Cloud Speech-to-Text software [67]. If the software generated a transcript, the presence of speech was assumed without active verification by a human.

Overall, ESM, egocentric networks, and passive sensing use different methods to improve the validity of their collected data. Most of the egocentric network studies (10/12, 83%) and EAR studies (7/8, 88%) included procedures that improved the validity of their collected data. In contrast, this percentage was much lower in ESM and passive sensing studies, with only approximately 60% (137/238, 57.6%) of the ESM studies and 50% (6/12) of the passive sensing studies mentioning techniques that supported the validity of their collected data.

Question 3: How Were the Measures Combined in Previous Research?

Overview

To better understand how methods can be best combined, we identified 7.6% (21/275) of the studies that used more than one of our discussed methods. In total, 29% (6/21) of these studies used 1 method to assess the social environment, whereas the second method was used to capture something different (eg, mood) [68-71]. As we focus in this section on studies that used multiple methods to capture the social environment, we only discuss the remaining 71% (15/21) of the studies in more detail. We start by discussing studies that combined methods to measure several aspects of the social environment and their relation to a third variable (eg, well-being). These studies attempted to capture multiple aspects of the social environment through a combination of methods. Next, we discuss studies that examined the overlap in how different methods characterize the social environment. These studies relate to the validation of measures as different methods measured similar parts of the social environment and many studies investigated how those measures of the social environment agreed with each other.

Studies That Combined Different Methods to Cover a Wider Part of the Social Environment

In 20% (3/15) of the studies, different measures were combined to cover a wider part of the social environment [65,72,73]. A total of 67% (2/3) of these studies did this to investigate questions regarding different parts of the social environment. Schuwerk et al [65] investigated offline social interactions measured via ESM and interactions measured via smartphones (eg, number and duration of calls). Abel et al [72] aimed to capture social interactions objectively via EAR and, in addition, used daily questionnaires to capture subjective emotions during a social interaction [72]. Thus, a combination of methods helped answer several research questions.

Another study aimed to predict stress and mental health and highlighted that a combination of measures of the social environment (ie, passive sensing and ESM) provided better predictions of self-reported stress and poor mental health than each method on its own [73]. In this study, data were passively...
collected using smartphones and wearable devices. In addition, participants had to fill out a diary. Overall, using passively collected data improved the prediction of stress and mental health, although the improvements were not large (from 72% to 82% for stress and from 85% to 87% for mental health).

Dynamically assessed egocentric networks were not combined with other methods, but one-time–assessed egocentric networks were used to collect more information on interaction partners or the total network size. These studies helped better understand how repeated egocentric networks could be combined with ESM or passive sensing in future research. First, 27% (4/15) of the studies combined one-time–assessed egocentric networks with ESM to identify important contacts before the ESM data collection started. It was shown that the presence of people who provide emotional support, which was measured using a combination of ESM and egocentric networks, was associated with well-being measured via ESM. In addition, controlling for network size was important for understanding stress and affect. Second, 13% (2/15) of the studies used (measures similar to) one-time–assessed egocentric networks together with passive sensing to assess network members (eg, close friends, family members, and friends on campus) and determine whether someone interacted with a close friend based on Bluetooth connections or phone numbers. Hence, combining egocentric networks with passive sensing can be useful to create meaningful variables based on the passive sensing measures, such as how many close friends someone had contact with instead of just counting Bluetooth connections.

Overall, few studies combined different techniques to measure the social environment. However, combining different techniques improved the prediction and understanding of the social environment in relation to mental well-being.

Studies That Examined the Overlap in How the Social Environment Is Characterized by Different Methods

We identified 27% (4/15) of studies that indicated that passively collected data correlated with parts of the social environment and social behavior assessed using ESM. First, Abdullah et al found promising results using passive measures such as nonsedentary duration based on the accelerometer and conversation frequency based on the microphone to predict how stable the social rhythm of a person is. The social rhythm of a person was measured through ESM questions on the daily routine, such as at what time someone would get out of bed and have their first social contact. In addition, other studies found a relationship between passive measures (such as total time traveled based on GPS) and a person’s social context and activity (such as whether a person was alone, having a conversation, interacting, or in a location). However, the strength of the association differed by study, measure, and participant group. For example, Fulford et al showed that passive measures related to an individual’s social behavior differed for individuals with schizophrenia and healthy controls. The association between distance traveled and number of interactions ranged from 0.07 for people with schizophrenia to 0.6 for healthy controls. In general, they concluded that passively collected mobility features (GPS) relate moderately to ESM measures of social behavior for healthy individuals (ranging from a correlation of 0.31 to 0.7), whereas audio relates moderately to ESM measures of social behavior for people with schizophrenia (correlations of approximately 0.5).

Overall, this 27% (4/15) of studies indicated that there are moderate associations between passive measures and social behavior but that it is difficult to draw any final conclusions because of the variation in methods and results across and within studies.

In the remainder of this section, we describe 13% (2/15) of studies that used ESM together with EAR. Interestingly, studies that used ESM together with EAR only showed moderate agreement between the assessed variables. Minor et al investigated how ESM is implemented in students with schizotypy and how social engagement differs between students characterized by high or low schizotypy. Students had to wear EAR for 2 days and fill out ESM for 16 days. Surprisingly, even though the conclusions drawn from each measurement were similar, there was little overlap between EAR and ESM measures for positive and negative affect. The authors argue that both measures capture different facets of daily life. ESM captures affect without the interpretation of the participant, whereas ESM adds a subjective context to it, such as the quality of the relationship between interaction partners. Similarly, Sun et al used EAR and ESM to measure the relationship between the quantity and quality of social interaction and well-being. They only found a moderate agreement between EAR and ESM regarding when participants were interacting (r=0.39), conversational depth (r=0.31), and self-disclosure during an interaction (r=0.31).

To conclude, our results indicate that passively collected data and ESM assess overlapping aspects of the social environment but that more validation studies are needed to investigate which aspects are robustly measured with passive sensing data across studies. In addition, studies that used ESM together with EAR only showed moderate agreement between the assessed variables. This indicates that the convergent validity between the 2 measures is not high, meaning that different measures of the same construct do not agree much. Nevertheless, the overall conclusions drawn from both passive data (ESM and EAR) regarding the relationship to schizotypy and well-being were similar.

Discussion

Principal Findings

Our aim was to study how distinct methods originating from different disciplines were used to capture people’s changing social environments, identify the strengths and weaknesses of each method, and detect opportunities to combine them. We focused on how ESM, passive sensing, and repeated egocentric networks are currently used to measure the social environment. We investigated how parts of the social environment were captured by each method and the validity of the measures used in each method. Furthermore, we examined how these methods have been combined in previous research.
In total, 3 major implications follow from our literature review, which we will discuss in detail in the following sections, and are summarized in Textbox 1. First, a combination of methods is essential to better capture the changing social environment as each method captures a different resolution (duration and frequency) of the social environment and assesses aspects of the social environment at different levels (psychological vs behavioral). However, a combination of methods has rarely been observed in previous research. Second, a combination of methods has tremendous potential to reduce both researcher and participant burden as there is overlap in the various constructs they capture. Third, measures of the social environment are rarely validated, which undermines the robustness of the conclusions drawn. We will provide suggestions in the following sections for future efforts to collect and analyze data.

Textbox 1. Recommendations for future studies measuring the changing social environment.

**Combine methods to achieve a more comprehensive picture of the social environment**
- Tap into more aspects of the social environment by using different methods to capture what people do and what people feel and perceive. Frequently assessed aspects in the included studies were the following:
  - What people do: how often someone is alone, how often someone is interacting, duration of an interaction, location, activity, own behavior during interaction (measured using the experience sampling method [ESM]), characteristics of persons that belong to the social environment, and how many people belong to one’s social environment (network size, measured using egocentric networks)
  - What people think and perceive: content or quality of a specific interaction (measured using ESM), subjective perception of the relationship to another person, perceived social support, perception of being alone, not alone, or interacting (measured using ESM), and loneliness (measured using ESM)

**Combine methods to measure aspects on a suitable frequency and reduce researcher and participant burden**
- Choose a suitable time scale for capturing the constructs of interest, which means that fluctuating aspects should be measured using ESM and passive sensing and stable aspects can be captured using repeated egocentric networks (make sure to collect identifiers [nicknames or initials] in the ESM to collect the egocentric network). Stable characteristics might be the following:
  - Characteristics of a person that belongs to one’s social network (eg, gender; age; and objective relationship characteristics such as friend, colleague, or coworker)
  - Subjective relationship characteristics that do not change daily (eg, how close someone is)
  - Perceived social support to specific persons
- Consider using passive measures to reduce the length of ESM questionnaires. For example, location or physical activity can potentially be assessed using passive sensing.

**Better validation for ESM and passive sensing**
- Use validated ESM items or other strategies that increase validity. Other strategies that were used in the studies in our review were the following:
  - Choosing questions based on previous research (eg, ESM Item Repository)
  - Providing arguments for why a specific item was included (especially if it was not validated)
  - Choosing ESM items that relate to validated cross-sectional scales
  - Explanation of the ESM questions to the participants
  - Doing a test round or pilot round
  - Doing a multiverse analysis
  - Choosing a suitable method for a psychometric evaluation of the items
- Make explicit what one aims to measure using passive measures (ie, which part of the changing social environment one aims to capture).
- To validate which part of the changing social environment the passive measures capture, consider using ESM in addition.

Combining Methods Will Achieve a More Comprehensive Picture of the Social Environment and Can Reduce Participant Burden (Compared With Only Using ESM)

We argue that future research would benefit from combining different methods to capture a wider part of the social environment. A combination will help measure aspects that would have been missed by a single method but are important for well-being. The results from Sano et al [73] substantiate this conclusion by showing that combining ESM and passive sensing provides better well-being predictions than each method on its own. However, our results show that a combination of methods has rarely been observed in previous research. Only 5.5% (15/275) of the studies combined ESM and passive sensing, and none of the selected studies combined all 3 methods.

Importantly, it is well known that ESM is suited to capture both the behavioral and psychological aspects of the social
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environment and, therefore, is a great tool for capturing a wide part of the social environment. However, our results showed that, even though ESM can capture both levels, approximately one-third of the ESM studies (79/238, 33.2%) only captured the behavioral level (eg, whether someone was alone or interacting) without assessing the psychological level (eg, how the quality of the interaction was perceived). This does not align with previous research that showed that the psychological aspects of the social environment are important to understand well-being [7,46]. Thus, we would recommend that future studies include more aspects of the psychological level as ESM studies are especially suited to measure in-the-moment experiences.

The remainder of this section focuses on how these methods can be combined. First, combining ESM with egocentric networks would be beneficial to measure the variable of interest at a suitable frequency. On the one hand, it is known and supported by our results that egocentric networks are often only assessed infrequently (eg, twice a year). However, substantive fluctuations in mood and behavior occur over shorter time scales, and ESM is needed to capture those fluctuations [111]. In contrast, ESM measures the social environment several times a day, but some relationship characteristics might be more stable. Thus, similarly to Hopwood et al [84], we recommend explicitly thinking about the duration and frequency of change of a (social) construct and determining how often and frequently it should be measured based on a theoretical conceptualization [84]. We recommend capturing variables that do not change frequently using egocentric networks instead of using ESM. This reduces the length of daily ESM questionnaires and, thus, the participant burden [85].

For example, we know that whether a contact is close or not or the characteristics of an interaction partner (eg, gender) do not change frequently during the day. Nevertheless, our results show that these questions, if asked in ESM studies [46], are often asked multiple times a day. In the reviewed studies, often the identities of interaction partners were missing, and only general categories were assessed (eg, significant other, family, friend, classmate, coworker, stranger, and other [46]). Thus, our results indicate that the same questions on interaction partners may be asked multiple times per day. This is contrary to the purpose of ESM, which is designed to measure in-the-moment experiences rather than static characteristics. Hence, for future research, it would be beneficial to assess the names or initials of an interaction partner in ESM studies and measure more static characteristics using an egocentric network at the beginning or end of a study (such as the nature of the relationship, closeness, and characteristics of the relationship with the interaction partner).

Some of the selected studies already did something similar by assessing the close contacts of a person using a questionnaire before passive sensing or ESM started [50,75,76]. This information helped cover more aspects of the social environment and shorten the ESM questionnaire. Moreover, Sun et al [51] proposed to assess relationship characteristics using a baseline questionnaire and only ask people during ESM who they had interacted with based on this questionnaire. Currently, Stadel [86] is working on combining ESM and (one-time–assessed) egocentric networks for clinical practice.

Passive sensing measures might be further useful to reduce the length of ESM questionnaires. Our review identified that some aspects of the social environment are captured via passive sensing and ESM, such as a person’s location and activities [64,87]. Given the major burden for respondents to frequently report their activities and location through ESM, which reduces the validity of the data and response rate [88,89], passive sensing can be an important tool to assess the activity and location at a high resolution and for a long duration with low participant burden. There is an additional opportunity to replace ESM questions about the social environment (eg, number of interactions) with passive sensing measures (eg, distance traveled), which would further reduce participant burden [79-81,90]. However, it is too premature to make more specific recommendations as it is not yet clear how much overlap exists between passive measures and ESM and research suggests that it varies across studies and individuals. Furthermore, different methods might capture different underlying constructs even if they are supposed to measure the same ones [21,51]. Further validation is needed before particular questions can be replaced with passive sensing.

**Improving Validation Techniques**

Although the included studies attempted to characterize the social environment, we identified shortcomings in the use of validated measures to capture the social environment. We observed two main problems with respect to the validity of the data: (1) the use of nonvalidated items in ESM studies and (2) the use of features in passive sensing studies related to the social environment that were not validated.

Approximately 70% (172/238, 72.3%) of the ESM studies did not use items that were based on validated questionnaires. This is in line with recent articles emphasizing that psychological research has a major issue with validation and questionnaires without validation are applied frequently [33,91,92]. Using nonvalidated questionnaires can lead to problems in the interpretation of research results and reduce the robustness of the study conclusions [33]. It further makes it hard to compare results across studies.

A way forward to improve ESM measures would be to conduct more studies that validate measures for different aspects of the social environment and use strategies that improve the validity of the measures. For example, as described by Mestdagh and Dejonckheere [91], recent innovations such as the ESM Item Repository [93] or multiverse analysis [94] are a first step toward improving the reliability and validity of ESM item selection. Fortunately, different statistical methods have also become available that can be used to evaluate the reliability of ESM items [92,95-99].

In contrast to ESM, validity in egocentric network studies refers to obtaining an accurate estimate of network characteristics. This estimate highly depends on the number of alters included [24,26,58]. In addition, using an appropriate name generator and questions to assess the relationship characteristics is important. Half (6/12, 50%) of the selected studies allowed the
participants to name an unlimited number of alters. Even though the number of alters was limited in some studies, participants named, on average, less alters than they were allowed to. Thus, it is likely that these studies still provided a valid estimate of the network characteristics. The name generator and questions asked to assess the relationship characteristics were mostly used in previous research, which increases comparability (>80%).

Passive sensing suffers from a lack of studies that show that features based on passively collected data relate to the construct that is intended to be measured. Although some studies (6/12, 50%) used pre- and postassessment questionnaires [63] to investigate how passive measures related to the social environment, 50% (6/12) of the studies that only used passive sensing did not use any validation to show how their passive measures relate to the social behavior of a person (or other intended measures). For example, GPS and accelerometer data were used as implicit indicators of social interactions [64], and the number of contacts was used as an indicator of social network size [65]. It is entirely unclear how well these features map to what they are supposed to measure.

In addition, the studies were often vague about which social behavior they aimed to capture with the use of passive measures. They often divided their features into “mobility” and “social” features and did not explicitly indicate which part of the social environment passive sensors aimed to capture [48,100]. Depending on the research question, this might not be a problem, for example, if the aim is mainly to predict particular outcomes. However, it hinders the understanding of which social mechanism shapes well-being when it is unclear which behavior is captured using passive sensing. Thus, we propose clearly defining which constructs passive measures aim to capture and validating those measures.

Some of the studies that already combined different measures using ESM and passive sensing together showed that there is overlap between the features created through passive sensing and the variables assessed via ESM, which is another way to validate passive measures. However, these studies found that features differ across studies and individuals (eg, people with schizophrenia vs healthy controls [81]). Thus, we cannot draw any final conclusions about which ESM questionnaires are captured using passive sensing. For future research that aims to use passive sensing to capture the changing social environment, it is important to investigate whether passive sensing can be used to capture aspects of the social environment other than call and SMS text message behavior and, if so, to identify which features can be used.

**Limitations**

Although there are several strengths to this review, including its contribution to describing a way forward for how the social environment can be measured from a holistic perspective and the inclusion of many studies from multiple databases, some limitations warrant discussion. A limitation was that only 1 researcher screened the papers. Thus, especially the coding of which aspects of the social environment were captured using each method was not checked for interrater reliability. Nevertheless, the categories were created as an iterative process, and specific cases were discussed with all the researchers. We described each category and chose example items to increase the objective categorization of ESM questions, egocentric network questions, and passive sensors. Given that our interest lies in broadly describing the use of different methods to capture the social environment, minor changes in coding would not likely affect our general conclusions.

Regarding passive sensing, there were several studies that did not aim to measure the social environment but to investigate more generally how passive measures relate to well-being. Our review only included studies that explicitly aimed to use passive measures that related to the broader social environment of a person. Thus, studies that captured parts of the social environment using passive measures but did not explicitly mention this were not included in this review. These studies can be found in systematic reviews that cover the relationship between passive sensors and well-being more generally [36,37,101,102]. Recently, a new method has also evolved (ie, screenomics [103]) that captures the digital behavior of a person on their smartphone passively via multiple screenshots. As this method mainly focuses on the digital environment of a person, it was not included in our review, which aimed to capture the broad social environment of a person.

In our scoping review, we focused on studies that measured the social environment in relation to well-being in daily life. Thus, we excluded studies that measured the social environment only once or that primarily focused on medical conditions (eg, stroke) or only on dyadic relationships. We also excluded studies that only focused on children and adolescents or older people. For future research, it might be interesting to look at such medical studies and studies with children and adolescents or older people and investigate how they measured the social environment. In these groups, the social environment is similarly important for well-being.

**Conclusions**

Social interactions are important for well-being, which is widely recognized by researchers from different fields. Many different disciplines have developed measures that are able to capture changes in the social environment. In this study, we synthesized the literature on how different measures were used to capture the dynamic social environment in relation to well-being. Our results indicate that the combination of measures is currently lacking but that a combination is important to capture the social environment from a holistic perspective. Therefore, we propose combining these methods more often to reduce researcher and participant burden to improve data quality and cover more aspects of the changing social environment, which is needed to better predict a change in well-being. Finally, we call for more research that validates the measures used to capture aspects of the social environment.
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Abstract

Background: Depression and anxiety contribute to an estimated 74.6 million years of life with disability, and 80% of this burden occurs in low- and middle-income countries (LMICs), where there is a large gap in care.

Objective: We aimed to systematically synthesize available evidence and quantify the effectiveness of digital mental health interventions in reducing depression and anxiety in LMICs.

Methods: In this systematic review and meta-analysis, we searched PubMed, Embase, and Cochrane databases from the inception date to February 2022. We included randomized controlled trials conducted in LMICs that compared groups that received digital health interventions with controls (active control, treatment as usual, or no intervention) on depression or anxiety symptoms. Two reviewers independently extracted summary data reported in the papers and performed study quality assessments. The outcomes were postintervention measures of depression or anxiety symptoms (Hedges g). We calculated the pooled effect size weighted by inverse variance.

Results: Among 11,196 retrieved records, we included 80 studies in the meta-analysis (12,070 participants n=6052, 50.14% in the intervention group and n=6018, 49.85% in the control group) and 96 studies in the systematic review. The pooled effect sizes were −0.61 (95% CI −0.78 to −0.44; n=67 comparisons) for depression and −0.73 (95% CI −0.93 to −0.53; n=65 comparisons) for anxiety, indicating that digital health intervention groups had lower postintervention depression and anxiety symptoms compared with controls. Although heterogeneity was considerable (I²=0.94 for depression and 0.95 for anxiety), we found notable sources of variability between the studies, including intervention content, depression or anxiety symptom severity, control type, and age. Grading of Recommendations, Assessments, Development, and Evaluation showed that the evidence quality was overall high.

Conclusions: Digital mental health tools are moderately to highly effective in reducing depression and anxiety symptoms in LMICs. Thus, they could be effective options to close the gap in depression and anxiety care in LMICs, where the usual mental health care is minimal.
digital mental health; mHealth; mobile health; digital health; low- and middle-income country; depression; anxiety; mobile phone

Introduction

Background
Depressive and anxiety disorders are a leading cause of the global burden of disease [1]. Depression and anxiety contribute to an estimated 74.6 million years lived with disability, and 80% of this burden occurs in low- and middle-income countries (LMICs) [2]. However, the investment in mental health disorder prevention and treatment is substantially lower in LMICs than in high-income countries (HICs; $2 vs $50 per person in HICs) [3]. In LMICs, 80% to 95% of people with depression and anxiety do not receive the necessary mental health care, mainly because of the limited availability of service providers [4,5]. This large treatment gap could lead to detrimental consequences for the overall health of individuals with mental disorders, social and economic burden on their families, and large-scale societal loss in terms of decreased economic productivity owing to missed work (absenteeism) or reduced efficiency at work (presenteeism) [4,6].

In recent decades, the use of digital mental health (DMH) services to deliver mental health care has been increasing through the internet and other forms of technologies [7,8]. In this paper, we use the term DMH tools to refer to the following: either a digital platform as a tool to deliver mental health care (eg, cognitive behavioral therapy [CBT] provided by a service provider remotely via computer) or a digital platform itself as a main mental health intervention (eg, smartphone apps for depression). DMH tools have shown effectiveness among various populations in HICs, including youth, adults, older adults, and antenatal and postpartum women, in reducing conditions, such as mild to moderate or severe depression, social anxiety, panic disorder, suicidal ideation, posttraumatic stress disorder, attention-deficit/hyperactivity disorder, or insomnia [7,8]. A growing body of literature has started investigating barriers and facilitators for the successful implementation [9], usability, and acceptability to enhance user engagement with DMH tools [10,11]. Economic evaluations of DMH tools have reported that they are cost-effective [12,13]. These investigations informed us that well-designed DMH interventions could enhance access to quality mental health care with low-cost investment, which is ideal for LMICs. Indeed, the World Health Organization recognized the potential role of technology-supported mental health care tools in closing mental health treatment gaps in LMICs [14]. As the technology-enabling environment is expanding in LMICs (eg, 90% mobile phone penetration rate and 40% average internet connectivity) [15-17], diverse DMH interventions have been tested [18].

Prior Work
A few systematic reviews examined digital health interventions for mental disorders in LMICs and reported several limitations [19], including that the quality of studies was suboptimal [20] and most studies reported short-term follow-ups and a low retention rate [21]. Thus, the findings were inconclusive in determining the clinical impact of DMH interventions. A recent meta-analysis reported a moderate effect of digital psychological interventions on mental disorders in LMICs [22]. However, the results were not explicit for depression or anxiety, which are the most prevalent forms of mental health issues [1]. Of note, this study was restricted to adult populations. This is a notable limitation given that (1) adolescents and children have escalating mental health care needs and (2) technology-enabled mental health care delivery is a promising strategy for these age groups [23,24]. Moreover, under the unprecedented SARS/Covid-19 pandemic, technology-based mental health interventions have surged, and overall mental distress was elevated in LMICs [25]. Hence, we need to investigate the effectiveness of DMH tools on depression and anxiety in acquiring comprehensive knowledge of this promising strategy in depression and anxiety care in low-resource settings. Therefore, this study aimed to quantify the effectiveness of digital health tools in reducing depression and anxiety in adults, adolescents, and children in LMICs.

Methods

Search Strategy and Study Selection
We searched the PubMed, Embase, and Cochrane databases for papers without language restrictions from database inception to February 22, 2022. We adapted our search strategy from previous reviews and settings [22,26] and refined it further to tailor it to our review purpose. Search terms included text, keywords, and Medical Subject Headings for PubMed/Medline and Cochrane databases, and the expansion (/exp) function was applied in Embase in the following three main areas: (1) technology; (2) mental health (depression or anxiety); and (3) LMICs, based on the World Bank Country Classification of the year the study was conducted. The full search terms for each database are provided in Multimedia Appendix 1.

During the full-text review, a snowball search was applied to find relevant studies from the references of previous systematic reviews. In addition, papers suggested by the citation program (Mendeley) were screened. We used the Google Translate software for data extraction and quality assessment of papers published in non-English languages. We also screened papers on ClinicalTrials.gov and the International Clinical Trials Registry Platform via the Cochrane Library to find unpublished clinical trials.
Studies were included if they (1) were randomized controlled trials (RCTs), (2) used technology (eg, computer, tablet PC, internet, mobile app, telephone, texting, or video or audio files) either as a tool to deliver traditional mental health care or the technology itself was a main mental health intervention, (3) measured depression or anxiety as either a primary or secondary outcome, (4) targeted people with low to moderate severity of depression or anxiety (eg, from lightly symptomatic to moderate disorder), (5) were conducted in an LMIC, and (6) used any comparison group (eg, active control, treat as usual, no intervention, or waitlist control).

Widely used standardized programs were used for abstract screening (Covidence) and full-text review (Microsoft Excel). Two reviewers (JK and SP) independently screened the abstracts. JK extracted and double-checked the data. SP independently extracted the data from 20% of randomly selected papers. If there were disagreements during screening and full-text review for inclusion, a third reviewer (HB) resolved the conflict. We applied the same inclusion and exclusion criteria to both the systematic review and the meta-analysis. The primary reviewer (JK) imported the extracted data into the summary table, and another reviewer (LMDA) checked the data in the summary table for accuracy. All the coauthors reviewed the data in the summary table. The biostatistician (HB) checked a random sample of the final data for effect size calculation.

Data Analysis

The authors extracted the study population (demographics), study aims, settings, region, inclusion and exclusion criteria, interventions and controls (duration and details of procedures), outcome means, SDs, and measurement instruments. We contacted the corresponding authors to secure necessary data that were missing from published studies and excluded studies from the meta-analysis if the requested data were not provided. We evaluated an individual study’s methodological quality and risk of bias using the Effective Public Health Practice Project quality assessment tool in the following domains: selection bias, study design, confounders, blinding, data collection methods, withdrawal and dropout, intervention integrity, and analyses. Three reviewers assessed the listed domains independently (JK, LMDA, and SP), and the assessments were compared between the two assessors. Each domain was rated as 1=strong, 2=moderate, and 3=weak, and a global rating was assigned based on the section ratings as follows: 1=strong (no weak ratings), 2=moderate (1 weak rating), and 3=weak (2 or more weak ratings). In case of conflict, assessors discussed the discrepancies and reconciled the ratings. See Multimedia Appendix 2 [26-121] for our Effective Public Health Practice Project assessment. The quality of evidence for the outcome across all studies was assessed using the GRADE (Grading of Recommendations Assessment, Development, and Evaluation) criteria—risk of bias, inconsistency of effect, imprecision, indirectness, and publication bias (JK and LMDA). See Multimedia Appendix 3 for our GRADE assessment.

Stata 17 (StataCorp) was used to compute pooled effect sizes with 95% CIs. As the studies reported outcomes with different measurement tools, we calculated the Hedges g values with 95% CI as a standardized mean difference index to estimate the effect size. We chose Hedges g over Cohen d, because it is less prone to bias for the small sample studies, some of which were contained in our review [122]. Postintervention means and SDs were used for pooled effect size calculation. Weights were assigned to each study by calculating the inverse variance of the outcome scores. If more than one mental health measurement was reported, we included the one that was reported in the largest number of other studies. In the multiple arm studies, digital intervention was compared with each arm, and the effect size for each comparison was estimated. In this case, the frequency (N) of the control was divided by the number of comparisons to avoid overweighting the studies with multiple arms. We selected a random effect model to calculate pooled effect sizes, because we expected the studies to be dissimilar, whereas we wanted to generalize the results to other populations. Higgins and Thompson I² values were calculated to evaluate the heterogeneity across studies. We conducted subgroup analyses to investigate the variations in effect sizes by the following study characteristics: intervention content, type of technology use, mode, intervention duration, outcome measurement, depression or anxiety severity, control type, participant age, and study region. Furthermore, we performed a univariate, random-effect meta-regression using prespecified study characteristics (eg, study quality and blinding, in addition to the characteristics examined for the subgroup analysis) to look for notable sources of heterogeneity.

We conducted preplanned sensitivity analyses to test the robustness of the results for the studies where (1) the quality was poor, (2) more than one depression or anxiety score was reported, (3) the baseline psychometric scores were considerably different between the intervention and control groups, and (4) the digital tool was adjunct to the main nondigital intervention. We performed a post hoc sensitivity analysis, excluding outliers defined as the estimates’ 95% CI values that did not overlap with the 95% CI values of the pooled effect size [123]. To assess small-study effects and publication bias, we visually examined funnel plots and performed Egger weighted regression test to quantitatively evaluate the degree of asymmetry. To calculate the bias-corrected overall effect sizes after accounting for the publication bias and small-study effects, the Duval and Tweedie trim and fill method was used. The study’s review protocol was registered in PROSPERO (CRD42021289709), and the review process was compliant with the PRISMA (Preferred Reporting Item for Systematic Reviews and Meta-Analyses) guidelines, which can be found in Multimedia Appendix 4.

Results

Characteristics of the Included Studies

Initially, 11,196 records were retrieved and 1158 records were left after the RCT filter. When the records were imported to Covidence, 239 duplicates were removed automatically. We screened 919 studies for titles and abstracts and excluded 741 records as irrelevant. In addition, 12 studies were added from other sources; hence, a total of 190 studies were full-text reviewed and 94 studies were further excluded. We included 10 studies out of 22 from the recent meta-analysis, whereas the studies that were conducted in HICs and targeted posttraumatic
stress disorder or substance abuse without depression or anxiety measurements were excluded [22]. A total of 96 studies were selected for the systematic review, and 80 studies were included for the meta-analysis, because data for 16 studies were not available to calculate the postintervention effect size (Figure 1).

Figure 1. Study selection. CT.gov: ClinicalTrials.gov; ICTRP: International Clinical Trials Registry Platform; LMIC: low- and middle-income country; RCT: randomized controlled trial.

Multimedia Appendix 5 [26-121] shows the characteristics of collected data from each study included in this systematic review. More information about the included studies is available in Multimedia Appendix 6 [26-121]. The meta-analysis contained a total of 12,070 participants (n=6052, 50.14% in the technology intervention group and n=6018, 49.85% in the control group). The participants’ age range was broad (4-75 years). The average number of participants per study was 144, ranging from 19 to 954. There were 59 and 54 studies reporting depression and anxiety outcomes, respectively. The measurement instruments were various, with 11 types for depression and 17 for anxiety. Symptoms were self-reported by the study participants. All 96 studies included in the systematic review were conducted between 2011 and 2021 in LMICs, including Asia (n=68), Africa (n=6), Europe (n=15), and Latin America (n=7). Studies published in Chinese and Portuguese were translated into English (n=3). In most studies (80/96, 83%), technology itself was a primary intervention, whereas technology was a tool to deliver intervention contents in 16 studies. Mobile apps and internet were the most common technology formats (80/96, 83%). Multiple contents (eg, psychotherapy plus peer support) were most frequently provided (33/96, 34%), followed by psychotherapy, including CBT (24/96, 25%). Playful distraction was primarily observed in relieving preprocedure anxiety (eg, dental treatment, venipuncture, and bone marrow aspiration), which was usually based on a single session and performed for children. The median intervention duration was 6 weeks, ranging from 1 day...
to 72 weeks. Some studies (13/96, 14%) had more than 2 study groups (eg, internet-based CBT vs in-person CBT vs no intervention). Usual in-person care or active control (65/96, 68%) was more common than no intervention as a control. Only 15% (14/96) of the studies provided adverse event information.

The study quality assessment results revealed that 80% (77/96) of the studies were considered moderate-to-high quality. The randomization method was described in most reports (72/96, 75%), and 91% (87/96) were considered likely to have representative sample populations. Hence, the possibility of selection bias seemed low. Approximately 77% (74/96) showed less than 20% attrition rates, and 65% (62/96) performed intention-to-treat analysis to account for the missing data. We rated the overall quality of evidence as high because we only included RCTs and did not downgrade it in the key 5 criteria—risk of bias, inconsistency, indirectness, imprecision, and publication bias. First, risk of bias was not considered high regarding randomization, blinding, attrition, and selective reporting. Second, outcomes were considered consistent because the study conclusions were consistent, and pooled effect sizes have narrow CIs. Although heterogeneity was considerable, the likely sources of heterogeneity were comprehensively suggested. Third, indirectness was low, as all the outcomes can directly answer our research question. Fourth, imprecision was considered low because the effect estimate was calculated from a large number of total participants (n=12,070) and was precise according to the GRADE guidelines. Finally, the possibility of publication bias was low to moderate.

**Outcomes of the Included Studies**

We assessed the effects of DMH intervention compared with control groups with a mean (SD) from 80 studies (67 records for depression and 65 records for anxiety; Figure 2 [26, 28, 29, 32, 33, 35-39, 44-47, 54, 55, 57, 59-61, 63, 65, 68-78, 80, 82-84, 86-88, 90, 91, 93, 95, 97-101, 106, 107, 109, 111, 113, 115, 117, 119-121] and Figure 3 [27, 29, 30, 32, 35-38, 40, 42, 43, 48-50, 52, 55-59, 61, 62, 68, 69, 72-74, 78, 80, 82-84, 86, 88, 89, 93, 99, 101-103, 105-107, 109, 110, 112-118, 120, 121]). The pooled effect sizes were −0.61 (95% CI −0.78 to −0.44) for depression and −0.73 (95% CI −0.93 to −0.53) for anxiety, indicating that groups that used DMH tools had lower postintervention depression and anxiety symptoms compared with the controls. Considerable heterogeneity was observed ($I^2=0.94$ for depression and 0.95 for anxiety). However, we were able to find the likely sources of heterogeneity, because the effect sizes were considerably different between prespecified subgroups (eg, by intervention content, technology type, mode, depression or anxiety level, outcome, and age) in both depression and anxiety (Table 1). For example, by intervention content, the largest effects on depression and anxiety were found among studies that provided CBT and other types of psychotherapy. By mode of delivery, internet- or mobile app–based interventions showed larger effect sizes compared with telephone- or text message–based approaches. By age, effect sizes on depression were larger among adults than among children, whereas effects on anxiety were larger among children than among adults. Although effect sizes were notably different among subgroups of studies, DMH interventions showed remarkably consistent pooled effects in reducing depression and anxiety symptoms among all subgroups of studies examined. Notably, the effect size was larger (−0.70, 95% CI −0.90 to −0.51 for depression and −0.85, 95% CI −1.08 to −0.62 for anxiety) when we removed studies having considerable baseline score differences between groups in the sensitivity analysis. However, excluding outliers resulted in decreased effect sizes both in depression (−0.57, 95% CI −0.66 to −0.44) and anxiety (−0.66, 95% CI −0.77 to −0.56). Other sensitivity analyses did not change the effect sizes (Multimedia Appendix 7). Funnel plots appeared to be symmetrical for both anxiety and depression (Multimedia Appendix 8). Egger test results were not significant for depression ($P=.19$) but significant for anxiety ($P=.03$), suggesting potential publication bias for anxiety. However, when we ran the Duval and Tweedie trim and fill analysis to statistically assess the publication bias, no imputation was necessary to adjust for the publication bias in both depression and anxiety, and the effect sizes stayed the same.
Figure 2. Effect of digital mental health interventions on depression. *Studies with more than 2 arms. The frequency (N) of the control group was divided by the number of comparisons to avoid being overweight. REML: restricted maximum likelihood.
### Figure 3.
Effect of digital mental health interventions on anxiety. *Studies with more than 2 arms. The frequency (N) of the control group was divided by the number of comparisons to avoid being overweight. REML: restricted maximum likelihood.

<table>
<thead>
<tr>
<th>Study</th>
<th>Treatment</th>
<th>Control</th>
<th>Hedge's g with 95% CI</th>
<th>Weight (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akuno 2021</td>
<td>40</td>
<td>20</td>
<td>-0.06 (0.06, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Akuno 2021</td>
<td>40</td>
<td>20</td>
<td>-0.06 (0.06, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Akuno 2020</td>
<td>100</td>
<td>100</td>
<td>-0.05 (0.05, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Akuno 2021</td>
<td>40</td>
<td>20</td>
<td>-0.06 (0.06, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Akuno 2021</td>
<td>40</td>
<td>20</td>
<td>-0.06 (0.06, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Ashton 2020</td>
<td>44</td>
<td>45</td>
<td>-0.01 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Chen XL 2018</td>
<td>350</td>
<td>330</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Chen 2017</td>
<td>33</td>
<td>42</td>
<td>0.01 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Chen 2017</td>
<td>33</td>
<td>42</td>
<td>0.01 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Chen 2017</td>
<td>33</td>
<td>42</td>
<td>0.01 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Chen 2017</td>
<td>33</td>
<td>42</td>
<td>0.01 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Chen 2017</td>
<td>33</td>
<td>42</td>
<td>0.01 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Constant 2014</td>
<td>197</td>
<td>184</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Cumpston 2017</td>
<td>21</td>
<td>11</td>
<td>-0.14 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Cumpston 2017</td>
<td>21</td>
<td>11</td>
<td>-0.14 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Cumpston 2017</td>
<td>21</td>
<td>11</td>
<td>-0.14 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Digi 2022</td>
<td>41</td>
<td>42</td>
<td>-0.05 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
<tr>
<td>Edrehian 2021</td>
<td>27</td>
<td>34</td>
<td>-0.06 (0.10, 0.10)</td>
<td>1.50</td>
</tr>
</tbody>
</table>
Table 1. Subgroup analyses of digital mental health interventions.

<table>
<thead>
<tr>
<th>Subgroupa</th>
<th>Depression</th>
<th>Anxiety</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency, n</td>
<td>Hedges g (95% CI)</td>
</tr>
<tr>
<td>By content</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CBTb</td>
<td>18</td>
<td>$-0.93$ (−1.33 to −0.53)</td>
</tr>
<tr>
<td>Other psychotherapy</td>
<td>7</td>
<td>$-0.58$ (−1.64 to −0.48)</td>
</tr>
<tr>
<td>Psychoeducation</td>
<td>7</td>
<td>$-0.30$ (−0.45 to −0.16)</td>
</tr>
<tr>
<td>Multiple content</td>
<td>21</td>
<td>$-0.62$ (−0.85 to −0.39)</td>
</tr>
<tr>
<td>Physical activity</td>
<td>7</td>
<td>$-0.29$ (−0.47 to −0.11)</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>4</td>
<td>$-0.36$ (−0.84 to 0.11)</td>
</tr>
<tr>
<td>Social support</td>
<td>3</td>
<td>$-0.59$ (−1.02 to −0.15)</td>
</tr>
<tr>
<td>Playful distraction</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>By type of technology use</td>
<td>&lt;.001</td>
<td>.01</td>
</tr>
<tr>
<td>Tech intervention</td>
<td>56</td>
<td>$-0.58$ (−0.73 to −0.44)</td>
</tr>
<tr>
<td>As a delivery tool</td>
<td>11</td>
<td>$-0.74$ (−1.52 to 0.05)</td>
</tr>
<tr>
<td>By mode</td>
<td>.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet-based</td>
<td>37</td>
<td>$-0.61$ (−0.84 to −0.38)</td>
</tr>
<tr>
<td>Mobile apps</td>
<td>21</td>
<td>$-0.75$ (−1.50 to −1.00)</td>
</tr>
<tr>
<td>Telephone or Texting</td>
<td>8</td>
<td>$-0.24$ (−1.00 to −0.50)</td>
</tr>
<tr>
<td>Audio or video files</td>
<td>1</td>
<td>$-0.58$ (−0.74 to −0.42)</td>
</tr>
<tr>
<td>By duration</td>
<td>.49</td>
<td>.005</td>
</tr>
<tr>
<td>Multiple session</td>
<td>66</td>
<td>$-0.62$ (−0.79 to −0.44)</td>
</tr>
<tr>
<td>Single session</td>
<td>1</td>
<td>$-0.35$ (−0.74 to 0.04)</td>
</tr>
<tr>
<td>By depression or anxiety severity</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Disorder</td>
<td>19</td>
<td>$-0.91$ (−1.25 to −0.56)</td>
</tr>
<tr>
<td>Symptomatic</td>
<td>48</td>
<td>$-0.50$ (−0.69 to −0.31)</td>
</tr>
<tr>
<td>By outcome</td>
<td>&lt;.001</td>
<td>.007</td>
</tr>
<tr>
<td>Primary</td>
<td>60</td>
<td>$-0.57$ (−0.76 to −0.39)</td>
</tr>
<tr>
<td>Secondary</td>
<td>7</td>
<td>$-0.94$ (−1.24 to −0.65)</td>
</tr>
<tr>
<td>By control</td>
<td>&lt;.001</td>
<td>.91</td>
</tr>
<tr>
<td>No intervention</td>
<td>22</td>
<td>$-0.48$ (−0.74 to −0.22)</td>
</tr>
<tr>
<td>Usual care or active</td>
<td>45</td>
<td>$-0.67$ (−0.90 to −0.45)</td>
</tr>
<tr>
<td>By age</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Children</td>
<td>6</td>
<td>$-0.32$ (−0.76 to 0.12)</td>
</tr>
<tr>
<td>Adult</td>
<td>60</td>
<td>$-0.63$ (−0.82 to −0.45)</td>
</tr>
<tr>
<td>Older adult</td>
<td>1</td>
<td>$-0.78$ (−1.23 to −0.34)</td>
</tr>
<tr>
<td>By region</td>
<td>.67</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Asia</td>
<td>53</td>
<td>$-0.63$ (−0.85 to −0.42)</td>
</tr>
<tr>
<td>Africa</td>
<td>3</td>
<td>$-0.48$ (−0.61 to −0.35)</td>
</tr>
<tr>
<td>Europe</td>
<td>8</td>
<td>$-0.57$ (−0.84 to −0.38)</td>
</tr>
<tr>
<td>Latin America</td>
<td>3</td>
<td>$-0.62$ (−1.14 to −0.10)</td>
</tr>
</tbody>
</table>

aIntervention content (CBT, psychotherapy, psychoeducation, multiple contents, physical activity, mindfulness, social support, and playful distraction). Although CBT and mindfulness-based cognitive therapy are types of psychotherapy, we separated these from other types of psychotherapy. As CBT was the single most frequent, and mindfulness was emerging content for digital mental health tools, we intended to evaluate the effects separately: type
of technology use (technology itself as an intervention or technology as a delivery tool); mode (internet-based, mobile apps, telephone or text messages, or audio or video files); intervention duration (multiple session or single session); depression or anxiety severity (depression or anxiety disorder or depression or anxiety at risk or simply symptomatic); outcome measurement (depression or anxiety is primary outcome or depression or anxiety is secondary outcome); control type (usual care or active control, no intervention, or waitlist control); participant age (children, adults, or older adults); and study region (Asia, Africa, Europe, or Latin America).

bCBT: cognitive behavioral therapy.

Discussion

Principal Findings and Comparisons With Previous Work

With our 96 studies for systematic review and 80 studies for meta-analysis, we found that DMH interventions showed moderate to high effectiveness in reducing depression and anxiety symptoms in LMICs. Our findings contribute to knowledge-building in the effectiveness of DMH tools in LMICs, especially on depression and anxiety, which are the 2 most common mental disorders. The aggregated results from 80 RCTs with moderate to high effect sizes (Hedges $g=-0.61$ for depression and $-0.73$ for anxiety) provide a comprehensive up-to-date review (up to February 2022), with some promising evidence. Moreover, our findings are well aligned with previous systematic reviews in that DMH tools improved mental health outcomes in low-resource settings [20] with a moderate overall effect size (Hedges $g=0.60$) [22]. Our results are also comparable with the outcomes of digital psychological interventions in HICs that were found to be moderately effective in reducing depression (Hedges $g=0.51-0.58$) [124,125] and highly effective for anxiety (Hedges $g=0.80$) [126].

This study has some clinical implications for patient care. First, when psychotherapy, including CBT, was delivered via digital formats, it effectively relieved depression and anxiety symptoms compared with the usual care. Moreover, perinatal and postpartum depression was the single most frequent target for DMH intervention, followed by depression or anxiety care for the caregivers of children with chronic or congenital health conditions. Patients with chronic diseases were also often targeted. Thus, mobile app– or internet-based psychotherapy could be one way to care for the mental health of perinatal or postpartum women, patients with chronic disease, or their caregivers, who may be marginalized in mental health care in low-resource settings. Finally, our findings showed that digital tools (eg, social media and audiovisual materials) effectively alleviated preprocedure-related anxiety in the clinical setting.

Limitations

Substantial heterogeneity should be acknowledged as a limitation of this study. It was anticipated because the main components of the study varied, including intervention formats, control type, and participants’ ages, which could lead to the large variance in effect sizes between studies. As $I^2$ is an indicator of inconsistency across the study outcomes, high $I^2$ signals that the observed variability could be real. We are also aware of the possibility of bias, including the small-study effect, because half of the studies had small sample sizes (eg, the total participants were <100). Small and pilot studies tend to include participants whose symptoms are likely more prominent or who are likely proactive and compliant with the study instructions.

This could allow the studies to be well controlled and managed, potentially leading to a large overall effect size compared with what may occur in a real-world setting. Considering that DMH interventions tested through RCTs are still at an early stage in LMICs, it is not surprising that the sample size tends to be small, and the contents and study protocols vary substantially between studies. Moreover, the Egger test detected the possibility of publication bias ($P=.03$) for anxiety, although the trim and fill test revealed that no imputation was necessary for both outcomes to account for the publication bias. There is a possibility of publication bias as we observed some studies conducted by the same research team, using similar study designs and interventions but for different target populations. We also need to recognize citation bias, as the notable findings are likely to be cited and included in our study. However, we believe that the possibility of language bias and availability or cost bias is minimal; we included non-English studies published in their local journals, and no papers were excluded owing to journal unavailability for full-text review. Finally, we were unable to adjust for the baseline scores, which could lead to the biased effect size or conservative results. For example, we witnessed some preintervention score differences between groups exceeding the postintervention score differences, meaning that the postintervention score differences could not correctly reflect the genuine effect of the intervention. In this study, this made the pooled effect size conservative for both depression and anxiety, resulting in increased effect sizes when these studies were excluded for sensitivity analysis.

Study Strengths and Future Directions

This study has several strengths that can be acknowledged. First, our findings are aggregated results of 96 RCTs conducted in LMICs from 2011 to 2021. Hence, the moderate and high pooled effect sizes for depression and anxiety are supported by a large number of participants included. Second, our study focused on the most common mental disorders—depression and anxiety. The participants included those with both light depression or anxiety symptoms and moderate depression or anxiety disorders. The participants’ age range was broad, from preschool children to older adults, and study settings varied, including hospitals, schools, or fully web based. Thus, the diversity of study populations and treatment delivery settings may contribute to the generalizability of our results and qualitative and quantitative comparisons between various subgroups. Third, we were able to detect potential sources of variability, which could possibly be the intervention content, control type, baseline depression or anxiety symptom severity, and participant age. Notable effect size differences by subgroup signaled that the effectiveness of DMH tools could be more effective in reducing depressive or anxiety symptoms when a certain content was applied (eg, CBT) or it was administered for a certain level of baseline depression or anxiety (eg, depression disorder). Notably, our findings...
showed that using mobile apps could be more effective than non–mobile app–based DMH tools in relieving depressive and anxiety symptoms, although all these interpretations need caution. The evidence of the source of variability for both depression and anxiety is novel, as this information was not available in previous reviews. Fourth, noticeably, the effect size was higher when the DMH tools were compared with usual care or active control than no intervention for depression. This could highlight that DMH could be as effective as usual in-person care, not just better than nothing. Finally, studies conducted during the COVID-19 pandemic were included, showing that DMH tools could be useful to deal with depression and anxiety even when in-person social connections were reduced during an unprecedented worldwide infectious disease outbreak. Our findings suggest that DMH tools could be viable options when infectious diseases increase the risk of in-person–based care. This could be encouraging, as we are still in the extended COVID-19 pandemic era, and reportedly, the overall mental distress had been elevated nearly universally among all populations, especially in LMICs. For future studies, we would suggest that more effort would be needed for economic evaluation of DMH tools to gauge the feasibility of implementation and economic consequences and implications in LMICs.

Conclusions

Our findings from a systematic review and meta-analysis of 96 RCTs showed that DMH tools could be an effective method to care for depression and anxiety in low-resource settings where usual care is minimally available or feasible despite the care necessity and urgency. This study provides ample evidence-based insight regarding future directions of DMH use for depression and anxiety in LMICs, given the anticipated increasing demand, development, and implementation of DMH tools.
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Abstract

Background: An essential value in mental health care is compassion: awareness of suffering, tolerating difficult feelings in the face of suffering, and acting or being motivated to alleviate suffering. Currently, technologies for mental health care are on the rise and could offer several advantages, such as more options for self-management by clients and more accessible and economically viable care. However, digital mental health interventions (DMHIs) have not been widely implemented in daily practice. Developing and evaluating DMHIs around important mental health care values, such as compassion, could be key for a better integration of technology in the mental health care context.

Objective: This systematic scoping review explored the literature for previous instances where technology for mental health care has been linked to compassion or empathy to investigate how DMHIs can support compassion in mental health care.

Methods: Searches were conducted in the PsycINFO, PubMed, Scopus, and Web of Science databases, and screening by 2 reviewers resulted in 33 included articles. From these articles, we extracted the following data: technology types, goals, target groups, and roles of the technologies in the intervention; study designs; outcome measures; and the extent to which the technologies met a 5-step proposed definition of compassion.

Results: We found 3 main ways in which technology can contribute to compassion in mental health care: by showing compassion to people, by enhancing self-compassion in people, or by facilitating compassion between people. However, none of the included technologies met all 5 elements of compassion nor were they evaluated in terms of compassion.

Conclusions: We discuss the potential of compassionate technology, its challenges, and the need to evaluate technology for mental health care on compassion. Our findings could contribute to the development of compassionate technology, in which elements of compassion are explicitly embedded in its design, use, and evaluation.

(JMIR Ment Health 2023;10:e42403) doi:10.2196/42403
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Introduction

Background

Currently, digital technologies for mental health care are on the rise [1,2]. Examples include not only internet-delivered cognitive behavioral therapy (CBT) but also virtual reality (VR) and artificial intelligence–enabled programs [3], mobile apps [4], socially assistive robotics [5], and serious games [6,7]. Given the increasing costs of care and growing waiting lists in this field, technology could be an important element of sustainable mental health care [3]. Technology offers a wealth of possibilities to complement health care professionals by taking over certain tasks, lightening their workload, and providing...
innovative ways to deliver health care [8]. In addition, technology can make mental health care more accessible to clients, give them more insight into their own mental health, and offer flexibility through personalization [9,10]. Digital mental health interventions (DMHIs) can be used as stand-alone interventions or in blended treatments: combining traditional face-to-face psychotherapy techniques with digital interventions [11]. Blended treatment has the potential to offer the best of both worlds, as it could be used to better match the intensity of the treatment to the severity of a client’s complaints and to enhance a client’s self-management [12].

Many forms of DMHIs exist and are shown to be effective in clinical trials [13], and if used well, they can often be as effective as face-to-face treatments [14-17]. However, the acceptance and use of these technologies remain low among both clients and professionals [18,19]; therefore, the actual implementation of DMHIs in daily practice has been limited. Among clients, there are low levels of adherence to DMHIs [20,21]. A potential reason for this could be that current DMHIs are often very direct translations of nondigital interventions, such as web-based CBT interventions, which closely follow their evidence-based nondigital versions [22]. Owing to the larger focus on content (eg, established therapeutic techniques) than on the user (eg, how the user prefers to engage with them), DMHIs are often perceived as impersonal [22]. This seems to be a missed opportunity, given that allowing for personalization is one of the advantages that technology could offer. Thus, the possibilities technology offers are not being optimally used. A further challenge is that professionals show hesitation and a lack of digital skills to implement DMHIs [18]. Similar to what we see from the client’s perspective, this hesitation in part stems from the doubt whether personal, empathic connections can be made or supported if DMHIs are used [18]. Moreover, professionals indicate that an explicit conceptual foundation for the use of DMHIs is currently lacking, meaning that it is not clear, and at best implicit, why and how DMHIs can be embedded in the mental health care system [19].

**Compassionate Technology**

Given these current barriers, a new conceptual foundation is needed to build a bridge between technology and the context of mental health care. This could be done by expanding our view of the design, use, and evaluation of DMHIs to include and center on the values that are foundational to mental health care. Values are personal or societal judgments of what is valuable and important in life [23]. Compassion is widely recognized as central and essential in mental health care or health care in general [24-26]. In short, compassion refers to the awareness of suffering and motivation to act to alleviate suffering. Although conceptions and practices surrounding compassion have existed in Buddhism for >2500 years, in Western psychology, the construct of compassion has become a topic of study only more recently [27].

After comparing and synthesizing earlier definitions and measures of compassion from science, religion, and health care, Strauss et al [28] proposed that compassion is a cognitive, affective, and behavioral process containing five elements: (1) recognizing suffering, (2) understanding the universality of suffering in the human experience, (3) feeling empathy for the person suffering and connecting with the distress (emotional resonance), (4) tolerating one’s own uncomfortable feelings that arise in the face of suffering (eg, distress, anger, and fear), to remain open and accepting of the person suffering, and (5) acting or feeling motivated to alleviate suffering [28].

Compassion can be directed not only toward ourselves (often referred to as self-compassion [29]) and loved ones but also toward strangers and ultimately toward all humankind [30]. Although empathy is part of the compassionate elements, compassion is conceptually different from empathy. Empathy has been defined as the vicarious experience of another’s emotions [31], where one understands, is affected by, and shares another’s emotions and perspectives [32]. It does not involve a motivation to act to alleviate another person’s suffering. More specifically, although empathy can also lead to behavioral outcomes, it is not part of the concept of empathy itself [33]. In contrast, the process of compassion is specifically a response to suffering and not to emotions in general. It not only entails connecting with another’s distress but also understanding the universality of suffering in the human experience and tolerating uncomfortable feelings that can be aroused in response to the suffering person, so that one can remain open and accept this person and then act to alleviate their suffering [28]. The ability to tolerate uncomfortable feelings is essential for preventing empathic distress. Empathic distress occurs when one is more upset by another’s suffering than one is concerned for the other [34]. It can lead people to close themselves off from suffering and tends to inhibit compassion [35,36]. Thus, compassion contains elements that are specifically relevant to mental health care, more so than empathy alone.

Embedding compassion in health care improves clinical outcomes, perceived quality of care, and patient satisfaction; strengthens the therapeutic alliance; and supports patient-centered care [28,37,38]. Although research is slowly beginning to include compassion as a factor in technology in general [39], research on the link between compassion and technology for mental health care is still scarce. An exception is a recent scoping review by Kemp et al [37], who investigated how digital technologies were being used by patients and professionals in the delivery of compassionate mental health care. In addition, it investigated the facilitators and barriers for the use of digital technology in the delivery of compassionate mental health care. The authors found that when used appropriately, digital technologies can facilitate and strengthen compassion and meaningful human connections in mental health care. Moreover, technology can create new means for relationships between mental health professionals and patients. Kemp et al [37] focused their review on compassionate care and examined DMHIs with a model of digital intersections with compassionate care [40]. In this review, we take a different but complementary approach, examining DMHIs with the elements of compassion in itself [28]. This way, we aimed to explore how DMHIs could support the different components of compassion as a process. We expect this process-view of compassion could be a helpful and practical guiding force to shape compassionate blended treatment.
As compassion is a pivotal value in the mental health care context, emphasizing the process of compassion as a central value in the design, evaluation, and use of mental health care technology could be key to make it more suitable to the needs of clients and professionals. In turn, this could increase the uptake and integration of technologies in current treatments, ultimately ensuring compassionate blended mental health care that realizes its potential. On the basis of the proposed definition of compassion by Strauss et al [28], technology that is designed, developed, and evaluated around the value of compassion would enable and facilitate elements of compassion, or in short, the recognition and alleviation of suffering. To the best of our knowledge, this concept of compassionate technology for mental health care has not been systematically studied. This highlights the need for a clear conceptualization of compassionate technology based on research in which DMHIs have been explicitly linked to compassion.

**Methods**

**Research Design**

A systematic scoping review was conducted in accordance with existing guidelines [41]. This approach is particularly useful for bringing together the literature in disciplines with emerging evidence when a body of the literature has not yet been reviewed or exhibits a large, complex, or heterogeneous nature that is not suitable for a more precise systematic review [41]. Because of the novelty of the field and the presumed limited previous research on technologies that foster compassion, a systematic scoping review was deemed the appropriate method, as it focuses on appraising a body of literature on a specified topic in terms of extent, range, and nature [42].

**Search Strategy**

The search strategy was developed iteratively in consultation with an information specialist, as suggested by Horsley [43]. A systematic search was conducted between October and November 2020 using the PsycINFO, PubMed, Scopus, and Web of Science databases. The 4 databases were chosen because PsycINFO focuses on research on behavioral science and mental health, PubMed focuses on biomedicine (including psychiatry), and the other 2 databases include research from all disciplines. In this way, psychology, psychiatry, and technology research fell within the scope of our search. The query used a combination of terms related to compassion, technology, and mental health occurring in the title, abstract, or keywords of published articles (see Multimedia Appendix 1 for the search strings). The search terms used were chosen to focus specifically on the mental health field as well as on explicit mentions of either compassion or the related term empathy.

**Eligibility Criteria**

Because of the novelty of the subject, this review aims to identify articles covering any form of digital technology for the support of mental health that fosters the presence of compassion. Digital technologies linked to empathy instead of compassion were also eligible to avoid excluding articles that used the term “empathy” instead of compassion while pertaining to a similar construct. Our review did not focus on one specific type of participant in the included studies, so that articles including different types of people in and around the mental health field were eligible (eg, therapists, clients or patients, informal caregivers and also the public). All types of original research studies were eligible from any year of publication, country of origin, or original language (if a copy was available in English, German, Italian, or Dutch).

Exclusion criteria were as follows:

1. Articles without a clear focus on compassion or empathy, for example, merely mentioning compassion or empathy without further elaboration or using these factors solely as predictors or outcomes in a study.
2. Articles in which the link with compassion or empathy was only found as part of web-based versions of established compassion-based approaches (eg, Compassion-Focused Therapy [44]) or in the delivery of written psychoeducation (eg, a website with information on self-compassion), and compassion or empathy did not refer to (interactions with or through) the technology itself. These articles were excluded because a lot of research has already been conducted on these therapeutic approaches [45], and the role technology plays is relatively small, so that it is not directly relevant for our current purposes.
3. Articles related to compassion or empathy in a different field than mental health, for example, education or health care in general without a focus on mental health.

**Study Selection**

Covidence (a literature review screening software recommended by Cochrane [46]) was used to filter duplicate articles and facilitate study selection in 3 steps (Figure 1). First, the titles and abstracts of all retrieved articles were screened for eligibility by 2 authors (CvL and BL). Disagreements on the inclusion or exclusion of papers were discussed until an agreement was reached. Second, the full text of all remaining articles was checked for inclusion by one author (CvL) and doubts were...
discussed with a second author (BL). If an agreement could not be reached between the 2 authors, a third researcher was consulted (MLN). Third, to check whether seminal works were overlooked during the initial search process, forward and backward snowballing by one author (CvL) was used, based on the reference lists and citations of the included papers.

**Figure 1.** PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of the selection process for the systematic scoping review.

---

**Data Extraction**

**Overview**

Data that were extracted from each included article were author or authors, country of origin, year of publication, type of technology, target group or groups, goal or goals of the technology, the role of technology in the intervention, study design, outcome measures, elements of compassion, and compassionate role of technology. The role of technology in the intervention was coded depending on whether a technology was used by the target group on their own without guidance ("stand-alone"); only to deliver treatment sessions with a therapist or coach ("telecommunication"); with guidance from a coach or therapist, which was not face-to-face ("guided"); or was integrated into a treatment with face-to-face therapy sessions ("blended treatment"). Study designs were classified as qualitative, quantitative cross-sectional, quasi-experimental, experimental, or a combination (adapted from Centre for Evidence-Based Medicine [47]), with quasi-experimental studies referring to nonrandom allocation to groups and experimental studies referring to random allocation. For consistency, the term "outcome measures" was used for both quantitative and qualitative study designs, in the latter cases referring to the investigated variables. Elements of compassion were first described by closely following the author’s wording and then coded in the matching compassionate element (recognition, universality, empathy, tolerance, acting) by comparing them to their descriptions in Strauss et al [28]. Thus, the final results table includes the coded compassionate element and how this was described in the included study.

As we noticed that mentions of empathy or compassion in the included articles referred to different processes that technology could support, we divided articles into 3 “compassionate roles,” used to structure our results. These compassionate roles of technology have been categorized into different codes through inductive coding [48] using the method of constant comparison [49]. The roles were coded depending on whether the mentions of compassionate elements were mainly used to describe the features of the technology itself (Role A), to describe interventions for self-compassion (Role B), or to describe technology to facilitate compassionate elements between people (Role C). The characteristics of all included studies were extracted by 1 author (CvL), and data extraction of 15% of the included studies was validated by a second author (BL) with 82% agreement. This percentage of agreement was deemed sufficient to continue data extraction by one author. Data extraction occurred iteratively in consultation with several of the coauthors, where doubts were discussed until consensus was reached.

---
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Main Perspective for Qualitative Analysis

In qualitative research, it is valuable to consider and describe the perspective held by researchers and how this could have influenced the research [50,51]. Therefore, we provide a short description of the background and perspective of the first author (CvL), focusing on elements that might have influenced the research process and vision presented in this paper.

CvL is a Dutch woman born in the Netherlands and raised in a nonreligious environment. Compassionate technology for mental health care is the topic of her PhD research project. The aim of this project was to investigate how technology in mental health care can be integrated into daily mental health care practice, where compassion is a fundamental value. This project took place in collaboration with researchers from different disciplines, a mental health care organization, and an eHealth company. CvL’s prior understanding of the topic comprises literature research on compassion, technology, and mental health care, as well as interviews with mental health care professionals, clients, and developers of DMHIs and observations of ways of working of mental health care professionals. Compassion is also an important personal value to her, in the sense of feeling responsibility for the world around you and wanting to contribute positively to society.

Results

Overview

On the basis of the inclusion and exclusion criteria, we included 33 studies (Tables 1-3), covering 31 unique DMHIs. These studies were published between 2008 and 2020, with the majority published between 2016 and 2020 (25/33, 76%) and conducted in Western countries (31/33, 94%). The technologies we found could be divided into 3 roles based on the main way the technology contributed to the presence of compassion (Figure 2). The technology could show elements of compassion to people (Role A, n=8), technology could enhance elements of self-compassion in people (Role B, n=12), and technology could facilitate elements of compassion between people (Role C, n=13).

Figure 2. Schematic display of the 3 identified roles in which technology can contribute to compassion.
Table 1. Extracted data from the included studies classified as Role A: technology shows elements of compassion to people (n=8).

<table>
<thead>
<tr>
<th>Role and study</th>
<th>Technology (technology, target group, goal, and role in intervention)</th>
<th>Study (study design and outcome measures)</th>
<th>Compassionate elements (on the basis of the 5 elements proposed by Strauss et al [28])</th>
</tr>
</thead>
</table>
| Hauser-Ulrich et al [52], 2020, Switzerland | Technology: mobile health intervention using a fully automated text-based health care chatbot (SELMA)  
Target group: patients with ongoing or cyclic pain  
Goal: to deliver personalized intervention modules for mental health and psychoeducation for pain management, and to build a working alliance between a participant and the chatbot  
Role in intervention: stand-alone | Design: experimental (pilot RCT)  
Outcome measures: symptoms and well-being outcomes, working alliance, adherence, and acceptability | Recognition<sup>5</sup>: chatbot enquires about the participants’ mood  
Empathy<sup>5</sup>: chatbot replies in an empathic way, and is also experienced as such by participants  
Acting<sup>5</sup>: chatbot addresses participants’ accountability by supporting the completion of activities and tasks and motivating participants to repeat them |
| Morris et al [53], 2018, United States | Technology: text-based conversational agent in a peer-to-peer platform, that draws and repurposes responses from a pool of peer-support data (Koko)  
Target group: users of Koko  
Goal: to express empathic support  
Role in intervention: stand-alone | Design: qualitative and experimental  
Outcome measures: ratings of the conversational agent’s responses (“good, okay, bad”) | Empathy: conversational agent gives a nuanced and empathic reply addressing specific elements of the user’s message |
| Javed and Park [54], 2019, United States | Technology: socially assistive robot  
Target group: children with autism spectrum disorder  
Goal: to regulate the user’s emotions and prime higher social engagement in a user  
Role in intervention: stand-alone | Design: qualitative  
Outcome measures: engagement in intervention | Recognition: the user selects their current emotion state from an input panel  
Empathy: after the user indicated their current emotion state, the robot’s initial display of emotions closely follow the user’s  
Acting: the robot’s subsequent emotion selections lead the user toward a desired (goal) emotional state, to support emotion regulation |
| Pontier and Siddiqui [55], 2008, Netherlands | Technology: web-based agent  
Target group: people filling in the BDI<sup>4</sup>  
Goal: to guide the user through the BDI and respond empathically to the answers given by the user  
Role in intervention: stand-alone | Design: quasi-experimental  
Outcome measures: ratings of how friendly, interested, trustworthy, and kind the web-based agent was | Empathy: the web-based agent responds to the answers given on the BDI by the user, either by showing happiness or a neutral expression when the user seems fine, or sadness when the user appears to be more depressed |
| Kohori et al [56], 2018, Japan | Technology: interactive therapy robot  
Target group: people who have difficulty living with pets  
Goal: to induce a “healing mood”  
Role in intervention: stand-alone | Design: quantitative cross-sectional and qualitative  
Outcome measures: design elements for inducing a healing mood, acceptability | Empathy: the robot can recognize and track human faces and nod while someone is talking |
| Fitzpatrick et al [57], 2017, United States | Technology: fully automated conversation-al agent, desktop or mobile accessible (Woebot)  
Target group: college students self-reporting symptoms of anxiety and depression  
Goal: to deliver a self-help program in a convenient and engaging way  
Role in intervention: stand-alone | Design: experimental (RCT)  
Outcome measures: symptoms and well-being outcomes, acceptability, and usability | Recognition: participants could indicate their mood, and received a weekly mood description  
Empathy: the bot replied in an empathic way, appropriate to participants’ inputted mood  
Acting: the bot presented CBT-based content based on users’ mood state, asked for and checked up on users’ personal goals and sent personalized messages for motivation |
<table>
<thead>
<tr>
<th>Role and study</th>
<th>Technology (technology, target group, goal, and role in intervention)</th>
<th>Study (study design and outcome measures)</th>
<th>Compassionate elements (on the basis of the 5 elements proposed by Strauss et al [28])</th>
</tr>
</thead>
</table>
| Bickmore et al [58], 2010, United States | ● Technology: animated conversational agent  
         ● Target group: patients with schizophrenia  
         ● Goal: to promote antipsychotic medication adherence, physical activity, system use and foster the therapeutic alliance  
         ● Role in intervention: stand-alone | ● Design: quasi-experimental (pilot evaluation study)  
         ● Outcome measures: system use and interaction times, medication adherence, and physical activity | ● Empathy: the agent responds empathically, by expressing verbal and nonverbal concern for a negative state of the user  
         ● Acting: agent asks about medication-taking behavior, provides feedback based on self-monitoring charts, and reminds user of goal behavior and when to get medication refills |
| Rouaix et al [59], 2017, France | ● Technology: humanoid robot (NAO), with Wizard of Oz approach  
         ● Target group: people with dementia  
         ● Goal: to act as therapist’s assistant in psychomotor therapy, as a mediating tool  
         ● Role in intervention: blended treatment | ● Design: experimental  
         ● Outcome measures: well-being outcomes, engagement, satisfaction with intervention, appreciation of robot, and empathy-related behaviors in human-robot interaction | ● Recognition: robot is able to acknowledge the participants emotions and feelings  
         ● Empathy: robot exhibits empathic gestures such as giving confirmation signs by head movements  
         ● Acting: robot gives positive feedback and acknowledges participant’s performance to boost confidence and motivation |

aRCT: randomized controlled trial.
bRecognizing suffering.
cFeeling empathy for the person suffering and connecting with the distress (emotional resonance).
dMotivation to act or acting to alleviate suffering.
eBDI: Beck Depression Inventory.
fCBT: cognitive behavioral therapy.
<table>
<thead>
<tr>
<th>Role and study</th>
<th>Technology (technology, target group, goal, and role in intervention)</th>
<th>Study (study design and outcome measures)</th>
<th>Compassionate elements (on the basis of the 5 elements proposed by Strauss et al [28])</th>
</tr>
</thead>
</table>
| Ascone et al [60], 2020, Germany | Technology: immersive compassion-focused imagery VR intervention  
Target group: student sample with slightly elevated symptoms of paranoia  
Goal: to enable a sense of presence and induce specific emotional responses to support the development of self-compassionate feelings  
Role in intervention: stand-alone | Design: experimental (RCT)  
Outcome measures: symptom and well-being outcomes, self-compassion, and self-rated intervention benefit | • Universality: the VR intervention was set in space, to evoke an overview effect and elicit feelings of connectedness with humanity and self-transcendence  
• Acting: participants were guided into opening for feelings of kindness, warmth, wisdom, courage, and strength while also interacting with a space nebula representing compassion, which reacted to touch by intensifying its glow |
| Brown et al [61], 2020, United Kingdom | Technology: VR with compassionate coach imagery  
Target group: individuals scoring highly for paranoia  
Goal: to reduce negative beliefs about the self, and hence paranoia  
Role in intervention: stand-alone | Design: experimental (RCT)  
Outcome measures: symptom and well-being outcomes and self-compassion | • Empathy: participants created a personal compassionate coach who provided strength, kindness, and warmth  
• Acting: the compassionate coach helped participants to feel better able to cope with everyday challenges and to be more self-compassionate |
| Pennesi and Wade [62], 2018, Australia | Technology: web-based imagery re-scripting intervention  
Target group: body-dissatisfied young women at risk of developing an eating disorder  
Goal: to reduce disordered eating by strengthening protective factors (ie, self-compassion)  
Role in intervention: stand-alone | Design: experimental (RCT)  
Outcome measures: symptom and well-being outcomes and self-compassion | • Empathy: patients were asked to imagine and write about their earliest memory of an unpleasant body experience from both an observers’ perspective and in the present with their wiser and more compassionate self in the room |
| Falconer et al [63], 2016, United Kingdom | Technology: VR  
Target group: patients with major depressive disorder  
Goal: to facilitate self-compassion through embodiment, also for people who find it difficult to be self-compassionate  
Role in intervention: stand-alone | Design: quasi-experimental  
Outcome measures: symptom and well-being outcomes, self-compassion, and “VR experience” (eg, feeling of being comforted) | • Universality: daily wellness tips can be linked to emphasizing common humanity  
• Acting: participants were provided with sentences to reduce distress based on compassion-focused therapy and asked to deliver them compassionately to a virtual child and then experienced them from the perspective of the child |
| Falconer et al [64], 2014, United Kingdom | Technology: VR  
Target group: healthy females high in self-criticism  
Goal: to foster self-compassion through embodiment  
Role in intervention: stand-alone | Design: experimental  
Outcome measures: symptom and well-being outcomes and “VR experience” | • Recognition: the app allows the user to track their feelings in a mood cloud, giving a visual representation of their mood and get personalized feedback  
• UNIVERSALITY: daily wellness tips can be linked to emphasizing common humanity  
• Acting: daily wellness tips prompt users to engage in mindfulness and self-compassion activities |
| Donovan et al [65], 2016, United States | Technology: mobile phone app (Bodimo)  
Target group: adolescents  
Goal: to foster coping and well-being during adolescence  
Role in intervention: stand-alone | Design: quantitative and qualitative  
Outcome measures: use data and satisfaction | • Recognition: the app allows the user to track their feelings daily in a mood cloud, giving a visual representation of their mood, and clicking the feelings gave them access to supportive emotional regulation statements  
• Universality: the intervention messages can be proposed by Strauss et al [28])  
• Acting: users get intervention messages twice daily, and these prompt users to engage in mindfulness and self-compassion activities |
<table>
<thead>
<tr>
<th>Study</th>
<th>Technology (technology, target group, goal, and role in intervention)</th>
<th>Study (study design and outcome measures)</th>
<th>Compassionate elements (on the basis of the 5 elements proposed by Straus et al [28])</th>
</tr>
</thead>
</table>
| Fonseca et al [67], 2019, Portugal | Technology: self-guided, web-based intervention (Be a Mom)  
Target group: at risk postpartum women and women presenting early-onset postpartum depressive symptoms  
Goal: to prevent persistent postpartum depression symptoms  
Role in intervention: stand-alone | Design: experimental (pilot RCT)  
Outcome measures: symptom and well-being outcomes and self-compassion  
Universality: intervention helps women to be aware of and understand their emotions and thoughts  
Tolerance: intervention helps women to nonjudgmentally accept difficult emotions  
Acting: intervention helps women to use more self-compassionate ways to deal with their experiences, and addresses perinatal-specific concerns | Recognition: intervention helps women to be aware of and understand their emotions and thoughts  
Universality: intervention offered exercises to help women accept that they are vulnerable and human like all mothers  
Tolerance: intervention helps women to nonjudgmentally accept difficult emotions  
Acting: intervention helps women to use more self-compassionate ways to deal with their experiences, and addresses perinatal-specific concerns |
| Schneppeper et al [68], 2020, Austria | Technology: mobile self-compassion intervention  
Target group: people that want to lose weight or develop healthier eating behavior  
Goal: to improve eating behavior, self-compassion, and stress levels  
Role in intervention: stand-alone | Design: experimental (RCT)  
Outcome measures: symptom and well-being outcomes and self-compassion  
Universality: participants learned to see negative emotions as part of being human  
Tolerance: participants learned to be mindful and less critical about negative emotions  
Acting: journaling exercises explored how participants could find less critical ways to motivate themselves to improve eating behavior | Universality: the care-receiving chatbot likely increased self-compassion through a substantial change in participants’ sense of common humanity |
| Raymond [69], 2019, United States | Technology: SMS text messaging  
Target group: undergraduate psychology students  
Goal: to enhance psychological interventions  
Role in intervention: blended treatment | Design: experimental (RCT)  
Outcome measures: well-being outcomes  
Universality: the care-receiving chatbot likely increased self-compassion through a substantial change in participants’ sense of common humanity | Universality: the care-receiving chatbot likely increased self-compassion through a substantial change in participants’ sense of common humanity |
| Lee et al [70], 2019, Netherlands | Technology: chatbot that was either caregiving or care-receiving (Vincent)  
Target group: nonclinical population  
Goal: to increase self-compassion  
Role in intervention: stand-alone | Design: experimental  
Outcome measures: self-compassion, opinions about the agent, inclusion of other in the self (identification with chatbot), and engagement | Universality: the care-receiving chatbot likely increased self-compassion through a substantial change in participants’ sense of common humanity |
| Köhle et al [71], 2017, Netherlands | Technology: web-based self-help intervention based on Acceptance and Commitment Therapy and self-compassion (Hold on, for each other)  
Target group: partners of patients with cancer  
Goal: to help partners to positively persevere during the difficult times they find themselves facing  
Role in intervention: guided | Design: qualitative  
Outcome measures: user experiences (appreciation of intervention and their lessons learned)  
Recognition: partners learn to recognize and be aware of their own emotions  
Universality: partners have the option to connect with peers, eg, to share their answers on exercises and read those given by others  
Tolerance: partners learn how to be accepting of their difficult emotions | Recognition: partners learn to recognize and be aware of their own emotions  
Universality: partners have the option to connect with peers, eg, to share their answers on exercises and read those given by others  
Tolerance: partners learn how to be accepting of their difficult emotions |

aVR: virtual reality.  
bUnderstanding the universality of suffering in the human experience.  
cMotivation to act or acting to alleviate suffering.  
dRCT: randomized controlled trial.  
eFeeling empathy for the person suffering and connecting with the distress (emotional resonance).  
fRecognizing suffering.  
gTolerating uncomfortable feelings aroused in response to the suffering person (eg, distress, anger, fear) so remaining open to and accepting of the person suffering.
<table>
<thead>
<tr>
<th>Role and study</th>
<th>Technology (technology, target group, goal, and role in intervention)</th>
<th>Study (study design and outcome measures)</th>
<th>Compassionate elements (on the basis of the 5 elements proposed by Strauss et al [28])</th>
</tr>
</thead>
</table>
| Okita [72], 2013, United States | Technology: therapeutic robot companion (Paro)  
Target group: pediatric patients and their parents  
Goal: to reduce pain and emotional anxiety in patients and their parents  
Role in intervention: stand-alone | Design: experimental  
Outcome measures: child’s pain and parent’s empathetic pain and perception of child’s pain | Recognition[^5]: parents could acknowledge the patient’s pain more accurately through robot-assisted therapy  
Empathy[^b]: robot was used as a social agent to generate perspective taking through a shared common experience and seemed to enhance parent’s ability to empathize directly with the child  
Acting[^c]: engaging with the robot together reduced pain and emotional anxiety in the patients and reduced empathetic pain in the parents |
| Choo et al [73], 2016, United States | Technology: web-based intervention with a “booster” phone call  
Target group: women with coexisting intimate partner violence and substance use disorders  
Goal: to address violence and drug use among women patients in the emergency department  
Role in intervention: guided | Design: qualitative and quantitative cross-sectional  
Outcome measures: satisfaction, usability, and consistency with motivational interviewing | Universality[^d]: technology is a link to social support, to prevent isolation  
Empathy: the experience of the intervention was personal and empathetic |
| Bar-Lev [74], 2008, Israel | Technology: online support group  
Target group: people with HIV or AIDS  
Goal: to provide a web-based community center, with medical information, job postings, links to community services, and a public discussion group  
Role in intervention: stand-alone | Design: qualitative  
Outcome measures: emotional dynamics in online support groups | Universality: participants in online support groups create emotionally vibrant, empathic communities by describing and sharing their experiences |
| Wijma et al [75], 2018, Netherlands | Technology: VR[^e] intervention with a VR simulation movie and e-course (Through the D’mentia Lens)  
Target group: informal caregivers of people with dementia  
Goal: to enhance understanding and empathy in caregivers of people with dementia  
Role in intervention: stand-alone | Design: quasi-experimental (pilot study)  
Outcome measures: feasibility, acceptance, caregiver’s person-centeredness, empathy, perceived pressure from care and perceived competence, and quality of relationship | Empathy: the intervention strengthened the ability of the participant to empathize with the person with dementia they take care of  
Tolerance[^f]: and gave informal caregivers more confidence in their care task and a more positive attitude toward it by increasing their resilience |
| Han et al [76], 2011, United States | Technology: online support groups  
Target group: low-income women with breast cancer  
Goal: to help cope with illness  
Role in intervention: stand-alone | Design: qualitative  
Outcome measures: empathy and emotional support expression and reception and breast cancer–related concerns | Universality: online support groups provide a community to connect with people going through similar experiences  
Empathy: online support groups provide patients with a space to share illness experiences, feelings, and concerns, and these self-disclosing activities stimulate empathic responses from others  
Acting: participants can read and write empathic messages to respond compassionately to each other’s distress, and this seems to reduce breast cancer concerns |
<table>
<thead>
<tr>
<th>Role and study</th>
<th>Technology (technology, target group, goal, and role in intervention)</th>
<th>Study (study design and outcome measures)</th>
<th>Compassion elements (on the basis of the 5 elements proposed by Strauss et al [28])</th>
</tr>
</thead>
</table>
| Högberg et al [77], 2018, Sweden | - Technology: web-based communication service  
- Target group: patients with hematological diseases  
- Goal: to offer patients the possibility to request support from a nurse  
- Role in intervention: telecommunication | - Design: qualitative  
- Outcome measures: nurse’s abilities of compassion, competence, and upholding trust | - Recognition: patients can share personal everyday experiences and their worries, and the nurse can explicitly express empathy  
- Empathy: the nurse can express caring and interest to respond compassionately and reflect the tone of the message  
- Tolerance: the nurse can respond in a supportive way by expressing acceptance and validation  
- Acting: patients can explicitly request for direct actions, which are achieved because of the communication rather than via the communication per se |
| Steinwachs et al [78], 2011, United States | - Technology: interactive web-based intervention (YourSchizophreniaCare)  
- Target group: patients with schizophrenia  
- Goal: to help patients to discuss their mental health treatment with their therapist  
- Role in intervention: stand-alone | - Design: experimental  
- Outcome measures: client’s and clinician’s respective contributions to dialogue and clinician’s empathy | - Recognition: patients answer questions about their current status and treatment, eg, how often their medication makes them restless  
- Acting: on the basis of their answers, they can get recommendations to discuss a topic with the therapist, and feedback on how to do it effectively |
| Kysely et al [79], 2020, Australia | - Technology: videoconferencing  
- Target group: couples  
- Goal: to deliver psychotherapy, specifically relationship interventions  
- Role in intervention: telecommunication | - Design: qualitative  
- Outcome measures: expectations and experiences with videoconferencing, ie, empathy | - Empathy: ambiguous; the distance between therapist and client in videoconferencing can stimulate the client to open up more because of feeling safe and empowered, but it can also be experienced as impersonal |
| Blair Irvine et al [80], 2012, United States | - Technology: web-based training program, multimedia (Caring Skills: working with Mental Illness)  
- Target group: licensed care staff working in long-term care facilities  
- Goal: to increase empathy and decrease stigmatization toward residents with mental illness  
- Role in intervention: telecommunication | - Design: experimental (RCT$^5$)  
- Outcome measures: care staff member’s self-efficacy, attitudes toward people with mental illnesses, behavior intentions, empathy, acceptance, and usability | - Empathy: intervention stimulates engaging the resident in conversation to attempt to understand their perspective, listening to them and acknowledging their emotion  
- Tolerance: intervention conveys a person-centered care philosophy, where resident’s potentially problematic behavior is seen as an expression of an unmet need, rather than just behavior to be managed, and promotes self-care for the caregiver after upsetting interactions with residents  
- Acting: training includes behavioral skills to work with mental illness behavior, such as acknowledging the resident’s emotions and finding a suitable redirection |
| van Rijn et al [81], 2017, United Kingdom | - Technology: VR-on a laptop, not “immersive” (ProReal)  
- Target group: prisoners in a therapeutic community prison  
- Goal: to improve mental health outcomes and mental well-being, as an addition to the existing therapeutic intervention  
- Role in intervention: blended treatment | - Design: qualitative and quasi-experimental  
- Outcome measures: symptom and well-being outcomes, engagement, and quality of relationships between participants and with counselor | - Recognition: the program enables clients to make their thoughts, feelings, and experiences visible in a web-based representation with avatars, supporting their self-expression and understanding  
- Empathy: the program helps to reflect on situations and experiences and to see them from different perspectives that clients could empathize with |
| Fordham and Ball [82], 2019, United States | - Technology: digital game (Hellblade: Senua’s Sacrifice)  
- Target group: general public  
- Goal: to create embodied experiences of mental health and promote empathic understanding (in this case focused on representations of psychosis)  
- Role in intervention: stand-alone | - Design: qualitative  
- Outcome measures: the design of embodied experiences of mental illness | - Empathy: the game allows the player to experience symptoms similar to a psychosis (eg, auditory and visual hallucinations) |
Role and study | Technology (technology, target group, goal, and role in intervention) | Study (study design and outcome measures) | Compassionate elements (on the basis of the 5 elements proposed by Strauss et al [28])
--- | --- | --- | ---
Tippin and Maranzan [83], 2019, Canada | • Technology: web-based antistigma video intervention (Photovoice) • Target group: general public • Goal: to reduce mental illness stigma • Role in intervention: stand-alone | • Design: experimental (RCT) • Outcome measures: stigma toward mental illness and empathic concern | • Empathy: intervention conveys lived experiences with mental illness and evokes empathic concern in watcher • Tolerance: intervention led to decreased anger and fear toward people with a mental illness
Milbury et al [84], 2020, United States | • Technology: web-based meditation intervention for couples via FaceTime (led by counselor) • Target group: patients with primary and metastatic brain tumors and their partners • Goal: to target symptom and well-being outcomes • Role in intervention: telecommunication | • Design: experimental (pilot RCT) • Outcome measures: symptoms and well-being outcomes, compassion in couples’ relationship, and feasibility | • Recognition: couples were introduced to meditation techniques by guiding their awareness to their current experience • Empathy: couples participated in meditations that focused their attention on their interconnectedness and their feelings of compassion for the self and the partner • Tolerance: participants were asked to share experiences with each other in a state of nonjudgmental and accepting awareness

aRecognizing suffering.
bFeeling empathy for the person suffering and connecting with the distress (emotional resonance).
cMotivation to act or acting to alleviate suffering.
dUnderstanding the universality of suffering in the human experience.
eVR: virtual reality.
fTolerating uncomfortable feelings aroused in response to the suffering person (e.g., distress, anger, fear) so remaining open to and accepting of the person suffering.
gRCT: randomized controlled trial.

Technologies’ Types, Goals, Target Groups, and Roles in the Intervention
To answer the first research question, we will describe the different types, goals, target groups, and roles in technological interventions for each compassionate role. Table 4 shows a numeric summary of the results, including the frequencies and references of the variables that had a limited number of clear subtypes (technology types, roles in intervention, and compassionate elements). In Role A, we found 8 technologies showing elements of compassion for a person. An example is a chatbot that replies empathically to the person’s input and motivates them to complete certain activities, such as modules based on CBT [52]. For this role, the types of technology were mainly chatbots or conversational agents [52,53,57,58] and social robots [54,56,59]. The most identified goal was for technology to express empathic support and to foster the therapeutic alliance between the person and technology [52,53,55,58]. The target groups included different groups of people, such as people with dementia [59], schizophrenia [58], and ongoing or cyclic pain [52]. Some target groups were more general, such as “people who have difficulty living with pets” [56], or “people filling in the Beck’s Depression Inventory” [55]. For Role A, we found almost exclusively stand-alone interventions [52-58], meaning that they were used by the target group without any guidance from a coach or therapist. One exception was a social robot used in blended treatment [59], where the robot functioned as an assistant to the therapist in psychomotor therapy.
Table 4. Numerical summary of the extracted variables that had a limited number of clear subtypes, including their frequencies and references, per compassionate role.

<table>
<thead>
<tr>
<th>Compassionate role, variable, and subtypes</th>
<th>Frequency, n (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Role A (n=8)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Technologies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chatbot or conversational agent</td>
<td>4 (50)</td>
<td>[52,53,57,58]</td>
</tr>
<tr>
<td>Social robot</td>
<td>3 (38)</td>
<td>[54,56,59]</td>
</tr>
<tr>
<td>Web-based agent</td>
<td>1 (12)</td>
<td>[55]</td>
</tr>
<tr>
<td><strong>Roles in interventions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stand-alone</td>
<td>7 (88)</td>
<td>[52-58]</td>
</tr>
<tr>
<td>Blended treatment</td>
<td>1 (12)</td>
<td>[59]</td>
</tr>
<tr>
<td><strong>Compassionate elements</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recognition</td>
<td>4 (50)</td>
<td>[52,54,57,59]</td>
</tr>
<tr>
<td>Universality</td>
<td>N/A²</td>
<td>N/A</td>
</tr>
<tr>
<td>Empathy</td>
<td>8 (100)</td>
<td>[52-59]</td>
</tr>
<tr>
<td>Tolerance</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Acting</td>
<td>5 (63)</td>
<td>[52,54,57-59]</td>
</tr>
<tr>
<td><strong>Role B (n=12)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Technologies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Virtual reality</td>
<td>4 (33)</td>
<td>[60,61,63,64]</td>
</tr>
<tr>
<td>Mobile phone app or SMS text messaging</td>
<td>4 (33)</td>
<td>[65,66,68,69]</td>
</tr>
<tr>
<td>Web-based intervention</td>
<td>3 (25)</td>
<td>[62,67,71]</td>
</tr>
<tr>
<td>Chatbot</td>
<td>1 (8)</td>
<td>[70]</td>
</tr>
<tr>
<td><strong>Roles in interventions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stand-alone</td>
<td>10 (83)</td>
<td>[60-64,66-68,70]</td>
</tr>
<tr>
<td>Guided</td>
<td>1 (8)</td>
<td>[71]</td>
</tr>
<tr>
<td>Blended treatment</td>
<td>1 (8)</td>
<td>[69]</td>
</tr>
<tr>
<td><strong>Compassionate elements</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recognition</td>
<td>4 (33)</td>
<td>[65-67,71]</td>
</tr>
<tr>
<td>Universality</td>
<td>7 (58)</td>
<td>[60,65-68,70,71]</td>
</tr>
<tr>
<td>Empathy</td>
<td>2 (17)</td>
<td>[61,62]</td>
</tr>
<tr>
<td>Tolerance</td>
<td>3 (25)</td>
<td>[67,68,71]</td>
</tr>
<tr>
<td>Acting</td>
<td>9 (75)</td>
<td>[60,61,63-69]</td>
</tr>
<tr>
<td><strong>Role C (n=13)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Technologies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based intervention</td>
<td>5 (38)</td>
<td>[73,77,78,80,83]</td>
</tr>
<tr>
<td>Online support group</td>
<td>2 (15)</td>
<td>[74,76]</td>
</tr>
<tr>
<td>Videoconferencing</td>
<td>2 (15)</td>
<td>[79,84]</td>
</tr>
<tr>
<td>Virtual reality</td>
<td>2 (15)</td>
<td>[75,81]</td>
</tr>
<tr>
<td>Social robot</td>
<td>1 (8)</td>
<td>[72]</td>
</tr>
<tr>
<td>Digital game</td>
<td>1 (8)</td>
<td>[82]</td>
</tr>
<tr>
<td><strong>Roles in interventions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stand-alone</td>
<td>7 (54)</td>
<td>[72,74-76,78,82,83]</td>
</tr>
<tr>
<td>Telecommunication</td>
<td>4 (31)</td>
<td>[77,79,80,84]</td>
</tr>
</tbody>
</table>
Compassionate role, variable, and subtypes | Frequency, n (%) | References
---|---|---
Guided | 1 (8) | [73]
Blended treatment | 1 (8) | [81]

### Compassionate elements

- **Recognition**: 5 (38) | [72,77,78,81,84]
- **Universality**: 3 (23) | [73,74,76]
- **Empathy**: 11 (85) | [72,73,75-77,79-84]
- **Tolerance**: 5 (38) | [75,77,80,83,84]
- **Acting**: 5 (38) | [76-78,80]

N/A: not applicable.

In Role B, we found 12 technologies that were used to enhance the elements of self-compassion in the person using them. An example is a VR intervention set in space to support the development of self-compassion [60]. The most frequently used technology types are VR [60,61,63,64], mobile phone apps, and SMS text messaging [65,66,68,69]. The goals mentioned most often for technologies with this role were to enhance self-compassion [60,62-64,66,68,70] and to decrease psychological symptoms [61,62,67,68]. Target groups were sometimes specific, for example, people with paranoia symptoms [60,61], and sometimes broader, for example, adolescents [65,66]. For Role B, most technologies served as a stand-alone intervention [60-68,70]. We found 1 study in which the intervention was guided in the form of written feedback from a personal web-based counselor [71]. Finally, in 1 study, the technology was part of a blended treatment [69]. Here, SMS text messaging was used to enhance a physical psychological intervention on self-compassion [69].

In Role C, we found 13 technologies that were used to facilitate elements of compassion between people, for instance, a therapeutic robot that acts as a social agent between pediatric patients and their parents in robot-assisted therapy [72]. The types of technologies were mainly web-based interventions [73,74,76-78], online support groups [74,76], videoconferencing [79,84], and VR [75,81]. Various goals were found, these included decreasing psychological symptoms [72,73,81,84] and enhancing empathy [75,80,82]. Target groups were often people with physical illnesses [72,74,76,78,84] but also included informal caregivers [75,84] and licensed care staff [80]. For Role C, again, most technologies formed a stand-alone intervention [72,74,76,78,82,83]. We also found several technologies that were used for telecommunication [77,79,80,84]. We found 1 study where the technological intervention was guided (albeit minimally), pertaining to the use of a “booster phone call” to review the process and challenges [73]. Finally, we also found 1 study in which technology was part of blended treatment: a VR intervention that was used in physical sessions with a counselor [81].

### Study Designs and Outcome Measures

A range of different study designs and outcome measures was found in the included studies. Regarding outcome measures, none of the studies evaluated whether the technology as such was (perceived to be) compassionate. For the 8 articles categorized as Role A (technology showing compassion), we found the following study designs: experimental [52,57,59], quasi-experimental [55,58], qualitative [54], a combination of qualitative and experimental [53], and a combination of quantitative cross-sectional and qualitative [56]. Outcome measures included the acceptability of the intervention [52,56,57], evaluations of the technology [53,55,59], and symptoms and well-being [52,57,59]. One study investigated empathy in human-robot interaction by observing people with dementia interacting with a therapy robot during psychomotor therapy [59].

For the 12 articles categorized as Role B (enhancing self-compassion), the study designs were mostly experimental [60-62,64,66-70], followed by qualitative [71] and quasi-experimental [63]. All but 1 study used specific outcome measures, most often symptoms and well-being [60-64,66-69] and self-compassion [60-63,66-68,70].

Finally, for the 13 articles categorized as Role C (facilitating compassion), the study designs were mostly qualitative [74,76,77,79,82] or experimental [72,78,80,83,84], followed by quasi-experimental [75], a combination of qualitative and quantitative cross-sectional [73], and a combination of qualitative and quasi-experimental [81]. Found outcome measures were mostly empathy between humans [72,75,76,78-80,83] and symptoms and well-being [72,76,81,84]. One study had compassion as an outcome measure, referring to nurses’ abilities to be compassionate through web-based communication [77].

### Elements of Compassion

#### Overview

In general, empathy was used slightly more often as the main term to describe certain elements of technologies in the included studies (18/33, 55%) than compassion (15/33, 45%). Compassion was most often found in the form of increasing self-compassion (Role B). We did not find any technologies that embedded all the 5 elements of compassion. In the following sections, we will further specify how the 5 elements were embedded in the included DMHIs.

#### Recognition

The first element of compassion proposed by Strauss et al [28] is the recognition of suffering. This was observed in 13 of the...
included studies. In Role A (technology showing compassion), recognition referred to users being able to indicate their thoughts and feelings toward the technology. For example, people could indicate their mood to a fully automated conversational agent and receive a weekly mood description [57]. Similarly, in Role B (enhancing self-compassion), technology could allow users to track their feelings daily in a mood cloud, prompting personalized feedback or supportive emotional regulation statements to enhance self-compassion [66]. In Role C (facilitating compassion), technology could be used to help caregivers recognize suffering. An example is a robot seal that helped parents to acknowledge their children’s pain more accurately in robot-assisted therapy [72]. In another study, people with schizophrenia could use a web-based application to answer questions about their status and treatment, so the app could then act by giving recommendations on what they could discuss with their therapist and how [78]. Thus, unsuitable medications or other issues that could arise could be recognized faster.

**Universality**

This element refers to the understanding of the universality of suffering in human experiences [28]. It was only found in 10 of the included studies, of which none belonged to Role A, 7 studies were categorized as Role B, and 3 as Role C. In Role B, the technology could give shape to universality by giving user messages or exercises that emphasize common humanity, and that negative emotions are part of being human. For instance, in 1 study, women at risk for postpartum depressive symptoms received exercises in a web application to help them accept that they are susceptible and human, similar to all mothers [67]. Another study involved the chatbot Vincent, who “talked” about his mistakes, supporting common humanity [70]. In Role C, technology supported universality by providing a link to social support [73] so that people could exchange experiences and prevent isolation.

**Empathy**

This element refers to feeling empathy for those who are suffering and connecting with distress (emotional resonance [28]). Overall, the element “empathy” was the most frequently found (n=29). For Role A, empathy was found in all the studies (n=8). Most studies simply mentioned that the technology used an empathic tone in the messages it sent [52]; in some cases, it was tailored to the user’s input (current mood or text). In Role B, the element of empathy was found only twice. It refers to technology fostering the user’s empathy with the goal of targeting symptoms and well-being outcomes by letting them imagine an unpleasant experience they had from the perspective of an observer [62]. The other time it was found in a study where participants created a personal compassionate coach in VR that provided kindness and warmth, to help them be more self-compassionate [61]. In Role C, technology supports empathy among people in diverse ways and was found 11 times. Usually, technology facilitates empathy between a client and an informal or formal caregiver, for example, through a VR intervention that allows informal caregivers to experience dementia [75]. Technology can also facilitate empathy between a client and other people with similar experiences, for example, through an online support group [76]. Finally, technology could foster empathy in the general public for those with mental illnesses [83].

**Tolerance**

The element that was found least in the included studies was “tolerance” (n=8), referring to tolerating uncomfortable feelings aroused in response to the suffering person (such as distress, anger, or fear) and remaining open to and accepting of the person suffering [28]. Tolerance was not found in Role A. For Role B, tolerance was found 3 times. In all cases, it referred to supporting tolerance in humans and was described as helping people to be nonjudgmental and accepting toward themselves [68]. Finally, for Role C, tolerance was found the most frequently (n=5). In one instance, it was expressed in a VR intervention, giving informal caregivers of people with dementia more confidence in their care tasks and a more positive attitude toward them by increasing their resilience and proactive competence [75]. Similarly, a web-based training program for licensed care staff conveyed the philosophy that a resident’s potentially problematic behavior is an expression of an unmet need, instead of just behavior that needs to be managed [80]. In another study, tolerance was mentioned more indirectly, stating that a web-based communication service allowed a nurse to respond by expressing acceptance and validation [77].

**Acting**

Finally, the element “acting” refers to the motivation to act or actually acting to alleviate suffering [28]. This element was identified in 20 of the included studies. In Role A, acting was found 6 times. It was often found in very practical ways, stimulating the user to complete activities [52]. In some cases, the prompted content or activities were offered by the technology based on the user’s input, such as their mood state [57] or medication-taking behavior [58]. In one case, a social robot was used to provide positive feedback and motivate a person with dementia to engage in psychomotor therapy with their therapist [59]. For Role B, acting was found 9 times, where the technology acted to enhance the user’s self-compassion. For instance, VR was used to allow people to interact with a space nebula representing compassion, guiding them to open up compassionate feelings to increase self-compassion and decrease paranoia [60]. In another case with VR, people delivered compassionate sentences to a virtual child and then experienced these again from the perspective of the child [64]. To facilitate compassion in Role C, acting was found 5 times and could take different shapes. Technology could act as a social agent to stimulate empathic social interactions with other people [72]. Other times, the element of acting referred to human action facilitated by technology, such as the possibility of requesting support from a nurse [77].

**Discussion**

**Principal Findings**

This systematic scoping review investigated how and to what extent technology for mental health care has been connected to compassion in previous research. We could identify 3 roles that technology can play to support compassion in mental health
care: showing compassion to the client, enhancing self-compassion in people, and facilitating compassion between people, such as between a client and a caretaker or therapist. The main types of technologies and their goals, as well as the main study designs and outcome measures, differed by role, whereas the main target groups varied widely across all roles. We found a large majority of technologies that were described as stand-alone interventions, to be used by the target group without guidance from a coach or therapist. Only a few included studies described technologies as part of blended treatment: integrated in face-to-face sessions with a coach or therapist. This is in line with earlier research showing a lack of clarity on how to embed technologies in blended treatment [19]. Furthermore, none of the technologies included all elements of a proposed definition of compassion [28], nor was any technology evaluated on whether it was experienced as compassionate. However, we recognized certain elements of compassion in the technologies, showing that all elements could potentially be embedded in technology.

Of the 5 proposed elements of compassion, we found descriptions matching the elements “empathy” and “acting” most often in the included studies, followed by “recognition.” In the scoping review care by Kemp et al [37], DMHIs were examined using a model of digital intersections with compassionate care. The authors found DMHIs that could support 4 of the 6 categories in this model. However, for 2 categories, no DMHIs were found in their review. These were “awareness of suffering” (the use of a DMHI to become more aware of one’s suffering) and “mediated response” (the use of a DMHI to mediate the response to suffering) [37]. “Awareness of suffering” seems to be related to “recognition of suffering” in our current review, whereas “mediated response” could have overlap with “acting to alleviate suffering.” We found several examples of how DMHIs could support both compassion components.

The elements of “universality” and “tolerance” were rarely found “Universality” was mostly found in the studies in Role B, describing DMHIs with the aim to enhance self-compassion. These studies often followed the definition of self-compassion by Neff [29], which overlaps with the definition of compassion proposed by Strauss et al [28]. Furthermore, as mentioned before, none of the included studies described technologies that fostered all elements of compassion. As Sinclair et al [38] discussed in their review on compassion in health care, the separate elements of compassion are not inherently compassionate; rather, their combination constitutes compassion. Following this logic, combined with the lack of evaluation of technology on (perceived) compassion, we cannot be sure if truly compassionate technology exists within our scope.

The Added Value of Compassion

Empathy was the element of compassion that we identified most frequently and that was used more often as a main term to describe technologies than compassion itself. As discussed in the Introduction section, there are some important differences between the constructs [28,33]. In short, compassion is specifically a response to suffering, whereas empathy can be felt for any emotion. Further, compassion includes the motivation to act to alleviate suffering, whereas empathy can also be followed by behavior in general but does not necessarily include this. These differences, as well as the additional elements of understanding the universality of human suffering and distress tolerance, make compassion especially valuable in the field of mental health or mental health care [37]. Therefore, we believe that explicitly embedding elements of compassion in the design and use of technology for mental health care, not just empathy, is a promising approach that is currently lacking.

In the current review, the lesser-known elements of compassion that are just as important in mental health care, such as understanding the universality of suffering in human experience and tolerating uncomfortable feelings, were rarely found. This indicates that a too narrow (or no) definition of compassion is used, at least when referring to features of technology. The overarching construct of compassion in “traditional” mental health care is a fundamental value and has multiple beneficial effects [28,37]. Moreover, considering the intentions, motivations, and values of stakeholders in mental health care or health care is argued to be essential in successfully blending technology into this field [12,37,85]. Thus, considering the elements of compassion in the design and use of future digital interventions could be a promising approach to improving the acceptance of DMHIs in the mental health context.

The Potential of Compassionate Technology

Our findings show that compassion offers a versatile and potentially transdiagnostic lens with which to examine technology for mental health care. First, as discussed in the Introduction, mental health professionals expressed the need for a clear conceptual basis for embedding technologies into mental health care [19]. Compassion could be a suitable basis and guiding force for the integration of technologies in mental health care: blending in technology in such a way that the therapeutic process as a whole is optimally in line with all elements of compassion. Thus, recognizing and alleviating suffering (ie, compassion) would be the central goal of both the design and evaluation of DMHIs as well as protocols for working with technology. Conventional values such as efficiency or effectiveness would be considered as means to achieve this goal. The design methodology of “Values that Matter” would lend itself very well to the design of DMHIs around compassion, as it aims to embed ethical values in technology [86].

Second, not only can compassion offer the basis for the design of DMHIs and protocols for the integration of compassionate technology in treatment, but the other way around technology can also bring new and additional ways to foster compassion that are not possible in traditional treatment (see Figure 3 for a conceptual overview). Examples include being present anywhere and anytime without getting tired or frustrated or being easier and more accessible to share suffering. On a microlevel, every interaction with a DMHI could convey all elements of compassion, and the elements of compassion could also be conveyed in the treatment as a whole by the therapist and technology together or at different times during the therapeutic process. Here, we illustrate what the latter could look like with an extended treatment scenario based on the 5 proposed elements.
of compassion [28] and the elements of compassion found in the different technologies included in our review. We also referred to relevant related initiatives that did not fully meet our inclusion criteria and were therefore excluded but still provided interesting additional possibilities.

**Figure 3.** Conceptual overview of compassionate technology, which supports all elements of compassion.

First, the DMHI could help the client and therapist to (1) recognize moments of suffering anytime and anywhere. This could be based on input from the client (e.g., indicating their mood and feelings [57]) but could also be combined with physiological measurements from a wearable (an example can be found in Fletcher et al [87]). The DMHI could convey the (2) universality of suffering in the human experience, for example, by connecting the client to similar experiences of others [73]. Furthermore, the DMHI could support the presence of (3) empathy for clients’ suffering by sending empathic messages based on the user’s input [52] or by helping the therapist to offer emotional support specifically during moments of potential distress [77].

Furthermore, the tone in communication with the DMHI and the therapist would remain open, accepting, and (4) tolerant of distress by acknowledging and validating difficult feelings (e.g., [67,88]), where the DMHI has the advantage that it is not susceptible to empathic distress and can always be there for the client when it is needed. DMHIs could also be used to help increase the resilience and distress tolerance of mental health professionals [80]. Finally, together with the therapist, the client could look back on the recorded and experienced difficult moments and successes and set therapeutic goals. The DMHI could help to keep track of and work on these goals [57], until the next appointment with the therapist, for instance, by activating tailored exercises at the right moment and giving reminders or rewards to support (5) acting to alleviate suffering. Of course, this example raises new questions that need to be explored, such as how the tasks of the therapist and technology can be optimally blended to offer all the elements of recognizing and relieving suffering in an iterative manner.

**Critical Notes on Digital Environments in Relation to Compassion and Empathy**

This review has shown the possibilities for DMHIs to contribute to compassion in the field of mental health in several ways. However, it is important to acknowledge that concerns also exist regarding the use of technology in (mental) health care. First, there is concern about technology detracting from empathy and compassion. This could happen because of a lack of emotional signals and cues, and the possibility of hiding behind anonymity, and easily escaping the reactions of others [37,89]. In our review, we saw this in an article describing ambiguous experiences with videoconferencing, which could be considered impersonal [79]. These concerns point to the importance of placing more emphasis on empathy and compassion if DMHIs are used, such as by preparing (mental) health professionals to use DMHIs in a compassionate way for both themselves and their clients [89]. One possible way to enhance empathy among health professionals could be VR interventions [90,91]. In addition, there is debate about whether DMHIs actually contribute to equal access to care or whether they enlarge the existing inequities in society. For example, groups that have limited access to digital health care and limited digital literacy skills could be left behind [92]. These concerns should be considered in the development, evaluation, and use of DMHIs in mental health care. For instance, future evaluation of DMHIs should critically assess for the presence and quality of different compassion elements.
Limitations
This review is a systematic scoping review into an unexplored and diverse field. As we searched for mentions of compassion or empathy to delimit our research area, there could be technologies for mental health care that we did not include here but do show elements of compassion. There are several related initiatives in technology development, such as calm technology and affective computing, which focus on unobtrusive and emotion-sensitive technologies, respectively [93,94]. However, because this scoping review aims to provide an overview of technology explicitly related to compassion or empathy, these related initiatives did not fall within our scope.

Furthermore, it is important to keep in mind that our conceptualization of compassion, and especially the acceptability and value of suffering within Western psychological theories and therapies, may have cross-cultural limitations [95,96]. As the majority of studies included in the current review were conducted in Western countries, our findings may represent a mostly Western view of compassion and suffering. For instance, non-Western cultures generally do not see suffering as a purely negative life experience but instead believe that by appreciating it for what it offers, it can actually contribute to living a good life [95].

In addition, because the term “compassionate technology” was not found in previous studies, we used the definition of compassion proposed by Strauss et al [28] to assess the extent to which the technology in the included studies matched elements of compassion. In doing so, we closely followed the phrasing of the study authors. However, authors often did not explain (in detail) what they understood as “empathic” or “compassionate.” Therefore, we may have misinterpreted the meaning of the authors. To make future studies on compassionate technology more transparent and comparable, we recommend that the authors include their definitions of compassion or its elements.

Because the present review was a scoping review, we did not assess the methodological quality of the included articles but instead focused on creating an overview of the scope of this field. Moreover, although some studies have measured compassion or self-compassion as an outcome, no studies have measured how compassionate the technology was, for example, as experienced by its users. We do not know whether the compassionate elements actually contributed to the presence of compassion, and if so, how and which elements did. Thus, we cannot be sure that the technologies we included measurably showed, enhanced, or facilitated compassion in the mental health care process.

Future Research
On the basis of the increasing frequency we saw over the publication years of the included articles linking compassion and empathy to DMHIs, the attention for such values in this field seems to be growing. This makes it a promising area for further research, but also one where much remains to be discovered. Most importantly, compassion is not yet seen as a foundation and goal for embedding technology into mental health care, and research is needed to learn more about how to design technologies and blended ways of working around compassion, focusing on the optimal recognition and alleviation of suffering. Furthermore, no scale exists to evaluate DMHIs on compassion. To advance the field of compassionate technology, it is essential to be able to determine which types of technologies with which design features actually support the presence of compassion across the 3 roles and for whom. Thus, a scale needs to be developed to measure compassion as shown, enhanced or facilitated by technology for both clients and professionals in mental health care.

Finally, as a scoping review, this review focused on the scope and degree to which we could find compassion linked to DMHIs but did not consider the effects of technology with compassionate elements on, for example, adherence [97], engagement [98], or effectiveness. Future research is needed to study which validated measures have been used in this field, so that the effects on the aforementioned constructs could be researched. Although the types of research and outcome measures we found varied widely, research on technology enhancing self-compassion in people consisted mainly of experimental studies measuring participants’ psychological symptoms or self-compassion or both. Therefore, research in this role would lend itself well to a meta-analysis of the effectiveness of these technologies. Moreover, we used search terms related to mental health but found many studies related to mental well-being, with some components of mental health. Thus, it could be interesting for future research to expand the scope to explicitly include DMHIs around mental well-being or lifestyle, because there might be additional relevant work in these fields as well.

Conclusions
Compassion is an essential value in mental health care, pertaining to recognizing suffering, being moved by it, and acting to alleviate it. Given the importance and benefits of compassion in mental health care, shifting the focus of the design, evaluation, and use of DMHIs to center on compassion seems to be a new, fascinating, and perhaps even necessary direction in research and clinical practice. This scoping review explored how and to what degree elements of compassion have been linked to technologies for mental health care in previous studies. Our review shows that compassion is a widely applicable construct across different technologies, target groups, and for different aims in mental health care and is potentially a guiding force in embedding technology in mental health care. Moreover, it provides new input for the design and development of technology around compassion and demonstrates the necessity of evaluating technology on this foundational value in mental health care. Overall, this review serves as a first step toward “compassionate technology” as a guiding principle in the use and design of technology for mental health care. This principle refers to technology that contributes to the recognition and alleviation of suffering and is appropriately suited to the mental health care context for both clients and professionals.
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Abstract

Background: Virtual reality (VR) and augmented reality (AR) are emerging treatment modalities in psychiatry, which are capable of producing clinical outcomes broadly comparable to those achieved with standard psychotherapies.

Objective: Because the side effect profile associated with the clinical use of VR and AR remains largely unknown, we systematically reviewed available evidence of their adverse effects.

Methods: A systematic review was conducted in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) framework across 3 mental health databases (PubMed, PsycINFO, and Embase) to identify VR and AR interventions targeting mental health diagnoses.

Results: Of 73 studies meeting the inclusion criteria, 7 reported worsening clinical symptoms or an increased fall risk. Another 21 studies reported “no adverse effects” but failed to identify obvious adverse effects, mainly cybersickness, documented in their results. More concerning, 45 of the 73 studies made no mention of adverse effects whatsoever.

Conclusions: An appropriate screening tool would help ensure that VR adverse effects are correctly identified and reported.

(JMIR Ment Health 2023;10:e43240) doi:10.2196/43240

KEYWORDS
virtual reality; augmented reality; mental health; side effects; adverse events; hardware; VR; software; AR; cybersickness; reporting standards

Introduction

Overview

Substantial unmet need for treatment for mental disorders arises from problems of access, efficacy, and tolerability of conventional treatments [1,2]. These limitations have prompted the development and evaluation of novel interventions, including those based on virtual reality (VR) and augmented reality (AR) [3,4]. Recent systematic reviews and meta-analyses have shown that VR and AR can be usefully applied to the treatment of various psychological disorders [5-7], mainly using versions of cognitive behavioral therapy (CBT) and the specific CBT technique of exposure therapy (ET) [8]. Despite the enhanced accessibility and scalability of digital interventions, individual VR studies are often criticized for their limited quality and sample size [9].

Despite its therapeutic promise, the stance of VR-based psychotherapy cannot be established without a realistic appraisal of its benefits and harms. Unfortunately, little evidence is available regarding VR side effects experienced by mental health cohorts, a deficit shared with psychotherapies in general [10-12]; both lack comprehensive identification of adverse effects,
including symptom deterioration [13]. There is an urgent need to improve detection, reporting, and evaluation of adverse effects of psychotherapies, including VR [14].

**Adverse Effects in VR and AR Clinical Trials**

We define adverse effects as those perceived as unpleasant or harmful by the patient, clinician, or family, including symptomatic deterioration [11], addiction, or delusions manifesting in relation to VR use [10]. Previous studies refer to VR-induced symptoms and effects involving nausea, dizziness, disorientation, postural instability, and fatigue. These unpleasant physical symptoms experienced are often referred to as “cybersickness,” which is found to be negatively correlated with the subjective experience of “presence” in the virtual environment [15]. VR interventions can also induce dissociative symptoms [16], including perceived disconnection from the self (depersonalization) and the environment (derealization).

The full mechanism for the above experiences is not known, but they are thought to be triggered by the discontinuity between digital and objective reality. While the frequency and severity of these are being reduced by technological improvements in hardware and software, as well as a reduction in the time spent in VR, the effects are often subjective experiences that cannot be mitigated in some individuals and vary greatly based on the hardware and software used [17]. Relevant hypotheses primarily involve the mismatch between the 2 sensory systems involved in motion detection. If a user is standing still, no motion is detected by the vestibular system; however, when using a VR device, there is a direct contradiction owing to the motion being observed by the visual system [18]. Measuring and addressing such adverse effects is important because they predict poorer treatment outcomes and increased nausea [19-21]. ET, whether in vivo or delivered via VR, can transiently intensify distress [22] while improving outcomes overall [23].

This has led to the development of rating scales for cybersickness, including the Simulator Sickness Questionnaire (SSQ), Visual Analogue Scale, the Fast Motion Sickness Scale, and Virtual Reality Sickness Questionnaire [24-26]. It has also led to the repurposing of previously reported scales such as Subjective Units of Distress Scale [27] and, more recently, the development of the Virtual Reality Neuroscience Questionnaire [28], which additionally measures user experience with the software, allowing direct comparisons between different interventions. There are also tools specifically scoring the degree of “presence” such as the Igroup Presence Questionnaire [22]. This is important because the intervention’s ability to influence the emotional state, fundamental to therapeutic effects, is related to the sense of presence and can be disrupted by adverse effects interrupting the simulation [25].

Because VR studies often lack a standardized research design, adverse effect reporting is inconsistent and needs to be improved to reckon VR’s appropriate place in mental health [6,29]. Recommendations for the design of VR clinical trials, developed by an international consortium, address the safety and tolerability of equipment, headset, and intervention. Specific recommendations have highlighted the importance of assessing the psychological and emotional experiences of each participant [30]. Considering the prevalence of physical symptoms reported in the wider VR literature, it is concerning that mental health applications rarely report physical or psychological adverse effects [10,31,32], such as reduced cognitive performance [33,34], physical or eye fatigue [35], and cybersickness [36]. This review examines adverse effects reported in trials of VR and AR in mental health.

**Methods**

**Identification and Selection of Studies**

A systematic search of 3 databases (PsycINFO, PubMed, and Embase) concluded on September 17, 2022. These databases were selected as the 3 largest repositories for mental health studies. The search included the terms “virtual reality” or “augmented reality” or “computer-assisted” in combination with a range of mental health disorders to capture a breadth of relevant conditions including “mental health” or “psychiatry” and “treatment” or “therapy” or “intervention” or “psychotherapy” or “attention deficit hyperactivity disorder” or “dementia” or “cognitive impairment” or “depression” or “mood disorder” or “schizophrenia” or “psychosis” or “psychotic” or “phobia” or “anxiety” or “bipolar” or “PTSD” or “post-traumatic stress disorder” or “alcohol” or “substance” or “anorexia” or “bulimia” or “eating disorder” or “psychiatric” or “mental illness” or “mental health.” The reference lists of studies included for full-text review were used to identify additional articles not captured by the initial search process. The literature search was conducted in accordance with PRISMA (Preferred Reporting Items of Systematic reviews and Meta-Analyses) guidelines as depicted in Figure 1. Duplicate studies were identified and removed; the remaining studies were screened by 2 authors (YY and RL).
Eligibility Criteria

Screened papers were included for analysis if they (1) used a VR- or AR-based intervention administered via a head-mounted display (HMD) and (2) addressed a specific Diagnostic and Statistical Manual of Mental Disorders or International Classification of Diseases mental health disorder. The authors decided to focus on the use of HMDs because the term “virtual reality” is often used to reference nonimmersive alternatives such as computer screens or Cave Automatic Virtual Environments. If both conditions were not met, the paper was excluded. Final decisions on inclusion were reached by consensus, with papers grouped on the basis of disorder and data type. Selected papers were examined for information on the type of mixed reality used, psychological intervention implemented and target disorder, the number of patients in the data set, reported side effects, and any measure of presence or immersion.

Results

Study Selection

The systematic search of databases yielded 424 hits (Figure 1), with 84 duplicates. The examination of abstracts led to the exclusion of 85 articles, leaving 111 for full-text examination. In total, 42 studies were excluded for not using an HMD, 4 had no available translation, and 3 were based on nonclinical populations. Screening of reference lists yielded another 2 admissible reports. In total, 73 studies used VR or AR to treat a psychiatric diagnosis and were selected for analysis.

Study Characteristics

Of the 73 included studies, 67 used VR, 3 used AR, 2 used both VR and AR, and 1 used mixed reality. The main psychological intervention used was ET (n=52, 71%), followed by CBT without ET techniques (n=12, 16%). Non–CBT-based interventions (n=9, 12%) included embodiment illusion (n=2)
and provision of psychoeducation (n=1), relaxation (n=1), cognitive rehabilitation (n=1), physical and cognitive training (n=1), body swapping (n=1), interreality (n=1), and aggression prevention therapy (n=1). A variety of specific problems were targeted by these interventions, which are outlined in Table 1.

Of 73 studies included, only 22 measured levels of immersion or presence. The most popular rating tool was the Igroup Presence Questionnaire (n=6). Other tools included the SSQ (n=3), Presence and Reality Judgment questions (n=3), and an embodiment questionnaire (n=3) where 3 other measures were used once each (n=1). The remaining studies used unknown or subjective descriptions of presence or immersion (n=7).

**Table 1.** Mental disorders targeted by virtual reality and augmented reality in the included studies.

<table>
<thead>
<tr>
<th>Mental disorder</th>
<th>Studies, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phobias</td>
<td>30</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>17</td>
</tr>
<tr>
<td>Anxiety</td>
<td>10</td>
</tr>
<tr>
<td>Psychosis</td>
<td>7</td>
</tr>
<tr>
<td>Eating disorders</td>
<td>6</td>
</tr>
<tr>
<td>Stress</td>
<td>3</td>
</tr>
<tr>
<td>Cognitive impairment</td>
<td>1</td>
</tr>
<tr>
<td>Suicidal ideation</td>
<td>1</td>
</tr>
<tr>
<td>Aggression</td>
<td>1</td>
</tr>
<tr>
<td>Addiction</td>
<td>1</td>
</tr>
<tr>
<td>Depression</td>
<td>1</td>
</tr>
</tbody>
</table>

**Reporting of Adverse Effects**

Most studies (45/73, 62%) made no reference to adverse or side effects. Of the remaining 28, a total of 21 studies reported no adverse effects, but in 5 of them, adverse effects were apparent but not identified as such (Table 2).

Seven studies reported adverse effects but provided limited information (Table 3). Overall, the use of a tool that measured presence, immersion, or cybersickness was more common in the studies that commented on adverse effects (12/29, 27%) than in those that did not comment on adverse effects (12/44, 31%).

Data on dropouts from treatment groups were reported by 49 of 73 studies, but only 6 reported relevant reasons, including failure to arouse anxiety (n=2), high anxiety (n=2), anxiety along with a lack of engagement (n=1), finding the VR equipment “too distracting,” distress from previous physical or sexual abuse, and avatars being “too unrealistic” (n=1).

**Table 2.** Adverse effects detected in studies reporting “no adverse effects.”

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Participants in the exposure group, n</th>
<th>Adverse effect described</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pot-Kolder et al (2018) [37]</td>
<td>58</td>
<td>Dropouts due to cybersickness (n=1) and uncomfortable devices (n=2)</td>
</tr>
<tr>
<td>Pericot-Valverde et al (2015) [38]</td>
<td>41</td>
<td>Increased cigarette craving (n=4)</td>
</tr>
<tr>
<td>Gujjar et al (2018) [40]</td>
<td>5</td>
<td>Cybersickness (n=4)</td>
</tr>
<tr>
<td>Veling et al (2021) [41]</td>
<td>50</td>
<td>Dropouts due to cybersickness (n=2)</td>
</tr>
</tbody>
</table>
**Table 3.** Studies reporting adverse effects.

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Participants in the exposure group, n</th>
<th>Adverse effect described</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maltby et al (2002) [42]</td>
<td>20</td>
<td>Dropout due to cybersickness (n=1)</td>
</tr>
<tr>
<td>Reger et al (2016) [43]</td>
<td>52</td>
<td>Worsened symptoms of posttraumatic stress disorder (n=1)</td>
</tr>
<tr>
<td>Botella et al (2016) [44]</td>
<td>32</td>
<td>An unspecified number of participants reported tiredness, dizziness, or back pain, prompting a change in hardware</td>
</tr>
<tr>
<td>Krijn et al (2007) [45]</td>
<td>29</td>
<td>Dropout due to simulator sickness (n=1)</td>
</tr>
<tr>
<td>Levy et al (2016) [46]</td>
<td>9</td>
<td>“Walked carelessly” after therapy, judged to be at risk of falling (n=1)</td>
</tr>
<tr>
<td>Gujar et al (2019) [47]</td>
<td>15</td>
<td>Mean increase in cybersickness rating post virtual reality</td>
</tr>
<tr>
<td>Kim et al (2020) [48]</td>
<td>32</td>
<td>Anxiety scores increased halfway through treatment (session 4) and then decreased</td>
</tr>
</tbody>
</table>

### Discussion

This review highlights significant gaps in reporting the adverse effects of VR interventions in mental health. In a majority of included articles, authors made no mention whatsoever of possible adverse effects associated with technology. The identified studies specifically mention cybersickness, worsening of symptoms (posttraumatic stress disorder, anxiety, and cravings), tiredness, dizziness, back pain, and carelessness. Also concerning was the fact that even studies that mentioned possible adverse effects still did not recognize and report them as such. Available evidence indicates that adverse effects associated with VR are likely to be common, but the identified lack of good data makes it difficult to estimate rates with any confidence. Some studies also specifically focus on measures of immersion or presence or only report serious adverse events that would involve significant harm or death. While this is a valid approach for traditional clinical trials with large cohorts focused on medications with serious side effects, it is unlikely to be a sufficient approach for VR interventions in mental health. What is clear from these limited results is that use of VR and AR in mental health studies has adverse effects that include traditional vestibular-related side effects, physical experiences, and psychological impacts, which will all need to be considered.

Although recent attempts have been made to formulate a research framework for these interventions, these have not addressed the detection and reporting of adverse reactions. It is, therefore, important that robust protocols are developed to rectify this shortcoming [30,49]. This review highlights that fewer than half of all VR mental health studies report adverse effects. This points to a significant problem with reporting standards in these studies, which need to be addressed as the initial concern. This is particularly important because adverse effects can significantly influence the subject's emotional state and, therefore, the therapeutic effect of the intervention [16].

It is puzzling that many studies would use simple subjective measures of presence despite the many validated tools available. It has been established that the use of personal digital avatars, and especially seeing your own body in the virtual space, has a strong effect on presence [50]. Such factors are rarely discussed in mental health studies, which is an important omission as it would be particularly key in studies on eating disorders where participants are occasionally asked to assess body sizes.

Future studies will need to consider the range of physical and psychological adverse effects associated with AR and VR interventions and use screening tools that include physical symptoms such as cybersickness and VR-induced symptoms and effects, symptoms of dissociation, negative emotional responses such as increased rumination or thoughts of self-harm, and wider impacts on functioning. Although this would require the use of several tools, an ideal focus for future work would be to use a questionnaire covering all sections to standardize reporting of VR and AR interventions in mental health. This would include a move from older measures such as the SSQ tool to more dimensional assessments using the Virtual Reality Neuroscience Questionnaire tool, which provides grading and a broader approach to assess interventions. This could include the incorporation of established tools such as the Clinician-Administered Dissociative States Scale for dissociation and the Experience of Therapy Questionnaire [51].

As with the evaluation of any health care intervention, a benefit-risk analysis should be standard, where the dimension of risk includes the safety profile identified from the range and frequency of adverse effects. It is essential that all adverse effects, especially those that lead to dropouts or clinical worsening, need to be identified and reported. It is of concern that some studies specifically excluded participants experiencing cybersickness as the adverse events reported will not be representative of the general population. Thorough reporting would allow future systematic reviews to include meta-analyses of outcomes, including adverse effects, and improve our understanding of benefits, harm, and the appropriate place of VR and AR in psychiatric treatment.

This systematic review has multiple limitations. The study design focused specifically on HMDs and does not incorporate the wider (and generally older) literature regarding computer-generated environments projected onto screens. It also focused on diagnosed psychiatric disorders, and the results cannot be generalized to wider health care and nonclinical populations. There was also significant heterogeneity in the definitions of VR and AR in the literature, to the extent that our otherwise detailed search may not have captured some studies. Only papers published in English were included in the review.
Despite promising developments in VR and AR across a range of mental disorders, there is a clear need for standardized detection and reporting of adverse effects associated with these interventions.
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Abstract

Background: With the rise in mental health problems globally, mobile health provides opportunities for timely medical care and accessibility. One emerging area of mobile health involves the use of photoplethysmography (PPG) to assess and monitor mental health.

Objective: In recent years, there has been an increase in the use of PPG-based technology for mental health. Therefore, we conducted a review to understand how PPG has been evaluated to assess a range of mental health and psychological problems, including stress, depression, and anxiety.

Methods: A scoping review was performed using PubMed and Google Scholar databases.

Results: A total of 24 papers met the inclusion criteria and were included in this review. We identified studies that assessed mental health via PPG using finger- and face-based methods as well as smartphone-based methods. There was variation in study quality. PPG holds promise as a potential complementary technology for detecting changes in mental health, including depression and anxiety. However, rigorous validation is needed in diverse clinical populations to advance PPG technology in tackling mental health problems.

Conclusions: PPG holds promise for assessing mental health problems; however, more research is required before it can be widely recommended for clinical use.

(JMIR Ment Health 2023;10:e40163) doi:10.2196/40163
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Introduction

Background
Photoplethysmography (PPG) is an emerging technology that uses light to measure microvascular blood changes to assess various cardiovascular parameters that are useful in clinical settings [1,2], including blood pressure [3,4] and heart rate (HR) [5]. This technology can quickly and easily assess vasoconstriction and dilation in the skin, autonomic function changes, and vascular functions [6]. PPG assesses these physiological changes through a clip placed on a body part, such as the finger or ear [7,8], and smartphone apps [5,9].

In recent years, PPG technology has been extended to include the assessment of mental health changes in patients [10], which is of great pertinence to patients who experience challenges in accessing mental health care. Many individuals, particularly those living in remote areas, struggle to obtain equitable access to mental health services [11]. Mental health disparities and the need for mental health interventions in remote settings were especially pronounced during the COVID-19 pandemic [12].
In addition, an increase in mental health problems [13] and the risk of suicide [14] has been of concern during the pandemic era, stemming from the lack of social support (interpersonal theory of suicide) [15]. It is well-known that mental health problems are linked to an increased risk of cardiovascular disease through direct effects on the myocardium, including increased HR and blood pressure [16-19]. PPG may help provide a rapid mental health assessment for patients by assessing changes in HR variability (HRV), and a subsequent medical referral to a specialist can be made [3]. Rural and remote patients might possibly also feel greater support if PPG is provided alongside remote telemental health consultations [20].

As PPG is an emerging technology and its application in assessing mental health problems has only recently been used, its overall effectiveness, accuracy, and challenges are not entirely clear. There is a need to determine whether PPG is an effective technological medium for the screening and prediagnosis of mental health problems as a complement to the currently used methods, including clinical evaluations based on self-reported symptoms [21]. In other words, PPG may be used by a wide range of mental health practitioners as a useful adjunct tool. For example, mental health professionals may use it as a prescreener before making referrals. In addition, psychiatrists, psychologists, and other allied health professionals [22] may use it to monitor patients’ symptoms in a remote setting.

There is also a need to evaluate how PPG-based technology can be integrated into current standard methods for diagnosing patients with mental health problems. Currently, standard guidelines require practitioners to assess patients using the fifth edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-5) [23]. Diagnosis is usually face-to-face but may be virtual through telehealth for remote patients [20]. A crucial research question is whether PPG is a valid and reliable method for assessing mental health and psychological problems. In other words, how much in-depth information can PPG blood flow changes offer compared with traditional face-to-face assessments by mental health professionals for assessing mental health? The other question is whether PPG can be used alone (without requiring questionnaires) for screening. Furthermore, there is also a need to determine what types of studies have been conducted on PPG and mental health, and whether there is any evidence supporting the use of this technology for managing mental health problems.

**Objectives**

The objectives of this review were as follows:

1. To identify the types of PPG studies conducted on mental health. Have any smartphone apps (mobile health approaches) been developed for mental health using PPG?
2. To determine the effectiveness of PPG for assessing, screening, or monitoring common mental health problems [24] (with an emphasis on depression and anxiety). Symptoms relevant to mental health, such as stress, are also of interest.
3. To assess the validity and reliability of the PPG-based mental-health methods
4. To identify challenges associated with this new technology and make recommendations for future research

Our main outcome of interest was efficacy and accuracy (validity and reliability) in screening for depression, anxiety, or psychological distress in individuals. In other words, how accurately can PPG assess the mental health end point? The secondary outcomes of interest were any identified barriers or challenges with existing PPG-based technologies proposed for mental health problems.

**Methods**

**Overview**

PubMed and Google Scholar were searched for articles published in January 2021. The search terms included word variations for PPG and mental health including depression, anxiety, or stress. The search strings were combined into one large search string that was the most relevant to PPG and mental health. Keywords included Medical Subject Headings (MeSH) terms, free text, word variations, and truncation. We discussed the search strategy, including keyword variations, with a medical librarian during the search planning phase. In addition, manual searches of articles meeting the inclusion criteria were performed to identify additional articles. It should be noted that we reran the search, with the term “photoplethysmogram” again in December 2022, to determine if any studies were missed in PubMed. This generated 33 additional results that were irrelevant.

**Inclusion and Exclusion Criteria**


All intervention studies were included if they evaluated mental health conditions or symptoms in relation to the PPG. Studies must have evaluated clinical mental health problems, such as depression, anxiety, or schizophrenia, without other comorbidities. Studies that evaluated psychological stress were included only if they were in a population with a history of a clinical mental health problem, especially anxiety. High psychological stress has been linked to anxiety and depression [25,26]; hence, evaluating it in patients with clinical anxiety is relevant for monitoring its progression. Stress is also a risk factor for mental health problems and can be managed through psychological interventions [27,28]. In addition, studies evaluating other symptoms in patients with mental health problems that came up in the search were included if they involved intrusive thoughts or suicidal thoughts and suicidal ideation. There has also been a consideration for including suicidal behavior as a separate mental health disorder in the DSM-5. General stress studies were included only if they evaluated at least one mental health disorder in clinical populations, particularly anxiety. Furthermore, the studies must have used a screening tool for diagnosing anxiety, such as the General Anxiety Scale [29], when comparing it with PPG.
General studies on psychological stress in nonclinical populations and physiological stress were excluded. Studies involving participants diagnosed and treated by clinicians in a face-to-face setting (nontechnological) or over telehealth without the assistance of artificial intelligence for advancing technology such as PPG (this allows a comparison of the accuracy of diagnosis) were excluded. Studies that did not use PPG technology and those that used PPG technology for purposes other than mental health assessment or preassessment, complementary screening or press-screening, and monitoring were also excluded. Finally, the studies had to have been published in the English language.

**Screening**

The citations of the included papers were imported into EndNote (version X7.1; Clarivate). Relevant titles were screened, followed by abstract screening of titles that met the inclusion criteria. Two independent reviewers, LNL and ME, screened the abstracts to ensure that the articles fulfilled the inclusion criteria. Once there was an agreement, full texts were retrieved from the articles that met the inclusion criteria. Where there was any disagreement between the reviewers, the articles in question were discussed until agreement was reached.

**Data Extraction and Synthesis**

Data on the general study characteristics and participant demographics were extracted and summarized in a tabular format. These data included the authors, years of publication, study design, country, participants (age and sex [male or female]), mental health history, anatomical site of PPG measurement, and mental health measures (anxiety, stress, depression, relaxation, and happiness). It also included outcomes, such as the effectiveness of PPG for diagnosing depression, anxiety, or stress. Other outcomes included data on the validity and reliability of PPG (eg, Bland-Altman plots comparing PPG with standard methods of diagnosis), as well as qualitative data on barriers associated with PPG technology. This review followed the PRISMA-P (Preferred Reporting Items for Systematic Review and Meta-Analysis Protocols) guidelines [30].

**Results**

**Search Results**

The details of the search process are shown in Figure 1. We identified 3393 records. After title screening and review of 114 abstracts against the inclusion and exclusion criteria, followed by full-text retrieval, 24 studies were included in the review [31-54]. It should be noted that the 2 sets of studies were sister papers [32,37,38,51,52]. The sister papers are those authored by the same author who published multiple articles using the same data set. However, each article is treated independently in this study.

The main characteristics of the included articles, including mental health conditions, diagnostic methods if provided, and population (including the control group, if provided), are described in Table 1.

The studies were conducted in Japan [33,40,51,54], China [44,45], South Korea [52], Abu Dhabi [38], Taiwan [43], Spain [42], Turkey [31], Sweden [39], Canada [35], Germany [32,53], and the United States [41,48]. Most of these were proof-of-concept studies with a small number of participants. Three studies had a control group with sample sizes ranging from 61 to 308 [37,42,52]. The age range was broad across the studies, ranging from 16 to 85 years. The studies were relatively balanced in terms of sex (male or female), although not all reported this information. One study was conducted only on female participants [47].

Most studies used finger-based PPG methods to evaluate mental health outcomes and psychological stress [31-33,38,39,43,46,49,51]. Some researchers have used this arm for PPG measurement [10]. A few have used smartphone-based technology, which includes a PPG finger sensor and video camera [35,44] or face-based webcam technology [54]. This implies that mobile methods, including smartphones, for PPG are scarce and are emerging as novel methods for assessing mental health.
Figure 1. Summary of articles included and excluded in this study. PPG: photoplethysmography.
Table 1. Study characteristics.

<table>
<thead>
<tr>
<th>Year</th>
<th>Study</th>
<th>Sample size, N</th>
<th>Sex ratio (% F)</th>
<th>Age range (years)</th>
<th>Mental health measures</th>
<th>Gold standard</th>
<th>Comorbidity or confounding factors</th>
<th>Evaluation metric (mental health vs control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2022</td>
<td>de Vries et al [34]</td>
<td>9</td>
<td>22.3</td>
<td>26-52</td>
<td>Depression and anxiety</td>
<td>4DSQb</td>
<td>To account for confounders, control variables for TSTc, MVPAd, and alcohol use were included</td>
<td>Association between HRVe fluctuations and stress increase</td>
</tr>
<tr>
<td>2021</td>
<td>Sigrist et al [53]</td>
<td>27</td>
<td>100</td>
<td>13-17</td>
<td>Borderline personality disorder</td>
<td>SCID-IIc, severity of psychopathology (CGI-S5), and GAFh</td>
<td>Controlled for the potential confounders of age, BMI, menstrual cycle, cardioactive medication, oral contraceptives, smoking behavior, alcohol consumption and drug consumption, physical activity level, and illness</td>
<td>HRi significantly correlated with gold standard with P&lt;.05</td>
</tr>
<tr>
<td>2021</td>
<td>Long et al [45]</td>
<td>36</td>
<td>53</td>
<td>22-43</td>
<td>Depression</td>
<td>PHQ-9j</td>
<td>N/Rk</td>
<td>Developed a classifier to differentiate between depressed and health subjects with accuracy=85.3%</td>
</tr>
<tr>
<td>2021</td>
<td>Harvie et al [35]</td>
<td>104</td>
<td>35</td>
<td>17-50</td>
<td>Stress</td>
<td>TSSTl</td>
<td>N/R</td>
<td>Significant acceleration in HR and heightened self-reported stress and anxiety in the TSST condition relative to a placebo version of the TSST with P&lt;.05</td>
</tr>
<tr>
<td>2021</td>
<td>Unur-saikhan et al [54]</td>
<td>53</td>
<td>42</td>
<td>18-60</td>
<td>MDDm</td>
<td>SDSn</td>
<td>N/R</td>
<td>HRV and SDS correlated significantly (P&lt;.05) and can detect MDD with sensitivity=73% and specificity=85%</td>
</tr>
<tr>
<td>2021</td>
<td>Kontaxis et al [42]</td>
<td>80</td>
<td>60</td>
<td>32-59</td>
<td>MDD</td>
<td>HDRSosta and BDPp</td>
<td>N/R</td>
<td>HR and amplitude difference between systolic and diastolic peaks are significantly different in healthy and MDD subjects</td>
</tr>
<tr>
<td>2021</td>
<td>Kimmel et al [39]</td>
<td>126</td>
<td>100</td>
<td>22-43</td>
<td>Panic disorder, phobia, trait anxiety, and traumatic events</td>
<td>EPDSq and the STAIr</td>
<td>Comorbidities were reported</td>
<td>LF/HFr ratio significantly correlated with anxiety with P&lt;.001</td>
</tr>
<tr>
<td>2021</td>
<td>Moshe et al [48]</td>
<td>55</td>
<td>54.5</td>
<td>41-54</td>
<td>Depression and anxiety</td>
<td>DASS-21u</td>
<td>N/R</td>
<td>HRV and anxiety are significantly correlated with P&lt;.05</td>
</tr>
<tr>
<td>2020</td>
<td>Perpetuini [50]</td>
<td>102</td>
<td>47</td>
<td>20-70</td>
<td>Anxiety</td>
<td>STAI-Ys</td>
<td>N/R</td>
<td>HRV and STAI-Y score are correlated with rs=0.81</td>
</tr>
<tr>
<td>2020</td>
<td>Liu et al [44]</td>
<td>93</td>
<td>54</td>
<td>21-28</td>
<td>Depression</td>
<td>SWLSw</td>
<td>N/R</td>
<td>HRV significantly differentiates between high and low SWLS scores with P&lt;.05</td>
</tr>
<tr>
<td>2020</td>
<td>Ismail et al [36]</td>
<td>34</td>
<td>61.8</td>
<td>20-27</td>
<td>SADx</td>
<td>DSM-5y and LSASz</td>
<td>N/R</td>
<td>HR can detect SAD with accuracy=88.9%</td>
</tr>
<tr>
<td>Year</td>
<td>Study</td>
<td>Sample size, N</td>
<td>Sex ratio (% F)</td>
<td>Age range (years)</td>
<td>Mental health measures</td>
<td>Gold standard</td>
<td>Comorbidity or confounding factors</td>
<td>Evaluation metric (mental health vs control)</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------------------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>-------------------</td>
<td>------------------------</td>
<td>---------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>2019</td>
<td>Mitsuhashi et al [47]</td>
<td>7</td>
<td>28.5</td>
<td>22-24</td>
<td>Stress and trait anxiety</td>
<td>N/R</td>
<td>N/R</td>
<td>HR detects stress with accuracy=80%</td>
</tr>
<tr>
<td>2018</td>
<td>Ngampraman et al [49]</td>
<td>40</td>
<td>65</td>
<td>20-43</td>
<td>MDD</td>
<td>Wisconsin Card Sorting Test</td>
<td>N/R</td>
<td>HRV significantly differentiates between MDD and control subjects with ( P &lt; 0.001 )</td>
</tr>
<tr>
<td>2018</td>
<td>Koenig et al [41]</td>
<td>90</td>
<td>67.8</td>
<td>14-19</td>
<td>MDD</td>
<td>Clinicians’ ratings of depression severity and BDI-II</td>
<td>Comorbidities were reported</td>
<td>HRV significantly differentiates between depression and control subjects with ( P &lt; 0.05 )</td>
</tr>
<tr>
<td>2018</td>
<td>Dagdanyure et al [33]</td>
<td>20</td>
<td>50</td>
<td>23-60</td>
<td>MDD</td>
<td>N/R</td>
<td>N/R</td>
<td>Developed a classifier to differentiate between MDD and control subjects with sensitivity=83% and specificity=93%</td>
</tr>
<tr>
<td>2017</td>
<td>Khandoker et al [38]</td>
<td>61&lt;sup&gt;aa&lt;/sup&gt;</td>
<td>68&lt;sup&gt;aa&lt;/sup&gt;</td>
<td>26-48&lt;sup&gt;aa&lt;/sup&gt;</td>
<td>MDD with suicidal ideation</td>
<td>Neuropsychiatric Interview (MINI) version 5 and the Hamilton Depression Rating Scale</td>
<td>N/R</td>
<td>A multivariate logistic regression classifier to differentiate between MDD and control with accuracy=93.3%</td>
</tr>
<tr>
<td>2017</td>
<td>Kobayashi et al [40]</td>
<td>55</td>
<td>49</td>
<td>21-59</td>
<td>MDD with paced respiration</td>
<td>N/R</td>
<td>N/R</td>
<td>HR significantly differentiates between MDD and control subjects with ( P &lt; 0.05 )</td>
</tr>
<tr>
<td>2016</td>
<td>Khandoker et al [37]</td>
<td>61</td>
<td>68</td>
<td>22-40</td>
<td>MDD with suicidal ideation</td>
<td>Neuropsychiatric Interview (MINI) version 5 and the Hamilton Depression Rating Scale</td>
<td>N/R</td>
<td>A decision tree classifier to differentiate between MDD and control with accuracy=93.4%</td>
</tr>
<tr>
<td>2014</td>
<td>Akar et al [31]</td>
<td>39</td>
<td>43.5</td>
<td>16-29</td>
<td>Schizophrenia</td>
<td>DSM-IV criteria</td>
<td>Subjects with diabetes mellitus, hypertension, respiratory diseases, cardiovascular diseases, and comorbidity were excluded</td>
<td>HRV significantly differentiates between patients with schizophrenia and control subjects with ( P &lt; 0.05 )</td>
</tr>
<tr>
<td>2014</td>
<td>Clamor et al [32]</td>
<td>115</td>
<td>41.7</td>
<td>25-42</td>
<td>Psychosis and depression</td>
<td>Structured mini-international neuropsychiatric interview and community assessment of psychiatric experience</td>
<td>N/R</td>
<td>HRV was found for psychosis, with significant differences to healthy controls (all ( P \leq 0.007 )) and to depression (all ( P \leq 0.004 )),</td>
</tr>
<tr>
<td>2013</td>
<td>Minakuchi et al [46]</td>
<td>31</td>
<td>100</td>
<td>20-24</td>
<td>Mental stress</td>
<td>Profile of Mood States</td>
<td>N/R</td>
<td>LF/HF ratio significantly associated with Profile of Mood States with ( P &lt; 0.01 )</td>
</tr>
<tr>
<td>2013</td>
<td>Lee et al [43]</td>
<td>5</td>
<td>N/R</td>
<td>N/R</td>
<td>State anxiety and trait anxiety</td>
<td>STAI</td>
<td>N/R</td>
<td>N/R</td>
</tr>
<tr>
<td>2013</td>
<td>Pham et al [52] (Second experiment)</td>
<td>35&lt;sup&gt;ab&lt;/sup&gt;</td>
<td>N/R</td>
<td>N/R</td>
<td>Depression</td>
<td>N/R</td>
<td>N/R</td>
<td>Automated detection of mental illness is feasible using k-nearest neighbours with a sensitivity of 99.03% and specificity of 95.09%</td>
</tr>
</tbody>
</table>
Evaluation metric (mental health vs control)

Comorbidity or confounding factors

Gold standard

Mental health measures

Age range (years)

Sex ratio (% F)

Sample size, N

Study Year

Automated detection of mental illness is feasible using support vector machines with a sensitivity of 99.78% and specificity of 99.28%

**Table**

<table>
<thead>
<tr>
<th>Year</th>
<th>Study</th>
<th>Sample size, N</th>
<th>Sex ratio (% F)</th>
<th>Age range (years)</th>
<th>Mental health measures</th>
<th>Gold standard</th>
<th>Comorbidity or confounding factors</th>
<th>Evaluation metric (mental health vs control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>Pham et al [51] (First experiment)</td>
<td>308</td>
<td>N/R</td>
<td>N/R</td>
<td>Depression</td>
<td>N/R</td>
<td>N/R</td>
<td>Automated detection of mental illness is feasible using support vector machines with a sensitivity of 99.78% and specificity of 99.28%</td>
</tr>
</tbody>
</table>

**Notes:**

- F: female.
- 4DSQ: four-dimensional symptom questionnaire.
- TST: total sleep time.
- MVPA: moderate-to-vigorous physical activity.
- HRV: heart rate variability.
- SCID-II: Structured Clinical Interview for Diagnostic and Statistical Manual of Mental Disorders–IV-Axis II.
- CGI-S: Global Assessment of Functioning.
- HR: heart rate.
- N/R: not reported.
- TSST: Trier Social Stress Test.
- MDD: major depressive disorder.
- SDS: Self-Rating Depression Scale.
- HDRS: Hamilton depression rating scale.
- N/R: not reported.
- BDI: Beck Depression Inventory.
- EPDS: Edinburgh Postnatal Depression Scale.
- STAI: State-Trait Anxiety Inventory for Adults.
- LF: low frequency.
- HF: high frequency.
- STAI-Y: State-Trait Anxiety Inventory.
- SWLS: Satisfaction With Life Scale.
- SAD: social anxiety disorder.
- LSAS: Liebowitz Social Anxiety Scale.

**Depression**

Several studies have evaluated the use of PPG for diagnosing depression [32-34,37,38,40,41,44,45,48,49,52,54]. A study in Japan evaluated the use of finger PPG for major depressive disorder (MDD) and found that it could accurately detect it, with a very high correlation with electrocardiogram (ECG)-based HRV measures [33]. This included the high frequency (HF) component of HRV measures and the ratio of low frequency (LF) to HF, which is known as LF/HF HRV. The sensitivity and specificity for diagnosing MDD were 83% and 93%, diagnosing MDD [33].

In addition to finger-based PPG methods, face-based (video) methods have also been found to be accurate for diagnosing depression. A study in Japan found that a PPG web camera–based system that detects blood flow to the face (arteries in the sinus region) had a sensitivity of 73% and specificity of 85% for diagnosing MDD [54]. A considerable correlation was also found between depression scores (subjective self-report) and video-based PPG assessments of MDD. This technology has also been correlated with ECG findings [54]. Similarly, another study in Japan also found an 86% sensitivity in assessing MDD during exercise when compared with controls, although it was only 68% when exposed to a mental stress test [40].

The most advanced PPG technology integrates video- and finger-based PPG methods, using smartphones that simultaneously make use of both. A study in China found that smartphone-based PPG could be used to assess happiness, as subjectively reported that life satisfaction was positively correlated with a HRV index, specifically the root mean square of beat intervals (RMSDD) and negatively correlated with log HF and log LF. There was also a negative correlation between these HRV indices and depression scores [44]. Another study also found a considerably negative relationship between autonomic reactivity assessed via PPG and MDD and that this...
relationship was considerable when compared with controls without MDD [42].

Interestingly, one study evaluated brain changes in depression and compared them with HRV. Researchers found a positive association between RMSDD, cortical thickness, self-reported depression, and HF HR [41]. Furthermore, a study in Germany found that patients who are depressed with psychosis had significantly lower RMSDD and SD of the N-N intervals than controls, whereas their HR and LF/HF ratio were significantly higher than in controls [32]. Similar findings with respect to increased RMSDD, SD of the N-N intervals, and LF/HR ratios were noted in patients who are depressed with MDD in Thailand relative to controls, and cortisol levels were also elevated [49]. Thus, there is a growing body of evidence suggesting that there are differences in HRs among patients with depression relative to healthy controls. In addition, these objective brain imaging data support the changes noted in patients with depression using HRV [41].

Anxiety Conditions

Most studies on anxiety used validated anxiety measures, such as the State-Trait Anxiety Scale [55], the Generalized Anxiety Disorder [56], and the Depression Anxiety Stress Scale [57,58], to validate their findings alongside PPG assessments. Most studies have involved comparisons between relaxation exercises and subsequent psychological stress-inducing exercises. In general, HR increased during stress-provoking tasks and declined during relaxation across the studies (Celka et al [10], Konatix et al[42], Lee et al [43], Chen et al [64], Panganiban et al [65]). Physiological distress responses in HR were similar for both anxiety and stress, with increases in HR across studies. A study in Canada found a strong association between self-reported anxiety and stress and subsequently elevated HR using smartphone-based PPG assessment [35]. Another study evaluated the Oura Ring, which is a commercially available wearable sleep and activity tracker (Oura Health, Oulu, Finland), and found that self-reported anxiety was positively associated with HRV [48]. There was also a high agreement between the Oura Ring PPG-based HRV assessment and ECG (r=0.98) [48].

A study in pregnant women found that they had significantly lower levels of LF if they had obsessive-compulsive disorder, whereas LF was elevated in panic disorders, social anxiety, and social phobias [39]. The LF/HF ratio was also elevated in pregnant women with phobias and panic problems [39]. Furthermore, the LF/HF ratio was elevated in participants who experienced stress after taking a stress-inducing test, most often involving arithmetic, with a few studies finding a strong positive relationship between the LF/HF ratio and stress [43,46,50]. One study specifically focused on anxiety and found a positive relationship between the LF/HF ratio and anxiety based on self-assessments using the State-Trait Anxiety Scale [50]. HR [34,35] and RMSDD increase during stress [46].

Validity

Several studies have found good agreement between ECG-based HRV indices and PPG and anxiety [33,36,48,50]. One study found that PPG had a sensitivity of 83% and a specificity of 93% for assessing anxiety. It was also found that ECG and PPG had perfect agreement (r=1.0) [33]. Another study found a high correlation (r=0.81) between self-reported anxiety and anxiety assessment using PPG [50]. A study on social anxiety disorder found that HR could predict the condition with 88.9% accuracy [36]. The study which evaluated the Oura Ring for anxiety found a high correlation between EEG and PPG findings (r=0.98) [48]. In addition, a study pointed out that PPG signaling is the most accurate when participants are relaxed rather than under stressful conditions [10].

Other Mental Health Problems and Symptoms

One study evaluated the use of PPG to assess the symptoms of suicidal ideation in patients with depression. By examining diastolic and systolic entropy lag scores, the researchers found that PPG has an accuracy of 96.7% in diagnosing suicidal ideation in patients with MDD by examining diastolic and systolic entropy lag scores [38]. The researchers also found that the scores of patients on the Hamilton Depression Scale, which they completed via self-reports, were highly correlated (r=0.96) with the entropy lag scores [38].

Besides suicidal thoughts, a few other studies have evaluated PPG for less prevalent mental health problems, including schizophrenia and borderline personality disorder. One study evaluated the use of PPG in schizophrenic patients and found that patients with schizophrenia had elevated LF/HF ratios compared with controls but reduced HF while resting (P<.05). However, HRV was reduced overall in patients during the stress and subsequent relaxation phases, with lower RMSDD and SD of the N-N intervals than in their counterparts without schizophrenia [31]. In addition, one study evaluated borderline personality disorders by using PPG. The researchers found that patients with a higher resting HR also had improved recovery when evaluated longitudinally over a 2-year period [53].

Study Quality

Most studies were conducted with small sample sizes. Ten out of 24 studies had a small sample size of <50 participants, ranging from 5 [43] to 40 [49] participants. The largest study was carried out in 2012 to assess depression using fingertip PPG–based technology, with a total of 308 participants [51,52]; however, sex (male or female) was not reported. A recent study [45] targeted the same research point, assessing depression using fingertip PPG in 36 participants. The first study on N=308 scored 99.53%, whereas the latter on N=36 achieved 85.3% accuracy.

Only 8 patients had a clinical diagnosis [33,36,42,47,51,52,54]. Only 3 studies compared patients with MDD with those who did not have clinical depression [42,52,54]. One study examined suicidal ideation in patients with MDD and in patients with MDD who did not have suicidal ideation [37]. There were no longitudinal studies. Randomization, allocation concealment, and blinding were not conducted in the interventions with the 2 arms.
Discussion

Principal Findings

This review aimed to evaluate the use of PPG in assessing and screening (including prescreening) mental health problems. We found an association between increased HR and mental health outcomes. The mental health literature indicates that depression and anxiety increase the risk of morbidity and mortality from heart disease [16,17], and the studies in this review confirmed changes in HRV in patients with mental health problems. However, none of the studies specifically used PPG-based technologies to screen patients for mental health problems or to monitor symptoms during treatment.

Although the studies were not equal in terms of quality and sample size, a few studies reported good accuracy in detecting mental health conditions; for example, Long et al [45] achieved an accuracy of 85.3% over 36 participants after using the Patient Health Questionnaire–9 as the gold standard for detecting depression. Ismail et al [36] included 34 participants, using social anxiety disorder as a gold standard, for detecting stress. All the developed detectors rely on changes in PPG-based HRV measurements in patients with depression and anxiety. This includes differences between stressful states or feelings of anxiety and relaxation states. However, we did not find any studies that monitored the progress, including symptoms, in patients undergoing treatment. Future studies should consider evaluating the use of PPG to monitor disease progression. However, it remains unclear whether PPG can distinguish between patients on and off medication or changes in mood without medication use.

PPG was also found to be comparable with ECG in assessing the changes in HRV indices associated with mental health outcomes. PPG was positively correlated with self-reported measures of mental health end points overall in this review. HR was elevated when participants were stressed, and PPG could accurately capture these physiological changes, including HR reduction during relaxing exercises [10,42,43,64,65]. In addition to stress, PPG also accurately detects patients who are depressed [32-34,37,38,40,41,44,45,48,49,52,54], including those with MDD. In other words, depression was associated with a lower HR in contrast to stress. This was the case when studies compared patients with MDD with those without MDD, highlighting the ability of PPG to distinguish between clinically depressive and nondepressive states. We were also able to differentiate between patients with clinical depression who had symptoms of suicidal ideation and those who did not.

These findings are relevant given that patients with clinical depression may be monitored for symptoms of suicidal ideation and may quickly receive emergency medical care when evaluated in remote and rural settings. It is also crucial that PPG can rapidly assess anxiety and depression because patients may be quickly referred to medical doctors and receive a timely diagnosis. In addition, access to mental health care is a problem for many people, especially those living in rural and remote areas [11,59]. Virtual PPG mental health screening and monitoring may enable access to medical care for those who do not typically have access to treatment. PPG can be used as a prescreening tool to screen and prioritize medical accessibility in rural patients [20]. It is also important for medical practitioners to obtain HR data to obtain more objective mental health measures than subjective self-reports.

We found that the PPG technology has advanced in recent years. Not only are probe-based methods used, but PPG may also be integrated into smartphone technology, which has important implications for accessibility, given the ubiquitous nature of cell phones. However, we identified only a few studies that used smartphones for PPG, highlighting a gap in the research literature and the need for more studies. It appears to be a practical tool, given that patients can easily access technology. Face-based methods using mobile health to detect changes via facial imaging are simple, noninvasive, and practical for users.

General studies on psychological stress in the literature have also found good agreement between PPG- and ECG-based HRV findings, which is applicable to anxiety studies [60-67]. The accuracy in these studies ranged from 77.6% in smartphone-based (CorSense) PPG technology to 98% using a wrist-based method [64,65]. The correlation also varied according to HRV indices when compared with ECG including RMSDD (r=0.97) and LF/HF ratio (r=0.87) [66]. A PPG wrist-worn technological study found an overall accuracy of 83%, assessing calm states 67% of the time and stressed states 72% of the time [63]. However, one study that examined PPG in the earlobe did not find good agreement with the reference method [61]. Interestingly, a study that used smartphone-based PPG technology and a thermal camera found that the readings were the most accurate when both methods were combined [60]. One study validated their findings by comparing the Huawei PPG watch sensor with not only self-reports but also laboratory measures of cortisol [62]. Another study that used 3 LED lights on the wrist recommended utilizing light green instead of infrared for PPG-based stress detection [64].

Gold Standard

Currently, there is no widely accepted gold standard for assessing depression or anxiety using PPG. Although PPG has shown promise as a tool for measuring physiological arousal levels and has been used in a number of studies to investigate the physiological changes associated with depression and anxiety, its use as a diagnostic tool is still in its early stages of development. Therefore, a gold-standard tool must be used in combination with PPG.

The studies used self-reported questionnaires and interviews to assess mental health. For example, in terms of interviews, Clamor et al [32] used the Structured Mini-International Neuropsychiatric Interview, Khandoker et al [37] used Neuropsychiatric Interview (MINI) version 5, and Sigrist et al [53] used the Structured Clinical Interview for DSM-IV-Axis II. In terms of self-reported questionnaires, the following instruments were used: Four-Dimensional Symptom Questionnaire, Patient Health Questionnaire–9, Trier Social Stress Test, Self-Rating Depression Scale, Hamilton Depression Rating Scale and Beck Depression Inventory II, Edinburgh Postnatal Depression Scale and the State-Trait Anxiety Inventory for Adults, State-Trait Anxiety Inventory, Depression Anxiety Stress Scales, Satisfaction With Life Scale, DSM-5 and...
Liebowitz Social Anxiety Scale, Wisconsin Card Sorting Test, Clinicians’ Rating of Depression Severity and Beck Depression Inventory II, and Profile of Mood States. These self-report measures can provide valuable information about an individual’s subjective experiences of depression or anxiety. A few studies [32,37,53] have used a combination of self-report measures and self-reported questionnaires, along with PPG. Five studies did not use the gold standard method, interviews, or questionnaires [33,40,47,51,52].

Limitations and Ethical Considerations

Despite the outcomes of this review, the results should be interpreted with caution. PPG is an emerging technology that cannot be used as a stand-alone method to assess or monitor mental health. It may also be used as an adjunct along with skilled mental health practitioners. Important factors to consider when diagnosing mental health problems include the severity of symptoms [68] and functional impairment [69], which cannot be detected presently according to the reviewed studies. Furthermore, many studies did not use a comparison group, which is another limitation of this study.

Additionally, it may be difficult to determine whether someone with a mental health problem experiences general life stress or whether their anxiety and stress are directly a result of their mental health condition given the variety in stressful exposures across the studies and similarity in results. Moreover, many studies involved a stressful task that included changes in physiology (getting up after sitting), mental tasks, or stress invoking exposures [42,43,46,47,50,60,64,65]. The studies did not discern between anxiety and anxious states in general. The key challenge is to discern between patients experiencing clinical anxiety, general personal stress, and feelings of anxiety or anxiety common and everyone, not only in clinical populations. Thus, it may also seem that the technology may be most useful in assessing mood changes in patients with depression, as the altered HRV in depression seen in the reviewed studies may be differentiated from stressed or anxious states.

Ethical issues must be considered when implementing PPG technology for mental health applications. Health ethics involves a consideration of harm and benefits [70]. Maximizing the benefits and potential harm is a prima facie ethical duty [70]. This could include the consideration of PPG-associated false positives or negatives when screening for suicidal symptoms or assessing changes in mood states in patients with depression. Thus, clinicians should be mindful of the limitations of this emerging technology and use it prudently along with their clinical practice, backing up findings when possible, through clinical assessment.

Design Bias

More studies with larger sample sizes and in clinical populations are needed before PPG can be used as an adjunct in assessing mental and psychological health. We found several limitations in the studies we analyzed, including the small number of studies in clinical populations and small sample sizes. There is also a need for randomized controlled trials that may follow up patients. There is a gap in the literature, and randomized controlled trials are needed to validate PPG technology. Patients should also be blinded in future studies to reduce the potential for placebo effect and bias when comparing subjective self-report measures with PPG. They could be blinded by providing them with a similar-looking application on their smartphones and by requiring them to look at the camera and place their fingers on their phones.

Ethnic Bias

It is worth noting that a recent study [71] revealed that PPG produces systematically higher saturation values in Black patients than in White patients. Participants with darker skin pigmentation may be at an increased risk of unrecognized health conditions. Therefore, collecting and testing PPG signals from Black participants is required to reduce bias [72]. None of the studies recognized or tested this bias in the assessment of mental health. Therefore, we strongly recommend creating publicly available databases with more balanced ethnicities (ie, participants with different pigmentation colors).

Confounding Bias

Confounds such as hospitalization or the use of pharmacological treatments are essential to control the study design and analysis. None of the included studies reported hospitalization or pharmacological treatments; however, 5 out of 24 studies [31,34,39,41,53] paid attention to possible confounding factors. In fact, it is essential that all the studies used HR and HRV indices, which can be affected by a wide range of physical and psychological factors [73]. It is also crucial for PPG-based mental health studies to ensure that participants remain in a stable state before data collection. This may involve restricting data collection to a specific time of the day or requiring participants to avoid stressful or physically demanding activities before data collection [74].

Another factor to consider is that other conditions or exposures, such as COVID-19, may affect HRV [75,76]. Thus, clinicians should be mindful of this possibility and rule out COVID-19 or associated comorbidities when using PPG for mental health assessments.

By carefully controlling for these confounding factors and selecting study participants, PPG-based mental health studies can provide less bias about the physiological changes associated with depression and anxiety, helping to advance our understanding of these conditions and the potential of PPG as a diagnostic tool.

PPG-Based Technology Versus Traditional Mental-Health Assessment Tools

None of the articles included in this study discussed the use of PPG versus traditional mental health assessment tools. PPG is generally considered less invasive than answering questions via interviews or questionnaires, depending on the individual user’s perspective.

We speculate that answering questions (via interview or filling out a questionnaire) about their mental health may make them feel more personal and intimate than having their physiological arousal levels measured through PPG. They may feel more...
comfortable disclosing their thoughts and feelings through self-report measures, rather than monitoring their physiological responses.

PPG has the potential to offer new insights into the mechanisms underlying mental health disorders. PPG also has a considerable advantage as it provides real-time data acquisition, enabling mental health practitioners to monitor changes in physiological arousal levels. This can be particularly useful in situations where quick and effective interventions are needed. One major concern with this advantage is privacy; users may not feel comfortable when their physiological signals are monitored regularly [77]. They may worry about who has access to the data collected through PPG and how the data will be used.

At this stage, it is debatable what would be more effective and satisfy user preferences. The authors feel that this area is worth investigating to improve mental health assessments in the near future.

Conclusions
PPG for mental health assessment is an emerging technology with great potential. Currently, it cannot be used to diagnose mental health and psychological problems; however, future trials may provide sufficient evidence for the use of this technology as an adjunct or complementary tool for mental health assessment alongside conventional methods. With the increasing prevalence of telemedicine and remote patient monitoring, PPG has the potential to provide mental health practitioners with cost-effective and convenient means of monitoring their patients’ physiological arousal levels. This can enable earlier detection of mental health issues and enable timely and effective interventions.
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- **DSM-5**: fifth edition of the Diagnostic and Statistical Manual of Mental Disorders
- **ECG**: electrocardiogram
- **HF**: high frequency
- **HR**: heart rate
- **HRV**: heart rate variability
- **LF**: low frequency
- **MeSH**: Medical Subject Headings
- **MDD**: major depressive disorder
- **PPG**: photoplethysmography
- **PRISMA-P**: Preferred Reporting Items for Systematic Review and Meta-Analysis Protocols
- **RMSDD**: root mean square of beat intervals
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Abstract

Background: Telemedicine has played a vital role in providing psychiatric treatment to patients during the rapid transition of services during the COVID-19 pandemic. Furthermore, the use of telemedicine is expected to expand within the psychiatric field. The efficacy of telemedicine is well described in scientific literature. However, there is a need for a comprehensive quantitative review that analyzes and considers the different clinical outcomes and psychiatric diagnoses.

Objective: This paper aimed to assess whether individual psychiatric outpatient treatment for posttraumatic stress disorder, mood disorders, and anxiety disorders in adults using telemedicine is equivalent to in-person treatment.

Methods: A systematic search of randomized controlled trials was conducted using recognized databases for this review. Overall, 4 outcomes were assessed: treatment efficacy, levels of patient satisfaction, working alliance, and attrition rate. The inverse-variance method was used to summarize the effect size for each outcome.

Results: A total of 7414 records were identified, and 20 trials were included in the systematic review and meta-analysis. The trials included posttraumatic stress disorder (9 trials), depressive disorder (6 trials), a mix of different disorders (4 trials), and general anxiety disorder (1 trial). Overall, the analyses yielded evidence that telemedicine is comparable with in-person treatment regarding treatment efficacy (standardized mean difference −0.01, 95% CI −0.12 to 0.09; P=.84; I²=19%, 17 trials, n=1814), patient satisfaction mean difference (−0.66, 95% CI −1.60 to 0.28; P=.17; I²=44%, 6 trials, n=591), and attrition rates (risk ratio 1.07, 95% CI 0.94–1.21; P=.32; I²=0%, 20 trials, n=2804). The results also indicated that the working alliance between telemedicine
and in-person modalities was comparable, but the heterogeneity was substantial to considerable (mean difference 0.95, 95% CI −0.47 to 2.38; P=.19; I²=75%, 6 trials, n=539).

**Conclusions:** This meta-analysis provided new knowledge on individual telemedicine interventions that were considered equivalent to in-person treatment regarding efficacy, patient satisfaction, working alliance, and attrition rates across diagnoses. The certainty of the evidence regarding efficacy was rated as moderate. Furthermore, high-quality randomized controlled trials are needed to strengthen the evidence base for treatment provided via telemedicine in psychiatry, particularly for personality disorders and a range of anxiety disorders where there is a lack of studies. Individual patient data meta-analysis is suggested for future studies to personalize telemedicine.

**Trial Registration:** PROSPERO International Prospective Register of Systematic Reviews CRD42021256357; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=256357

(JMIR Ment Health 2023;10:e44790) doi:10.2196/44790
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**Introduction**

**Background**

During the last 2 decades, there has been increasing interest in and publication of research studies addressing the effect of telemedicine on psychiatric patients [1-5]. Research has highlighted several potential advantages of using telemedicine in mental health services. Some of the most apparent advantages of integrating telemedicine in mental health services are enabling clinicians to reach out to patients living in rural areas and patients with mental health difficulties who find it challenging to attend treatment in person [1,2]. However, several studies have also reported challenges regarding the use of telemedicine for mental health services, including concerns about establishing a good patient-therapist alliance and the underuse of telemedicine by clinicians in resource-constrained clinics [3-5].

The experience of COVID-19 has placed an increased focus on the provision of interventions using telemedicine. This unique world situation, coupled with continual advances in technology, means that a regular synthesis of evidence for psychiatric interventions using telemedicine is warranted [6-10].

In recent years, several meta-analyses have compared the efficacy of psychiatric treatment provided using telemedicine with in-person treatment [11-13]. Drago et al [11] reviewed the evidence of psychiatric counseling (but not specific psychiatric or psychotherapeutic interventions) using telemedicine compared with in-person treatment. They included 24 randomized controlled trials (RCTs) primarily for posttraumatic stress disorder (PTSD) and major depression and found no difference in treatment effects between the 2 modalities. Their review did not examine the satisfaction, alliance, or attrition rates between the 2 modes of treatment. Battistini et al [12] conducted a large meta-analysis with broad inclusion criteria and combined data from a variety of study designs (RCTs and within subjects), reported outcomes (observer rated and self-report), and treatment format (individual and group). Their analysis included 43 studies and found that treatment effects were largely comparable between telemedicine and in-person modalities; however, they did not examine satisfaction, alliance, or attrition rates between the 2 modes of treatment. Giovanetti et al [13] focused exclusively on comparing psychotherapeutic interventions for depression. They included 11 RCTs and found that telemedicine-based psychotherapy had comparable efficacy with in-person psychotherapy [13]. They also found no differences in the attrition rates between the 2 modalities in patients diagnosed with depression.

**Objective**

This meta-analysis builds on the results of previous reviews by addressing some of the deficiencies of earlier meta-analyses and providing a comprehensive and updated overview of the evidence for telemedicine in psychiatric settings. Thus, the primary aim of this systematic review and meta-analysis is to examine whether individual psychiatric outpatient interventions for adults using telemedicine are equivalent to the in-person format regarding treatment efficacy. As part of this comprehensive meta-analysis comparing the treatment effects between telemedicine and in person, we examined different diagnostic disorders and analyzed a range of moderators. Second, the meta-analysis addressed several gaps in current scientific research using standard and valid measures to examine the satisfaction, working alliance, and attrition rates between telemedicine and in-person modalities across a range of psychiatric diagnoses.

**Methods**

**Overview**

The methods section of this systematic review and meta-analysis is described in a published peer-reviewed protocol [14]. This systematic review was conducted according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [15]. The PRISMA checklist can be found on the web (Multimedia Appendix 1).

**Registration and Protocol**

This systematic review was registered in PROSPERO (CRD42021256357). A peer-reviewed protocol has been published for this study. First, a post hoc analysis was conducted to evaluate attrition outcomes based on diagnosis (PTSD and Depression). Second, subgroup analysis for the moderators, “settings,” and “vulnerable populations” were poorly described.
in the included studies, and subgroup analysis for these moderators was therefore not applicable. Third, the title names have been adjusted. Apart from the listed amendments, no significant amendments were made compared with the published protocol.

Inclusion Criteria
The eligibility criteria were based and restricted on the type of study, population, intervention, comparator, and outcomes of the studies.

Types of Studies
RCTs were considered.

Types of Participants
The participants were (1) adults (aged >18 years), (2) receiving individual psychiatric outpatient treatment, and (3) diagnosed with PTSD, mood disorders, anxiety, or personality disorders according to both the American Psychiatric Association’s Diagnostic and Statistical Manual of Mental Disorders III-V and the World Health Organization's International Statistical Classification of Diseases 9 or 10. Participants with comorbid diagnoses were also included, with the exception of those diagnoses covered in the exclusion criteria.

Types of Interventions
Individual treatment through synchronous real-time video consultations in outpatient settings. Treatment was defined as an intervention that involved psychotherapy, pharmacological treatment, or psychoeducation.

Types of Comparators or Controls
The comparator was individual treatment in person with the same active treatment that the intervention group (telemedicine) received.

Types of Outcomes
The primary outcome was studies that assessed psychopathology (efficacy) after using a mental health service. The secondary outcomes of interest were (1) patient satisfaction, (2) working alliance, and (3) attrition rate.

Exclusion Criteria
The following criteria were considered the reason for exclusion:

- Participant aged <18 years
- Group therapy
- Different psychotherapeutic (treatments) approaches used in the telemedicine and in-person modalities
- Trials involving populations primarily treating psychotic disorders, mental retardation, bipolar disorder, alcohol abuse, and substance use disorders
- Trials using asynchronous communication systems as an intervention (eg, emails and static websites without video function) and telephones with only audio function as an intervention

Information Sources and Search Strategy
The first step in the systematic review was a comprehensive search in electronic databases. The database search strategy was developed using input from the project team. A search was conducted for studies published between 1967 and October 2022. The following databases were used: MEDLINE (PubMed interface, 1986 onward), APA PsycINFO (Ovid interface, 1967 onward), Embase (Ovid interface, 1974 onward), Web of Science (Clarivate interface, 2001 onward), and CINAHL (EBSCOhost interface, 1981 onward).

Medical Subject Headings (MeSH) and text words related to the search terms “psychiatry” and “telemedicine” were used to develop the search string in MEDLINE.

Examples of MeSH and text words related to the term “psychiatry” included: (“Psychiatry” [MeSH Terms] or “Mental Disorders” [MeSH Terms] or “Mental Health Services” [MeSH Terms]) and (“mental health counseling” [Title/Abstract] or “mental health care” [Title/Abstract] or “psychiatric home care” [Title/Abstract] or “psychiatric outpatient” [Title/Abstract]).

Examples of MeSH and text words related to the term “telemedicine” included: (“Telemedicine” [MeSH Terms] or “Videoconferencing” [MeSH Terms] or “Remote Consultation” [MeSH Terms] and “telecare” [Title/Abstract] or “teleconsultation” [Title/Abstract] or “telemedic*” [Title/Abstract] or “telepsychiatr*”) Both search terms “psychiatry” and “telemedicine” were combined with (AND).

Specific syntax and subject headings were subsequently adapted individually to the different databases.

No language or date restrictions were implemented in the search process. Owing to the preliminary search’s unmanageable results (>20,000 hits), the highly sensitive search strategy filters of Cochrane identifying randomized trials were applied. Unpublished studies were not sought.

The second step in the search strategy was a manual literature search to identify additional primary studies for systematic review. The third step involved scanning the reference lists of the included studies or relevant reviews identified in the first and second steps, respectively.

Data Management
Records from the literature search were exported to the reference manager Endnote X9 (Clarivate Analytics) [16]. From Endnote, records were exported to Covidence (Veritas Health Innovation), a web app tool that facilitates collaboration among review team members during the study selection and data extraction process [17]. Data extracted in Covidence were exported to RevMan 5.4 (Cochrane Collaboration) for data analysis [18].

Selection Process
AAS and AA were responsible for the selection process. The 2 authors independently screened the titles and abstracts of the records in Covidence to identify potentially eligible records. The second step involved screening full-text reports to assess whether the reports met the eligibility criteria. Three authors (pairwise) were responsible for the second step (AAS, SFA, or JPS). Disagreements in the full-text screening process were resolved through discussions between the authors. A fourth
reviewer, OJS, was consulted in case of continued disagreement despite discussion. The selection process was documented in the PRISMA flow diagram, including reasons for exclusion. Interrater reliability was measured using Cohen κ coefficient for the title and abstract screening and full-text review processes.

Data Collection Process
AAS, SFA, and JPS were responsible for the data collection process. Data extraction was performed independently by 2 authors using a standardized electronic data extraction form in Covidence. The data extraction form was pilot tested on 5 reports, and the reviewers met and discussed the form before starting the review. Disagreements in the data collection process were resolved through discussions between the authors. A third reviewer (OJS) was consulted when disagreements could not be resolved between the independent authors. If multiple reports of the same study were encountered, data from all reports were extracted into a single data collection form in Covidence [19]. Missing data were obtained by contacting and requesting these data from the study authors.

Data Items
We extracted the following data items for each study: (1) study characteristics (authors, author contact details, aim of the study, trial design, location, trial size, sample size calculation, year of publication, and country); (2) population characteristics (remote or rural area or urban, country, diagnosis or condition, mean age, and sex); (3) intervention or control (internet connection speed, bandwidth, therapy type, number of consultation sessions, and duration of consultation); and (4) clinical outcome (assessment tools, psychopathology [efficacy outcome], patient satisfaction, working alliance, and attrition rate). When reported in the studies, we collected data from the intention-to-treat analysis; otherwise, we collected data from the per-protocol analysis.

Outcomes and Prioritization
The primary outcome was efficacy, as assessed by clinician or patient-rated scales. As we expected that different assessment tools had been used for measuring the primary outcome, we prioritized clinician-rated scales over patient-rated scales, should both be available.

The secondary outcomes were (1) patient satisfaction, (2) working alliance, and (3) attrition rate. The patient satisfaction measure was restricted to the Client Satisfaction Questionnaire-8 (CSQ-8) [20], and the working alliance was restricted to the Working Alliance Inventory-Client version (WAI-C) [21]. The attrition rate was defined as the proportion of individuals who withdrew after being randomized to a modality to the total number of participants randomized to a modality.

Risk of Bias in Individual Studies
Authors AAS, SFA, and JPS performed (pairwise) the risk of bias (quality) assessment for the primary outcome (treatment efficacy) in each individual study, using the revised Cochrane risk-of-bias tool for randomized trials (RoB 2) [19]. The bias domains assessed included (1) bias arising from the randomization process, (2) bias due to deviations from intended interventions, (3) bias due to missing outcome data, (4) bias in the measurement of the outcome, and (5) bias in the selection of the reported result. The overall risk of bias for each study was marked as (1) “low risk of bias” if all domains were judged to be at low risk of bias, (2) “some concerns” if at least one domain was judged to raise some concerns but not to be at high risk of bias for any domain, or (3) “high risk of bias” if any domain was judged to be at a high risk of bias. Disagreements between the mentioned researchers regarding the risk of bias were resolved through consensus or by a third researcher (OJS). The Covidence tool was used to assess the risk of bias.

Data Synthesis (Statistical Methods)
The general strategy for data synthesis was to perform a quantitative synthesis (meta-analysis). Heterogeneity (I² values) were judged as follows: 0%-40% may represent little heterogeneity, 30%-60% may represent moderate heterogeneity, 50%-90% may represent substantial heterogeneity, and 75%-100% may represent considerable heterogeneity. Heterogeneity, which is the percentage of variation across studies owing to heterogeneity rather than chance, was evaluated for clinical, methodological, and statistical heterogeneity [19].

Quantitative Synthesis
We expected clinical and methodological heterogeneity in the pooled studies; therefore, we applied a random effects model to obtain the overall effect size estimate. The inverse-variance method was used to perform the meta-analysis. Larger studies with less variance were given more weight in the meta-analysis owing to more precise effect size estimates than smaller studies.

Continuous Outcome Measures
The standardized mean difference (SMD) effect size was calculated for the primary outcome using the Hedges g formula. Different assessment tools were used to calculate the effect size of the primary outcome in each study. Therefore, SMD was statistically suitable for estimating the effect size for each study. Forest plots were used to present study-specific effect sizes and overall effect sizes, including 95% CIs. Furthermore, we calculated the I² statistic to quantify heterogeneity and the χ² statistic to test for heterogeneity ($P\leq.10$ significance level).

For the secondary outcomes—patient satisfaction and working alliance—the mean difference (MD) effect size was calculated as these secondary outcomes were assessed using a single standardized tool (CSQ-8 and WAI-C). Therefore, standardization was not needed to calculate the effect size across studies. The same statistical approach used for the primary outcome was applied to the secondary outcomes of patient satisfaction and working alliance.

Postintervention data (sample size, mean, and SD) for each treatment modality (in person and telemedicine) were used to calculate the effect size of the continuous outcome measures (efficacy, satisfaction, and alliance), which is considered a valid approach [22].

Dichotomous Outcome Measures
The risk ratio effect size and its 95% CI was calculated for the secondary outcome attrition rate. A forest plot was created to present the effect size for each study and the overall effect size.
for pooled analysis and was supplemented with $P$ and $\chi^2$ statistics.

**Additional Primary Outcome Analyses (Investigating Heterogeneity)**

**Moderator Analysis**

For the primary outcome, subgroup analyses for different patient groups were performed based on (1) participant diagnosis, as specified in the eligibility criteria; (2) age; (3) length of treatment course or program; and (4) therapy type.

The year of study publication was evaluated through a meta-regression, and the $P$ value for the regression was computed ($P \leq .05$ significance level).

**Sensitivity Analysis**

A sensitivity analysis was also performed to determine the robustness of the meta-analysis and included (1) sensitivity testing for only high-quality trials and (2) testing for whether the findings were sensitive to random effects or fixed effects models.

**Meta-Bias**

Publication bias was assessed visually using a funnel plot and tested statistically using the Egger test [19,23].

**Certainty of the Evidence**

The GRADE (Grading of Recommendations Assessment, Development, and Evaluation) approach as recommended by the Cochrane Collaboration was used to assess the certainty (confidence) of the evidence [19,24]. The certainty of the evidence for the primary outcome was evaluated for 5 domains and included an evaluation of the risk of bias (Rob 2), inconsistency, indirectness, imprecision, and publication bias. Each domain was graded as having a “serious,” “very serious,” or “not serious” impact on the certainty of the evidence and was downgraded with 1 level, 2 levels, or no downgrading, respectively. The GRADE approach was conducted using GRADEpro GDT software [25]. Two independent authors performed the GRADE approach (AAS and OJS), and a third author (SA) was consulted when disagreements occurred. The certainty of the evidence will be presented in the GRADE summary of the findings table.

**Ethical Considerations and Dissemination**

Ethical approval was not required for this systematic review and meta-analysis. The data sets (extraction) are deposited in the Zenodo repository (DOI:10.5281/zenodo.7339263). This study will be disseminated at scientific conferences.

**Results**

**Study Selection**

This study focused on outpatient psychiatric treatment conducted via telemedicine (video) or in person for PTSD, mood disorders, and anxiety disorders. The PRISMA flow diagram shows all stages of the article identification, screening, inclusion, and exclusion processes (Figure 1). Searches generated 7414 records. Two records were identified through manual literature search and tested statistically using the Egger test [19,23].

**Certainty of the Evidence**

The GRADE (Grading of Recommendations Assessment, Development, and Evaluation) approach as recommended by the Cochrane Collaboration was used to assess the certainty (confidence) of the evidence [19,24]. The certainty of the evidence for the primary outcome was evaluated for 5 domains and included an evaluation of the risk of bias (Rob 2), inconsistency, indirectness, imprecision, and publication bias. Each domain was graded as having a “serious,” “very serious,” or “not serious” impact on the certainty of the evidence and was downgraded with 1 level, 2 levels, or no downgrading, respectively. The GRADE approach was conducted using GRADEpro GDT software [25]. Two independent authors performed the GRADE approach (AAS and OJS), and a third author (SA) was consulted when disagreements occurred. The certainty of the evidence will be presented in the GRADE summary of the findings table.

**Ethical Considerations and Dissemination**

Ethical approval was not required for this systematic review and meta-analysis. The data sets (extraction) are deposited in the Zenodo repository (DOI:10.5281/zenodo.7339263). This study will be disseminated at scientific conferences.

**Results**

**Study Selection**

This study focused on outpatient psychiatric treatment conducted via telemedicine (video) or in person for PTSD, mood disorders, and anxiety disorders. The PRISMA flow diagram shows all stages of the article identification, screening, inclusion, and exclusion processes (Figure 1). Searches generated 7414 records. Two records were identified through manual literature search and reference list scanning. After removing the duplicates and applying inclusion and exclusion criteria to the titles and abstracts, 111 reports emerged as candidates for full-text review. A total of 20 studies were included in the final review. Cohen $\kappa$ coefficient indicated fair interrater reliability for the title and abstract screening process (AAS and AA: Cohen $\kappa=0.27$), whereas it was moderate for the full-text review process (AAS and SFA: Cohen $\kappa=0.52$; AAS and JS: Cohen $\kappa=0.5$).
Study Characteristics

Overview

Table 1 presents the descriptive characteristics of the 20 included studies.
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Sample size, n</th>
<th>Diagnosis</th>
<th>Age (years), mean (SD)</th>
<th>Female, n (%</th>
<th>Intervention type</th>
<th>Number of sessions (interval in weeks)</th>
<th>Outcome or outcomes of interest (assessment instrument)</th>
<th>Bias (RoB) as assessed for primary outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peterson et al [26], 2022</td>
<td>120</td>
<td>PTSD b</td>
<td>39.95 (10.36)</td>
<td>14 (11)</td>
<td>Cognitive processing therapy</td>
<td>12 (2 sessions per week)</td>
<td>• Psychopathology (PCL-5)</td>
<td>High risk</td>
</tr>
<tr>
<td>Acierno et al [27], 2021</td>
<td>136</td>
<td>PTSD</td>
<td>43.4 (11.5)</td>
<td>136 (100)</td>
<td>Prolonged exposure</td>
<td>14 (1)</td>
<td>• Psychopathology (PCL-5)</td>
<td>High risk</td>
</tr>
<tr>
<td>Liu et al [28], 2020</td>
<td>207</td>
<td>PTSD</td>
<td>48.4 (14.1)</td>
<td>47 (23)</td>
<td>Cognitive processing therapy</td>
<td>12 (1)</td>
<td>• Psychopathology (CAPS-5)</td>
<td>Some concerns</td>
</tr>
<tr>
<td>Morland et al [29], 2020</td>
<td>175</td>
<td>PTSD</td>
<td>46.5 (14.11)</td>
<td>43 (24)</td>
<td>Prolonged exposure</td>
<td>6-15 (1)</td>
<td>• Psychopathology (CAPS-5)</td>
<td>High risk</td>
</tr>
<tr>
<td>Watts et al [30], 2020</td>
<td>115</td>
<td>GAD e</td>
<td>41 (15.7)</td>
<td>95 (83)</td>
<td>Cognitive behavioral therapy</td>
<td>15 (1)</td>
<td>• Psychopathology (ADIS-IV)</td>
<td>High risk</td>
</tr>
<tr>
<td>Haghnia et al [31], 2019</td>
<td>71</td>
<td>PTSD</td>
<td>Range: 45-60 year</td>
<td>0 (0)</td>
<td>Case management</td>
<td>9 (1)</td>
<td>• Attrition</td>
<td>High risk</td>
</tr>
<tr>
<td>Acierno et al [32], 2016</td>
<td>265</td>
<td>PTSD</td>
<td>45.6 (14.9)</td>
<td>16 (6)</td>
<td>Behavioral activation</td>
<td>8 (1)</td>
<td>• Psychopathology (PCL-Military version)</td>
<td>Some concerns</td>
</tr>
<tr>
<td>Hungerbuehler et al [33], 2016</td>
<td>107</td>
<td>Depression</td>
<td>35.64 (8.33)</td>
<td>76 (71)</td>
<td>Case management</td>
<td>5 (4)</td>
<td>• Psychopathology (HDRS-17)</td>
<td>Some concerns</td>
</tr>
<tr>
<td>Luxton et al [34], 2016</td>
<td>121</td>
<td>Depression</td>
<td>Range: 19-65 year</td>
<td>22 (18)</td>
<td>Behavioral activation</td>
<td>8 (1)</td>
<td>• Psychopathology (BDI-II)</td>
<td>Low risk</td>
</tr>
<tr>
<td>Maiertitsch et al [35], 2016</td>
<td>90</td>
<td>PTSD</td>
<td>30.93 (6.05)</td>
<td>6 (7)</td>
<td>Cognitive processing therapy</td>
<td>A minimum of 10 (1)</td>
<td>• Psychopathology (CAPS)</td>
<td>Some concerns</td>
</tr>
<tr>
<td>Egede et al [36], 2015</td>
<td>241</td>
<td>Depression</td>
<td>63.9 (5.1)</td>
<td>5 (2)</td>
<td>Behavioral activation</td>
<td>8 (1)</td>
<td>• Psychopathology (BDI)</td>
<td>Some concerns</td>
</tr>
<tr>
<td>Morland et al [37], 2015</td>
<td>124</td>
<td>PTSD</td>
<td>46.4 (11.9)</td>
<td>100 (100)</td>
<td>Cognitive processing therapy</td>
<td>12 (1)</td>
<td>• Psychopathology (CAPS)</td>
<td>Low risk</td>
</tr>
<tr>
<td>Yuen et al [38], 2015</td>
<td>52</td>
<td>PTSD</td>
<td>43.98 (15.18)</td>
<td>1 (2)</td>
<td>Prolonged exposure</td>
<td>8-12 (1)</td>
<td>• Psychopathology (CAPS)</td>
<td>Low risk</td>
</tr>
<tr>
<td>Choi et al [39], 2014</td>
<td>85</td>
<td>Depression</td>
<td>65.21 (9.22)</td>
<td>66 (78)</td>
<td>Case management</td>
<td>6</td>
<td>• Psychopathology (HAM-Di)</td>
<td>High risk</td>
</tr>
</tbody>
</table>
Demographics

The number of participants included in each study ranged from 24 to 495 (mean 144, SD 101.40). Out of 20 studies, 14 (70%) studies reported mean ages ranging from 20 to 65 years (mean 44.32, SD 11.19), 5 (25%) studies reported different ranges and percentages of age, and 1 (5%) study did not provide information about participant age. Most studies included a mix of males and females (17/20, 85%); 10% (2/20) of studies consisted of only females, and 5% (1/20) of only males. The diagnoses included PTSD (9/20, 45% studies), depressive disorders (6/20, 30% studies), a mix of different diagnoses (4/20, 20% studies), and general anxiety disorder (1/20, 5% studies).

Interventions

A range of treatment interventions via telemedicine and in person were offered, including prolonged exposure (3/20, 15% studies), cognitive processing therapy (4/20, 20% studies), behavioral activation treatment (3/20, 15% studies), cognitive behavioral therapy (3/20, 15% studies), and case management (7/20, 35% studies). The overall number of sessions varied between 4 and 15, with a median of around 8 sessions.
Outcomes

This study had 4 outcomes of interest: treatment efficacy, working alliance, treatment satisfaction, and attrition rates. Attrition rates were the only outcome reported in every study (20/20, 100%), whereas efficacy was measured in 85% (17/20) of studies. Out of 20 studies, 6 (30%) studies measured treatment satisfaction using the CSQ-8, and 6 (30%) studies measured the working alliance using a version of the WAI-C.

Treatment Efficacy (Psychopathology)

Overview

Data from 17 RCTs were pooled in the random-effect meta-analysis to examine the efficacy of treatment delivered via telemedicine and in person (Figure 2).

Figure 2. Forest plot (treatment efficacy) [26-30,32-43].

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Telemedicine Mean</th>
<th>SD</th>
<th>Total</th>
<th>In-person Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stubbs 2013</td>
<td>8.46</td>
<td>7.62</td>
<td>13</td>
<td>14.2</td>
<td>9.59</td>
<td>10</td>
<td>1.5%</td>
</tr>
<tr>
<td>Peterson 2022</td>
<td>23.1</td>
<td>15</td>
<td>25</td>
<td>30.9</td>
<td>15.2971</td>
<td>26</td>
<td>3.2%</td>
</tr>
<tr>
<td>Chong 2012</td>
<td>4.7</td>
<td>5.1</td>
<td>63</td>
<td>6.8</td>
<td>6</td>
<td>69</td>
<td>7.2%</td>
</tr>
<tr>
<td>Egede 2015</td>
<td>20.82</td>
<td>18.7915</td>
<td>25</td>
<td>28.22</td>
<td>25.6342</td>
<td>34</td>
<td>3.6%</td>
</tr>
<tr>
<td>Yuan 2015</td>
<td>35.91</td>
<td>17.66</td>
<td>23</td>
<td>38.33</td>
<td>22.25</td>
<td>29</td>
<td>3.3%</td>
</tr>
<tr>
<td>Watts 2020</td>
<td>2.96</td>
<td>1.9</td>
<td>52</td>
<td>3.15</td>
<td>1.95</td>
<td>65</td>
<td>6.6%</td>
</tr>
<tr>
<td>Choi 2014</td>
<td>13.92</td>
<td>6.9</td>
<td>34</td>
<td>14.44</td>
<td>7</td>
<td>34</td>
<td>4.2%</td>
</tr>
<tr>
<td>Montan 2015</td>
<td>50.5</td>
<td>41.3862</td>
<td>61</td>
<td>53.6</td>
<td>53.6</td>
<td>63</td>
<td>7.0%</td>
</tr>
<tr>
<td>Acerno 2016</td>
<td>57.9</td>
<td>12.7</td>
<td>63</td>
<td>58.6</td>
<td>14</td>
<td>73</td>
<td>7.5%</td>
</tr>
<tr>
<td>O'Reilly 2007</td>
<td>49.7</td>
<td>12.6</td>
<td>138</td>
<td>49.7</td>
<td>13.3</td>
<td>148</td>
<td>12.5%</td>
</tr>
<tr>
<td>Maierach 2016</td>
<td>51.2</td>
<td>28.3</td>
<td>25</td>
<td>50.7</td>
<td>22.1</td>
<td>26</td>
<td>3.3%</td>
</tr>
<tr>
<td>Montan 2020</td>
<td>21.5</td>
<td>14.77</td>
<td>58</td>
<td>20.6</td>
<td>12.86</td>
<td>58</td>
<td>6.6%</td>
</tr>
<tr>
<td>De La Cuevas 2006</td>
<td>1.6</td>
<td>1</td>
<td>66</td>
<td>1.5</td>
<td>1</td>
<td>64</td>
<td>7.2%</td>
</tr>
<tr>
<td>Luxton 2016</td>
<td>13.82</td>
<td>12.02</td>
<td>45</td>
<td>11.74</td>
<td>12.08</td>
<td>42</td>
<td>5.2%</td>
</tr>
<tr>
<td>Hungerbuehler 2016</td>
<td>4.65</td>
<td>4.13</td>
<td>49</td>
<td>3.9</td>
<td>3.88</td>
<td>43</td>
<td>5.4%</td>
</tr>
<tr>
<td>Acerno 2021</td>
<td>34.02</td>
<td>22.14</td>
<td>69</td>
<td>28.8</td>
<td>22.01</td>
<td>67</td>
<td>7.5%</td>
</tr>
<tr>
<td>Liu 2020</td>
<td>62.1</td>
<td>27.5</td>
<td>80</td>
<td>53.4</td>
<td>26.2</td>
<td>74</td>
<td>8.1%</td>
</tr>
</tbody>
</table>

Total (95% CI) 889 925 100.0%

Heterogeneity: Tau² = 0.01; Chi² = 19.77, df = 16 (P = 0.02); I² = 19%
Test for overall effect: Z = 0.21 (P = 0.84)

Meta-Bias

Publication bias was visually evaluated using a funnel plot (Figure 3). The funnel plot shows symmetry, indicating no risk of publication bias. The risk of publication bias was also evaluated statistically using the Egger test, which did not reveal the presence of funnel plot asymmetry (intercept=-1.718, 95% CI -3.57 to -1.818, t₁₇=-1.818; P=.09, 17 trials, n=1814).
Certainty of the Evidence

The certainty of the evidence was rated as moderate according to GRADE (Figure 4). The downgrading was due to the risk of bias in multiple trials (poor reporting of how studies were planned and conducted). Of the 17 included trials, only 3 (18%) studies were rated as having a low risk of bias, 7 (41%) studies were rated as having some concerns of bias, and 7 (41%) studies were rated as having a high risk of bias.

Additional Primary Outcome Analyses (Investigating Heterogeneity)

Moderator Analyses

Moderator analyses were performed on 5 moderators: 4 performed in the subgroup analyses (age, diagnosis, number of sessions, and type of treatment) and 1 performed in a meta-regression analysis (publication year). The subgroup analyses presented in Table 2 indicate no statistical differences between the aggregated subgroups for any potential moderators. Most subgroup analyses showed little to moderate heterogeneity. In general, the results of the subgroup analyses must be interpreted with caution because of the small number of trials (<10) included in each subgroup analysis.

The meta-regression analysis included 17 trials and revealed no association between the estimated effect size and year of publication ($F_{1,15}=0.355; P=.56; I^2=19.84, 17$ trials, n=1814).
### Table 2. Subgroup analyses.

<table>
<thead>
<tr>
<th>Moderator</th>
<th>Included studies, n</th>
<th>SMDa (95% CI)</th>
<th>I² (df)</th>
<th>$\chi^2$</th>
<th>Sample size, n</th>
<th>P value</th>
<th>$P_{\text{subgroup}}$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (range values: 18-75 years)</td>
<td>4</td>
<td>-0.03 (0.25 to 0.18)</td>
<td>0.43</td>
<td>5.3 (3)</td>
<td>635</td>
<td>.15</td>
<td></td>
</tr>
<tr>
<td>Mean age (20-44 years)</td>
<td>7</td>
<td>-0.04 (-0.25 to 0.17)</td>
<td>0.29</td>
<td>8.5 (6)</td>
<td>522</td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td>Mean age (45-65 years)</td>
<td>6</td>
<td>0.02 (-0.14 to 0.19)</td>
<td>0.12</td>
<td>5.7 (5)</td>
<td>657</td>
<td>.34</td>
<td></td>
</tr>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>3</td>
<td>-0.01 (-0.25 to 0.22)</td>
<td>0.22</td>
<td>2.6 (2)</td>
<td>439</td>
<td>.28</td>
<td></td>
</tr>
<tr>
<td>PTSDb</td>
<td>8</td>
<td>0.04 (-0.12 to 0.20)</td>
<td>0.21</td>
<td>8.9 (7)</td>
<td>820</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>5</td>
<td>-0.08 (-0.33 to 0.16)</td>
<td>0.39</td>
<td>6.5 (4)</td>
<td>438</td>
<td>.16</td>
<td></td>
</tr>
<tr>
<td><strong>Number of sessions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;8</td>
<td>9</td>
<td>0.00 (-0.17 to 0.18)</td>
<td>0.32</td>
<td>11.7 (8)</td>
<td>824</td>
<td>.16</td>
<td></td>
</tr>
<tr>
<td>≤8</td>
<td>8</td>
<td>-0.04 (-0.17 to 0.10)</td>
<td>0.08</td>
<td>7.6 (7)</td>
<td>990</td>
<td>.37</td>
<td></td>
</tr>
<tr>
<td><strong>Treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prolonged exposure</td>
<td>3</td>
<td>0.11 (-0.12 to 0.34)</td>
<td>0.57</td>
<td>7.0 (3)</td>
<td>380</td>
<td>.07</td>
<td></td>
</tr>
<tr>
<td>Cognitive Processing Therapy</td>
<td>4</td>
<td>-0.01 (-0.34 to 0.31)</td>
<td>0.03</td>
<td>2.1 (2)</td>
<td>282</td>
<td>.36</td>
<td></td>
</tr>
<tr>
<td>Behavioral activation</td>
<td>3</td>
<td>-0.04 (-0.28 to 0.20)</td>
<td>0.03</td>
<td>2.1 (2)</td>
<td>270</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td>Cognitive Behavioral Therapy</td>
<td>3</td>
<td>-0.07 (-0.36 to 0.23)</td>
<td>0.26</td>
<td>2.7 (2)</td>
<td>578</td>
<td>.19</td>
<td></td>
</tr>
<tr>
<td>Case Management</td>
<td>4</td>
<td>-0.07 (-0.29 to 0.15)</td>
<td>0.38</td>
<td>4.8 (3)</td>
<td>578</td>
<td>.19</td>
<td></td>
</tr>
</tbody>
</table>

aSMD: standardized mean difference.
bPTSD: posttraumatic stress disorder.

### Sensitivity Analyses

Sensitivity analyses were performed to determine the robustness of the meta-analysis. It included (1) removing low-quality studies (ie, studies rated as “some concerns” and “high concerns” assessed using RoB 2) and (2) testing whether the findings are sensitive to fixed effects models. Three studies, judged to be high-quality studies, were pooled together and yielded results supporting the robustness of the meta-analysis, that is, no difference in the efficacy between in-person and telemedicine modalities (SMD=0.00, 95% CI −0.24 to 0.25; $P=0.98$; $I^2=0\%$, 3 trials, n=263). The overall estimated effect size was not sensitive to the fixed effects model (SMD=0.00, 95% CI −0.10 to 0.09; $P=0.92$; $I^2=19\%$, 17 trials, n=1814), further supporting the robustness of the meta-analysis.

### Patient Satisfaction

Patient satisfaction was assessed using CSQ-8, which was used in 6 trials. The forest plot shows the overall estimated effect size for the pooled trials (Figure 5). The analysis shows that the overall estimated effect size include 0 (MD=−0.66, 95% CI −1.60 to 0.28; $P=0.17$; $I^2=44\%$, 6 trials, n=591). Therefore, the results indicate no statistical difference in patient satisfaction between the in-person and telemedicine treatment modalities. The estimated total heterogeneity for the analysis is 44%, indicating moderate heterogeneity.

### Working Alliance

The working alliance, as rated by patients, was assessed using WAI-C, which was applied in 6 trials. The forest plot shows the overall estimated effect size for the pooled trials (Figure 6). The analysis shows that the overall estimated effect size include 0 (MD=0.95, 95% CI 0.47 to 2.38; $P=0.19$; $I^2=75\%$, 6 trials, n=539). Thus, the results indicate no statistical difference in the
working alliance between the in-person and telemedicine treatment modalities, and the levels of the working alliance are comparable for the 2 treatment modalities. However, the estimated total heterogeneity for the analysis is 75%, indicating substantial to considerable heterogeneity and is statistically significant ($\chi^2 = 20; P = .001$).

**Figure 6.** Forest plot (working alliance) [30,33,35,37,40].

### Attrition Rate

All trials included in the meta-analysis (N=20) reported data on attrition rates. The number of attrition events for each modality was either directly extracted from the studies or calculated by subtracting the number of completers from the number of those randomized to a treatment modality. The forest plot shows the overall estimated effect size for the pooled trials assessing the attrition ratio between the modalities (Figure 7). The analysis shows that the overall estimated effect size include 1; therefore, the results indicate no statistical difference in patient attrition rates between the in-person and telemedicine treatment modalities (risk ratio 1.07, 95% CI 0.94-1.21; $P = .32$; $\hat{I}^2 = 0$, 20 trials, n=2804). The estimated total heterogeneity for the analysis is 0%, indicating no heterogeneity. The funnel plot and the Egger test was conducted and did not reveal the presence of asymmetry, indicating no risk of publication bias. Post hoc analysis was conducted to evaluate attrition outcomes based on diagnosis (PTSD and Depression), which did not influence the overall findings.

**Figure 7.** Forest plot (attrition rate).

### Discussion

#### Principal Findings

The primary objective of this systematic review and meta-analysis was to evaluate whether individual psychiatric outpatient treatment for adults with PTSD, mood disorders, and anxiety disorders using telemedicine is comparable with in-person treatment. Second, the study evaluated whether patient satisfaction, working alliance using standard measures, and attrition rates were comparable between telemedicine and in-person treatment modalities. A comprehensive literature search for RCTs comparing telemedicine with in-person modalities was conducted. Using stringent eligibility criteria, 20 RCTs that met prespecified eligibility criteria were identified [14]. Overall, the study results indicate that treatment delivered through telemedicine is comparable with in-person treatment modality regarding treatment efficacy, patient satisfaction, working alliance, and attrition rate.
The primary outcome evaluated in this systematic review was efficacy and included 17 trials assessing treatment effects between the telemedicine and in-person treatment modalities. The results did not indicate a risk of publication bias. To test the robustness of the overall finding, that is, no difference in the treatment effect between telemedicine and in-person treatment modality regarding efficacy, prespecified sensitivity analyses were conducted, which supported the overall finding. Different moderators were tested for their potential influence on efficacy and included different age groups, diagnoses, number of sessions, types of psychotherapy, and publication year. None of the evaluated moderators affected the overall findings, strengthening the evidence for the equality between telemedicine and in-person treatment on various clinical and methodological characteristics. The results of this systematic review and meta-analysis are consistent with those of previously published meta-analyses, indicating the nonsuperiority of in person to telemedicine across psychiatric diagnoses [11-13]. However, when interpreting the results for the moderators in the subgroup analysis, it is important to note that relatively few studies (<10) were included in each moderator analysis, which is a considerable limitation [46]. The meta-analysis focused on PTSD, mood disorders, and anxiety disorders in which most trials included were focused on PTSD (n=8) and depression (n=5). There were no studies included that compared the treatment effects between telemedicine and in person for patients with personality disorders, social phobia, and agoraphobia. Further studies are required to determine the efficacy of psychiatric treatment using telemedicine for these disorders.

The secondary outcomes investigated between the 2 treatment modalities included patient satisfaction, working alliance, and attrition rates.

Satisfaction measurement was limited to CSQ-8, resulting in 6 RCTs in the meta-analysis. The results indicate that satisfaction between treatment modalities (in person and telemedicine) is comparable, and heterogeneity is low to moderate. To our knowledge, satisfaction has only been evaluated in a single meta-analysis by Hyler et al [47], who concluded the equivalence in satisfaction between telemedicine and in-person treatment modalities regarding psychiatric assessment. However, the authors also mention limitations with the study owing to the ad hoc and untested instruments applied for measuring satisfaction and pooling the satisfaction measure for both the patients and therapists in the same analysis. This meta-analysis on satisfaction was restricted to a single validated questionnaire (CSQ-8), strengthening the evidence for equivalence in treatment satisfaction between telemedicine and in-person modalities.

The assessment of working alliance was limited to alliance reported by patients (WAI-C), resulting in 6 RCTs in the meta-analysis. The results indicate that the working alliance between treatment modalities was comparable, although heterogeneity was substantial to considerable ($I^2=75\%$; $\chi^2=20$; $P=.001$), weakening the finding. Further analyses investigating heterogeneity were not possible because of the small number of included studies applying WAI-C, and this was not prespecified in the protocol. A working alliance is considered an important factor in psychotherapy outcomes, and clinicians have shown some concern that the telemedicine format of treatment may negatively impact the working alliance [48,49].

Previous research on alliance in telemedicine interventions has shown varied results but generally shows that a good therapeutic alliance can be established in telemedicine interventions and is comparable with in-person interventions [50]. Although patients consistently rate working alliance as good in telemedicine interventions, therapists have shown a tendency to rate the alliance as lower than in-person interventions. Norwood et al [3] evaluated the working alliance in a noninferiority meta-analysis and found that alliance in telemedicine is inferior to in person. Although this study combined ratings of patient and therapist alliance, the authors acknowledged that this procedure may have reduced the overall levels of alliance in the telemedicine condition. To our knowledge, this meta-analysis is the first study to examine therapeutic alliance as rated only by the patients. The comparable levels of alliance reported by patients are further supported by the similar levels of attrition and patient satisfaction rates between the telemedicine and in-person interventions found in this meta-analysis. Future studies should aim to examine how the working alliance is established over time and its implications for outcomes when treatment is delivered through telemedicine.

The attrition rate was comparable between treatment modalities (telemedicine and in person) across diagnoses (PTSD and depression) and is consistent with the results published by Giovanetti et al [13]. The authors included 11 RCTs and found equivalent attrition rates between the telemedicine and in-person treatment modalities; however, the authors only assessed attrition rates in patients with depression. Thus, the telemedicine modality of psychiatric treatment did not appear to negatively impact sustained engagement when compared with treatment via the in-person modality.

**Study Limitations**

First, the stringent eligibility criteria regarding population, intervention, control, and outcome measures limited the total number of studies available for analysis. Second, the inadequate and poor reporting of the included studies led to only 3 studies being evaluated as high-quality based on the RoB 2 criteria. Owing to the limited number of high-quality studies, the certainty of the evidence (according to GRADE) was rated as moderate, and a high certainty of the evidence was therefore not achievable for the efficacy outcome. Third, data were nonuniformly reported in a number of the included studies. For example, age was reported as ranges (percentages) in some studies, whereas other studies reported the mean age, making it challenging to aggregate subgroups for the moderator analysis. Finally, most studies did not provide separate results for male and female participants, so it was not possible to determine whether there was a differential effect of sex.

**Implications for Clinical Practice and Research**

Rapid digitalization within mental health care is changing clinical practice. This study provides a comprehensive and up-to-date meta-analytic overview of the use of telemedicine in individual psychiatric treatment across a range of diagnoses and clinical outcomes. Evidence generated by this meta-analysis...
can guide clinical practice regarding which disorders can be effectively treated using individual psychiatric treatment conducted via telemedicine and which psychotherapy approaches are effective.

Importantly, the results of this review revealed a complete absence of high-quality studies examining the efficacy of psychiatric treatment via telemedicine for personality disorders and a range of anxiety disorders. This knowledge gap must be addressed in future studies. Future studies should also examine how to identify the most suitable treatment modality (telemedicine, in person, telephone, etc) for psychiatric patients, thereby matching patient needs to the treatment mode to optimize outcomes. Using individual patient data, meta-analysis within telemedicine applications could potentially address this challenge.

Conclusions

In summary, the results of this meta-analysis indicate that psychiatric treatment via telemedicine for PTSD, mood disorders, and anxiety disorders were equivalent to in-person treatment in terms of treatment efficacy, satisfaction, and attrition rate. Although working alliance as rated by patients was also deemed to be comparable between the 2 modalities, heterogeneity in the analysis was substantial. Thus, there is a need for further high-quality controlled trials to fully understand the complex issue of working alliance for interventions conducted via telemedicine.


25. GDT: GRADEpro guideline development tool. GRADEpro. URL: https://www.gradepro.org/terms/cite [accessed 2022-11-19]
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Abstract

Background: A large body of research has documented the efficacy of psychological interventions integrated with virtual reality (VR) therapies in treating psychiatric disorders. However, the concept of positive mental health calls for a 2-fold approach in which both symptoms and positive functioning should be addressed by modern interventions.

Objective: This review aimed to summarize studies that applied VR therapies by embracing the positive mental health perspective.

Methods: A literature search was conducted by entering the following keywords—“virtual reality” AND “intervention” OR “treatment” OR “therapy” AND “mental health” NOT “systematic review or meta-analysis”—and limiting it to “journal article” and the English language. To be included in this review, articles had to present at least one quantitative measure of positive functioning and one quantitative measure of symptoms or distress and had to investigate adult populations, including populations with psychiatric disorders.

Results: A total of 20 articles were included. They described various VR protocols that were applied for the treatment of anxiety disorders (5/20, 25%), depression (2/20, 10%), posttraumatic stress disorder (3/20, 15%), psychosis (3/20, 15%), and stress (7/20, 35%). Most of the studies (13/20, 65%) showed the beneficial effects of VR therapies in improving stress and negative symptoms. However, 35% (7/20) of the studies showed no or a small effect on the various dimensions of positivity, particularly in clinical samples.

Conclusions: VR interventions might be cost-effective and largely scalable, but further research is needed to develop existing VR software and treatments according to the modern positive mental health approach.

(JMIR Ment Health 2023;10:e44998) doi:10.2196/44998
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Introduction

Background

The implementation of virtual reality (VR) programs in psychotherapy has been increasing over the past 3 decades [1-3], especially after the past COVID-19 pandemic (Table 1). Since the early 1990s, VR has been used to treat disorders such as specific phobias, panic disorder, and posttraumatic stress disorder (PTSD). Although the technology was quite raw, it was sufficiently capable of producing convincing 3D images inside a head-mounted display (HMD) or inside a room where the images were projected on the walls (cave automatic virtual environment) [4]. Today, many protocols are available for the treatment of different psychopathologies, from VR exposure therapy (VRET) to protocols dedicated to eating disorders, depression, obsessive-compulsive disorder (OCD), and psychosis.
Thus, the authors call for an integration between positive and negative components in clinical psychology in which psychological interventions should treat distress as well as they should promote well-being. According to Keyes [5], the promotion of well-being in the long run can be considered the most cost-effective mental health policy as it allows for the maintenance of optimal functioning in the population and prevents the onset of psychiatric disorders and the economic burden of expensive treatments.

Digital technologies can be considered valid tools to pursue this goal. Recently, with the advent of the pandemic, digital technologies have been used to deliver web-based psychotherapeutic interventions for addressing the psychological effects of COVID-19 or promoting positive functioning and well-being [11,12]. The latter applications can be subsumed under the umbrella of “Positive Technology” research [13].

As stated by Riva [13], “Positive Technology consists in the scientific and applied approach to the use of technology for improving the quality of our personal experience.” The core theoretical framework of this approach comes from the field of positive psychology and aims to use technology to manipulate the quality of experience, increase well-being, and generate strengths and resilience at the level of individuals, organizations, and society. Therefore, owing to “Positive Technology,” it is possible to study and understand how digital technologies can be used to promote health and well-being [14]. VR, owing to its ability to create controlled and tailored experiences that enhance the user’s sense of presence [13,15], has proven to be an important tool for increasing well-being. In particular, VR can affect 3 characteristics of personal experience that can promote personal well-being. VR can induce positive and pleasurable experiences; foster engagement and self-realization; and support and enhance connection and interpersonal relationships among individuals, groups, and organizations [16].

Studies conducted thus far have demonstrated the effectiveness of VR in several areas of application [17]. However, a limited body of research has used the complete mental health approach and tested whether modern, digitalized interventions were able to address symptoms and distress and promote well-being. A notable exception is a review published recently in this journal [18] that focused on the promotion of well-being through digital technologies. It found that self-help interventions improved

<table>
<thead>
<tr>
<th>Year</th>
<th>Cumulative record of publications, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2022</td>
<td>31</td>
</tr>
<tr>
<td>2021</td>
<td>63</td>
</tr>
<tr>
<td>2020</td>
<td>52</td>
</tr>
<tr>
<td>2019</td>
<td>28</td>
</tr>
<tr>
<td>2018</td>
<td>17</td>
</tr>
<tr>
<td>2017</td>
<td>10</td>
</tr>
<tr>
<td>2016</td>
<td>4</td>
</tr>
<tr>
<td>2015</td>
<td>6</td>
</tr>
<tr>
<td>2014</td>
<td>11</td>
</tr>
<tr>
<td>2013</td>
<td>9</td>
</tr>
<tr>
<td>2012</td>
<td>7</td>
</tr>
</tbody>
</table>
well-being in young people aged 9 to 25 years. However, the review targeted the young population only. This population has very specific psychological features that change according to the stage of development of the participants. The results of this review cannot be generalized to the rest of the population.

Similarly, other research groups have developed digital interventions for older adults and documented encouraging results for the promotion of positive mental health in the aging population [19-21].

**Objectives**

This systematic review aimed to fill this literature gap by summarizing the most recent (last 10 years) research in the field. To the authors’ knowledge, the current literature lacks a systematic review of studies that provide a global assessment of the benefits of VR in treating symptoms and promoting well-being in adult populations. Therefore, the primary goal of this work was to collect and summarize scientific literature on the application of VR therapies according to the positive mental health framework, which includes not only data regarding the efficacy of VR treatments in improving symptoms but also data on the impact of these technologically advanced interventions in promoting positive functioning. In doing so, we hope to provide the reader with a broader understanding of the impact of these emerging digital therapies on the global mental health of adult individuals.

Considering the large number of private and public investments in digital technologies for mental health, this review may provide important initial data on their worthiness for promoting complete mental health in the adult population through the use of VR.

**Methods**

**Design**

A systematic review was conducted to extract recently published scientific papers that dealt with measures of positive functioning and symptoms and distress in adult populations. We focused on the last 10 years (from 2012 onward) as during that period, the Positive Technology research agenda was scientifically recognized and, since then, many VR protocols have been developed. This review followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [22].

**Search Method**

A systematic literature search was conducted on the following electronic databases: EBSCOhost (PsycArticles and PsycInfo), PubMed, and Scopus.

The literature search was conducted by entering the following keywords: “virtual reality” AND “intervention” OR “treatment” OR “therapy” AND “mental health” NOT “systematic review or meta-analysis.”

**Selection Criteria**

**Inclusion**

To be included in this review, the studies should involve (1) measures of positive functioning, (2) measures of symptoms and psychological distress, (3) adult populations, and (4) a description of a psychological intervention delivered using the VR system.

**Exclusion**

Studies were excluded if they (1) did not provide an assessment of positive functioning; (2) did not provide an assessment of symptoms; (3) were not experimental studies (eg. systematic reviews, protocols, or book chapters); (4) included only older adult or child populations; and (5) included adult populations with eating disorders, gambling, or substance use disorders. The latter clinical conditions were excluded as the source of positive emotions and well-being could be directly related to the exposure in the virtual environment to the objects of their addiction and could be a manifestation of the disorder itself [6,23,24]. Thus, individuals diagnosed with these clinical conditions may have a more complex balance between symptoms and positive functioning [23,25,26] and may require complex treatments with medications or further treatment ingredients [6,24,27,28].

**Data Collection**

The titles and abstracts of the articles assessed for potential inclusion were identified and independently inspected by 1 reviewer, who excluded duplicates and articles that did not meet the inclusion criteria. All potentially relevant articles were then fully assessed by other 2 reviewers, who decided on inclusion. Uncertainty was resolved by coming to a consensus. Data were extracted using a predesigned template (Multimedia Appendix 1 [29-48]) with the following specified headings: study, sample size, outcome measures, treatment conditions, follow-up, main findings, and limitations.

**Risk of Bias and Quality of the Articles**

To assess the bias of the individual studies, the following tools were used to sample a selection of quantitative studies: the Cochrane risk-of-bias tool [49] for between-group studies and the Standard Quality Assessment Criteria for Evaluating Primary Research Papers from a Variety of Fields [50] for single-arm or within-subject studies. The risk of bias was calculated by one of the authors for all the included articles.

**Results**

**Search Outcome**

The first screening identified 682 articles. Most of them (626/682, 91.8%) were extracted from the EBSCOhost and Scopus databases. Only a few articles (56/682, 8.2%) were extracted from PubMed. After removing duplicates, 676 publications were identified and individually assessed based on the study title and the information provided in the abstract (see the review flowchart in Figure 1). Of these 676 papers, 501 (74.1%) were excluded according to the aforementioned inclusion and exclusion criteria, whereas the full texts of 174 (25.7%) articles were examined before the decision was made on whether to include them. Of these 174 studies, 76 (43.7%) did not assess well-being in combination with psychopathology or symptoms, 51 (29.3%) were not empirical studies, 26 (14.9%) did not include our target adult population, and it was not
possible to obtain the full text of 1 (0.6%) paper; therefore, they were excluded. A total of 20 papers met all the inclusion criteria and were included in this review.

Multimedia Appendix 1 presents a summary of the findings from the 20 studies included in the review. Of these 20 studies, only 8 (40%) were randomized controlled studies, of which 3 (38%) used a waiting list as a control condition; 6 (30%) were pilot studies; 4 (20%) were case series or single-arm conditions; 1 (5%) had a within-subject design; and 1 (5%) had a between-subject design with 3 intervention groups. Hence, the quality of the included papers was low considering the high percentage of pilot and non–randomized controlled trial (RCT) studies.

The risk of bias was found to be low for both between-group and single-arm or within-subject studies. A total of 20% (2/10) [29,30] of the studies assessed using the Cochrane risk-of-bias tool showed some concern relative to the overall risk of bias, and 10% (1/10) of the studies [31] assessed using the Standard Quality Assessment Criteria for Evaluating Primary Research Papers from a Variety of Fields showed some concern related to the quality of the study (see Table 2 and Figure 2 for a summary).

A total of 900 participants received an intervention integrated with the use of VR technologies. The main outcome measures used to evaluate the effects of the VR therapies on symptoms were questionnaires and interviews considered the gold standard in the evaluation of those specific psychopathologies (ie, the Beck Depression Inventory for depression or the State-Trait Anxiety Inventory for anxiety). Some investigations also used general indicators of distress such as the Depression, Anxiety, and Stress Scale or the Patient Health Questionnaire (Multimedia Appendix 1). Conversely, when considering positive functioning, the authors referred to different domains of positivity, including positive emotions, self-compassion, social functioning, and relaxation (see Textbox 1 for a summary). The Positive and Negative Affect Schedule (PANAS) and measures of quality of life were the most commonly used indicators.

Figure 1. Flowchart depicting the identification and selection of the articles.
Table 2. Quality assessment carried out using the Standard Quality Assessment Criteria for Evaluating Primary Research Papers from a Variety of Fields.

<table>
<thead>
<tr>
<th>Study</th>
<th>Quality assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lindner et al [32], 2020</td>
<td>0.95</td>
</tr>
<tr>
<td>Geraets et al [35], 2019</td>
<td>0.86</td>
</tr>
<tr>
<td>Jones et al [31], 2020</td>
<td>0.5(^a)</td>
</tr>
<tr>
<td>Tang et al [36], 2021</td>
<td>0.77</td>
</tr>
<tr>
<td>Falconer et al [38], 2016</td>
<td>0.95</td>
</tr>
<tr>
<td>Habak et al [39], 2020</td>
<td>0.86</td>
</tr>
<tr>
<td>Thompson et al [42], 2020</td>
<td>0.95</td>
</tr>
<tr>
<td>Chan et al [46], 2021</td>
<td>1</td>
</tr>
<tr>
<td>Desai et al [47], 2021</td>
<td>0.9</td>
</tr>
<tr>
<td>Riva et al [48], 2021</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)High risk of bias.

Figure 2. Risk of bias carried out using the Cochrane Risk of Bias Tool [29,30,33,34,37,40,41,43-45].

<table>
<thead>
<tr>
<th>Study</th>
<th>Risk of bias domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rus-Calafell et al; 2013</td>
<td>+ + + + - +</td>
</tr>
<tr>
<td>Kampmann et al; 2016</td>
<td>+ + + + - +</td>
</tr>
<tr>
<td>Malbos et al; 2020</td>
<td>+ - + - - -</td>
</tr>
<tr>
<td>Du Sert et al; 2018</td>
<td>+ - + + - +</td>
</tr>
<tr>
<td>Pot-Kolder et al; 2018</td>
<td>+ + + + + +</td>
</tr>
<tr>
<td>Vlake et al; 2022</td>
<td>+ + + + + +</td>
</tr>
<tr>
<td>Gaggioli et al; 2014</td>
<td>+ + + + - +</td>
</tr>
<tr>
<td>Cebolla et al; 2019</td>
<td>+ + + + - +</td>
</tr>
<tr>
<td>Richesin et al; 2021</td>
<td>+ + + + - +</td>
</tr>
<tr>
<td>Matsumoto et al; 2021</td>
<td>- - + + - -</td>
</tr>
</tbody>
</table>

Domains:
D1: Bias arising from the randomization process.
D2: Bias due to deviations from intended intervention.
D3: Bias due to missing outcome data.
D4: Bias in measurement of the outcome.
D5: Bias in selection of the reported result.

Judgement
○ Some concerns
+ Low
### Textbox 1. Summary of scales for positive functioning used in the included studies.

<table>
<thead>
<tr>
<th>Clinical Condition</th>
<th>Scales</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Specific phobia</strong></td>
<td>- Rus-Calafell et al [33]: Life Interference Scale</td>
</tr>
<tr>
<td></td>
<td>- Lindner et al [32]: Brunnsvik Brief Quality of Life Scale</td>
</tr>
<tr>
<td><strong>Social anxiety disorder</strong></td>
<td>- Kampmann et al [34]: EQ-5D</td>
</tr>
<tr>
<td></td>
<td>- Geraets et al [35]: Manchester Short Assessment of Quality of Life (MSAQ)</td>
</tr>
<tr>
<td><strong>Generalized anxiety disorder</strong></td>
<td>- Malbos et al [30]: 12-item Short Form Health Survey</td>
</tr>
<tr>
<td><strong>Posttraumatic stress disorder</strong></td>
<td>- Jones et al [31]: Difficulties in Emotion Regulation Scale (DERS)</td>
</tr>
<tr>
<td></td>
<td>- Tang et al [36]: DERS and qualitative analysis</td>
</tr>
<tr>
<td></td>
<td>- Vlake et al [37]: 36-item Short Form Health Survey, EQ-5D, and health-related quality of life</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td>- Falconer et al [38]: Quality of Life Enjoyment and Satisfaction Questionnaire–Short Form (QLS-SF)</td>
</tr>
<tr>
<td></td>
<td>- Habak et al [39]: Short Warwick-Edinburgh Mental Well-being Scale</td>
</tr>
<tr>
<td><strong>Psychosis and schizophrenia</strong></td>
<td>- du Sert et al [40]: QLS-SF</td>
</tr>
<tr>
<td></td>
<td>- Pot-Kolder et al [41]: MSAQ</td>
</tr>
<tr>
<td></td>
<td>- Thompson et al [42]: EQ-5D</td>
</tr>
<tr>
<td><strong>Stress and adjustment disorder</strong></td>
<td>- Chan et al [46]: Positive and Negative Affect Schedule (PANAS)</td>
</tr>
<tr>
<td></td>
<td>- Desai et al [47]: Pittsburgh Sleep Quality Index and qualitative and thematic analysis</td>
</tr>
<tr>
<td></td>
<td>- Riva et al [48]: Social Connectedness Scale and Smith Relaxation States Inventory 3</td>
</tr>
<tr>
<td></td>
<td>- Gaggioli et al [43]: Satisfaction with Life Scale</td>
</tr>
<tr>
<td></td>
<td>- Cebolla et al [44]: PANAS, State Mindfulness Scale, Self-Other Four Immeasurables Scale, and Mindful Self-Care Scale</td>
</tr>
<tr>
<td></td>
<td>- Matsumoto et al [29]: psychological check test</td>
</tr>
<tr>
<td></td>
<td>- Richesin et al [45]: PANAS</td>
</tr>
</tbody>
</table>

In the following sections, we briefly illustrate the various studies included in this review, each organized under the clinical conditions for which the VR interventions were applied.

### Specific Phobias and Anxiety Disorders

A total of 25% (5/20) of the studies, with 142 participants, were included in this category, ranging from the treatment of specific phobias to generalized anxiety disorders and social anxiety.

#### Specific Phobias

Regarding the treatment of specific phobias, Lindner et al [32] studied the effectiveness of VRET in the treatment of arachnophobia. A total of 25 participants (19 female) underwent automated VRET composed of 8 sequential levels with increasingly realistic and frightening spiders. The results showed a significant effect of treatment on phobia symptoms \((P<.001; \text{Cohen } d=1.26)\) and a small effect on positive functioning \((P<.001; \text{Cohen } d=0.49)\). The results were maintained at the 6-month follow-up. These results suggest that automated VRET applications could be promising automated treatments for this disorder, with a positive effect also on patients’ well-being.

The efficacy of VRET was further supported by Rus-Calafell et al [33], who compared VRET with a classic mental imagery exposure therapy to treat fear of flying. In this case, 15 patients (13 female and 2 male) were randomly assigned to 1 of 2 groups and received either VRET (mean age 37.14, SD 14.28 years; sex, 6/7, 86% female) or mental imagery therapy (mean age 36.13, SD 12.59 years). VRET comprised 3 different scenarios (room, airport, and plane). Participants completed 6 individual treatment sessions of 60 to 75 minutes over a period of 3 weeks and were asked to buy a plane ticket to use during the 15 days following the end of treatment. The results indicated that both groups improved similarly in posttreatment and follow-up.
assessments. Analysis of the scores obtained immediately after the real flight and 6 months after treatment revealed that the VR group continued to improve on some of the measures (Fear of Flight Questionnaire), whereas the mental imagery group did not; moreover, participants in the VR group experienced less anxiety during the real flight. Regarding positive functioning, the participants in the VR group and the therapists agreed that the degree of severity and interference in the patient’s daily life had decreased, whereas in the mental imagery group, patients reported a significant improvement just in the severity of symptoms and not in interference. In summary, both mental imagery exposure therapy and VRET were effective in treating fear of flying. However, VRET was shown to perform better in the maintenance of outcomes and perceived interference of fear in the participants’ lives.

**Social Anxiety Disorder**

A total of 10% (2/20) of the studies included in this review assessed the potential benefits of VRET in the treatment of social anxiety disorder (SAD). In total, 50% (1/2) of these studies adopted a 3-arm randomized controlled approach with 3 different groups. Kampmann et al [34] randomly assigned patients diagnosed with an SAD to individual VRET (n=20), individual in vivo exposure therapy (iVET; n=20), or a waiting list (n=20). The treatments proposed by Kampmann et al [34] comprised ten 90-minute sessions twice a week, and the virtual situations provided for the VRET group covered one-to-one and group scenarios designed to provoke anxiety in individuals with SAD. The results of the study showed an improvement from the pre- to postassessment time points for both VRET and iVET but with a greater decrease in symptoms for iVET than for VRET. This trend was also confirmed after the 3-month follow-up. iVET but not VRET improved the positive functioning of the participants as measured using the EUROHIS Quality of Life Scale; however, this difference was not significant after the 3-month follow-up.

The second study [35] assessed the feasibility and potential effect of VR-based cognitive behavioral therapy (VR-CBT) in patients with SAD without a control group. The authors recruited 15 patients with SAD, who underwent up to 16 VR-CBT sessions. Questionnaires regarding clinical and functional outcomes, as well as diary assessments of social activity, social anxiety, and paranoia, were completed at baseline, posttreatment assessment, and the 6-month follow-up. The treatment comprised a 40-minute VR session, and patients were able to explore different virtual scenarios that the therapist could manipulate in terms of crowdedness, ethnicity, intensity, frequency of hostile looks, interpersonal distances, and watching or staring behavior. The VR exercise allowed the patients to test their beliefs and approach or avoidance behaviors while the therapist provided feedback on cognitions and behaviors. The results showed a general improvement in all the outcome measures—social interaction anxiety was significantly reduced at posttreatment compared with baseline assessment ($P=.008$; Cohen $d=0.9$), depression was significantly reduced at posttreatment assessment ($P=.01$; Cohen $d=1.1$), and positive functioning (measured using the Manchester Short Assessment of Quality of Life) increased between baseline and posttreatment assessment ($P=.02$; Cohen $d=0.5$). This improvement was maintained at follow-up.

**Generalized Anxiety Disorder**

Malbos et al [30] assessed the efficacy of VR combined with relaxation in patients with generalized anxiety disorder by comparing VR relaxation therapy with a standard mental imagery exposure therapy. A total of 27 participants (13 female) were randomly assigned to VR relaxation therapy or mental imagery. The therapy was delivered in 6 weekly sessions of 30 minutes—the first 3 sessions were used to teach relaxation techniques that the participants were free to choose and repeat in the remaining 3 sessions. At the beginning of each session, VR relaxation therapy participants could select 6 different relaxing virtual situations to exercise the relaxation techniques. The results showed significant improvements in anxiety, worry mood, and positive functioning in both groups, although the 2 groups were not statistically different.

In summary, VRET has proven to be effective, useful, and user-friendly for patients with phobias and anxiety disorders in reducing the related symptomatology. However, further research is needed to draw inferences about the effectiveness of this advanced technology in improving positive functioning as the data regarding this domain are still weak, with 20% (1/5) of the studies included in this category not showing any improvement or additional advantage in promoting well-being for VRET compared with standard in vivo therapies.

**PTSD Symptoms**

A total of 15% (3/20) of the studies examined the effect of a VR program on posttraumatic stress symptoms, as well as indicators of positive functioning. The first 67% (2/3) of these articles described a single research trial, not published yet. The third article (1/3, 33%) described an intervention aimed at preventing the long-term posttraumatic psychological consequences of being hospitalized in the intensive care unit (ICU).

Jones et al [31] presented the initial data of a new computer-assisted rehabilitation virtual environment developed to treat combat-related PTSD symptoms in the first 11 patients recruited for this RCT study. The multimodal motion-assisted memory desensitization and reconsolidation (3MDR) therapy consists of six 90-minute sessions where participants initially walk on a treadmill (placed inside a virtual room) while listening to self-selected music reminiscent of their military deployment. Then, 1 to 7 images are projected, and the participant has to describe the traumatic scenario as well as the associated physical sensations, emotional words, and thoughts. A ball displaying a series of numbers (which the participants read out loud) briefly appears, moving back and forth horizontally across the screen. This cycle is repeated for all 7 images. Jones et al [31] demonstrated that 3MDR significantly improved PTSD symptoms and emotion regulation strategies (assessed using the Difficulties in Emotion Regulation Scale).

A further pilot study with the same VR intervention was published [36], with a specific focus on the issue of emotion regulation. In this study, 9 participants were interviewed, and the qualitative analyses of these interviews were correlated with
their scores on the Difficulties in Emotion Regulation Scale. After the intervention, participants reported better emotion regulation, with an increased ability to recognize, accept, and cope with emotions (positive and negative).

The third study, conducted by Vlake et al [37], explored the effects of an ICU-specific VR (ICU-VR) program on the psychological distress and quality of life of 89 patients hospitalized in the ICU because of COVID-19 infection. After hospital discharge, they were assigned to the ICU-VR intervention to prevent the onset of possible postraumatic symptoms. The intervention consisted of watching a 14-minute–long informational video in VR, where the person was welcomed into the ICU and every machine and procedure was described in detail. The results of this investigation showed that ICU-VR improved patients’ perceived quality of satisfaction with, and rating of ICU aftercare and decreased psychological distress up to 6 months after hospital discharge. However, the intervention did not significantly improve psychological recovery or quality of life.

**Depression**

In total, 10% (2/20) of studies addressing depression were included in this review. They involved 94 patients and applied 2 different VR interventions.

In the first study, Falconer et al [38] addressed self-criticism in a sample of 15 individuals with depression (10 female and 5 male; mean age 32 years) by promoting self-compassion. The authors developed an immersive VR scenario (a virtual room) in which participants could interact compassionately with a crying virtual child while in a virtual adult body. In the second phase of the protocol, participants were in the child’s body and could experience a recording of their compassionate gestures and words being delivered to them from this first-person perspective in the body of the child. The same protocol was repeated for a total of 3 weekly sessions. Depressive symptoms, self-compassion and self-criticism were also assessed (Multimedia Appendix 1). By having participants in an adult and then a child virtual body in succession, the authors documented that the VR scenario effectively provided a self-to-self situation, enabling participants to deliver compassionate sentiments and statements to themselves. After each session, patients increased their recognition of the self in the body of the adult and the child, and they reported feeling comforted while in the body of the child. Statistical analyses revealed a significant linear decrease in depressive symptoms (measured using the Patient Health Questionnaire–9) from baseline to follow-up, with over half of the patients reporting reliable levels of improvement. The self-compassion scale demonstrated improvements at postintervention measurement, whereas self-criticism decreased significantly. Considering its brevity (3 sessions), the authors concluded that this VR scenario could be easily integrated into traditional psychotherapies to treat individuals with depression [38].

In the second study included [39], a new VR program—Edge of the Present—was developed and applied to promote optimism and future thinking in 79 individuals with depression (33 female, 23 male, and 3 intersex), with an average age range of 25 to 34 years. They were assessed with a pretest-posttest research design using the PANAS, Short Warwick-Edinburgh Mental Well-being Scale, and Beck Hopelessness Scale. The VR protocol included a single 10-minute session with the Edge of the Present software. It consisted of a sparsely furnished room with doors and windows that participants explored freely. Edge of the Present is designed to reward such exploration with positively experienced imagery. Hence, the door opens onto a series of spectacular immersive landscapes (7 different vistas, including alpine scenes, lush rainforest, tropical beaches, and a desert) accompanied by environmental effects such as a warm breeze, intensifying the sensory experience. The greater the engagement with the room (ie, opening and closing a door or window), the more increasingly enriched the bare room becomes by the outside landscape (ie, ferns growing inside the room). Edge of the Present provokes a sense of hopeful anticipation—each time the door is opened, there is a new landscape for the user to experience and be incorporated into their world (the room). Thus, through their virtual explorations, the user learns both that openness and curiosity lead to positively reinforcing experiences and that elements of these experiences and environments become integrated into the room they are inhabiting (ie, to enrich the internal world of the user). The primary outcome measure in this study was hopelessness as measured using the Beck Hopelessness Scale, which decreased significantly from pre- to postintervention measurement. Changes in positive and negative mood and increases in well-being were measured using the PANAS and the Short Warwick-Edinburgh Mental Well-being Scale. These results suggest that 10 minutes within the immersive virtual environment can have a positive impact on mood and a significant increase in well-being following the participant’s involvement in Edge of the Present.

These 2 investigations showed that the VR protocol developed to treat depressive symptoms can also have a beneficial effect on different areas of positive functioning, from self-compassion to positive emotions and subjective well-being, in line with the positive mental health approach.

**Psychosis and Schizophrenia**

In total, 15% (3/20) of the studies evaluated the benefits of VR treatment in patients with schizophrenia or other psychotic disorders. A total of 150 patients were included, and 3 different VR programs were tested.

du Sert et al [40] used an RCT design to test the effect of a VR intervention using an avatar to treat patients with drug-resistant schizophrenia and compared them with a treatment-as-usual condition. The intervention consisted of 7 weekly sessions; the first one was dedicated to the creation of a specific avatar for each patient that represented their most recurrent persecutor. In sessions 1 to 3, the therapist induced a dialogue between the patients and their avatars to improve emotional regulation and assertiveness. Self-esteem was emphasized in session 4, reinforced by enabling the patients to express themselves and consider their personal qualities. In the final consolidation sessions, patients were encouraged to apply what they had previously learned. Over the course of the therapy, the avatar’s interaction with the patient became gradually less abusive and more supportive. The authors assessed both symptoms and...
positive functioning before and after the intervention and at follow-up and concluded that the beneficial effect of the VR intervention consisted in changing the way patients relate and respond to their voices by tackling emotional regulation, enhancing self-esteem, and promoting acceptance rather than directly challenging beliefs about the voices [40].

In another RCT, Pot-Kolder et al [41] addressed the issues of paranoid ideation and social functioning in a sample of 116 patients with psychosis; 58 of them were randomized to receive VR-CBT treatment, and 58 were randomized to the waiting list. The VR-CBT consisted of 4 virtual social environments (a street, bus, café, and supermarket) where various avatars were placed to interact with the patients. The therapist could vary the number of human avatars (0-40), the characteristics of the avatars (including sex and ethnicity), and the avatars’ responses to the patient (neutral or hostile and eye contact) to match the paranoid fears of the patient. Patients and therapists communicated during VR sessions to explore and challenge suspicious thoughts during social situations, drop safety behaviors during social situations, and test harm expectancies. No homework exercises were given between sessions. The treatment included 16 sessions. The primary outcome of this RCT was patients’ social participation, which did not change significantly after treatment. The same nonsignificant change was also observed for positive functioning, but social functioning and paranoid ideation significantly improved in the VR-CBT condition compared with the waiting list [41].

Similarly, the third investigation addressed improving social-cognitive functioning in 19 patients in the early stages of psychosis. It was a pilot study in which a virtual world environment platform (Second Life) was used to adapt a traditionally face-to-face–delivered social cognition and interactive training. The social cognition and interactive training–VR intervention consisted of 10 sessions (2 individual and 8 group sessions with 3-5 participants). The first 3 sessions focused primarily on emotion recognition, the next 3 sessions focused on attribution bias and paranoia as an emotion, and the last 2 sessions focused on “skills acquisition” using a cognitive behavioral therapy (CBT) framework to discuss examples of social difficulties faced by the participant. After the intervention, a significant increase in emotion recognition and a significant decrease in the anxiety and depression subscale of the EQ-5D were observed. This is the first study to use a virtual world to deliver structured group therapy in early psychosis with a specific focus on social interactions. It documented a positive effect with good feasibility and acceptability from participants [42].

In summary, the 3 VR protocols applied in the treatment of patients with psychosis demonstrated to have a beneficial effect on their paranoid symptoms and also a positive effect on self-esteem, acceptance, and emotion regulation strategy. However, the positive effect on social interactions in the real world has yet to be confirmed.

**Stress and Adjustment Disorder**

A total of 35% (7/20) of protocols using VR interventions for addressing stress were included in this review, with a total of 403 participants. The first protocol is the one used by Gaggioli et al [43] in the context of stress-associated disorders. The authors evaluated the effectiveness of an interreality protocol for the prevention and management of psychological stress compared with stress management training based on CBT and a waitlist control group in a sample of 121 workers (61 high school teachers and 60 nurses) with high levels of perceived stress and low levels of self-efficacy. The interreality protocol included virtual experiences—controlled by the therapist and focused on learning coping skills and improving self-efficacy—and specific real-world experiences where the person’s behaviors and emotions were constantly monitored through the use of wearable biosensors and smartphones to assess the situation and improve the coping skills used in real time. After a 5-week treatment (10 sessions, 2 times per week), reductions in perceived stress and improvements in coping skills were observed in both conditions (interreality and CBT); however, the use of interreality resulted in a significant reduction in chronic “trait” anxiety and a significantly greater increase in emotional support skills compared with CBT (for more details on the outcome measures, see Multimedia Appendix 1).

The second protocol identified is the one used in the study by Cebolla et al [44] in compassion-based interventions. The study involved 16 college students (mean age 30.56, SD 10.86 years) who participated in a self-compassion meditation supported or not (control condition) by an embodied VR system. The Machine To Be Another (TMTBA) is a VR system based on a body swap, and this study involved the use of a visor (VR Oculus Rift) that remotely controlled a camera placed in front of the torso of an actor trained to imitate the performer’s precise movements. The system allows the person to identify with another person’s body, whose torso, legs, and arms they can see. In the TMTBA-VR condition, the self-compassion meditation was played to the participant for 15 minutes, allowing a third-person perspective of oneself. The study showed that following a 2-week meditative practice yielded increased awareness and attention to mental events and bodily sensations, with no differences between the groups. Furthermore, the VR condition yielded an increase in positive affect toward oneself and self-care behaviors, which were significantly higher than those in the traditional meditation condition. Finally, in the TMTBA condition, adherence to meditative practice after 2 weeks was higher in participants with lower visual imagery. According to the authors, these data emphasize the important role that VR could play in psychological interventions where mental imagery is often used (see Multimedia Appendix 1 for more details on the outcomes measured). The results obtained by Cebolla et al [44] showed the positive role of VR in compassion-based interventions, emphasizing the need for future studies on this topic.

VR was also found to be effective in managing stress without the guidance of a counselor, as demonstrated by the Digital–Structured Association Technique (SAT) method developed and evaluated by Matsumoto et al [29]. The Digital-SAT method is an adaptation of a stress management technique used in SAT therapy and consists of re-enacting a stressful physiological response and then counterbalancing it with the visualization of pleasant images using VR technology.
which leads to a reduction in discomfort. The intervention protocol involved the combined use of 2 apps to implement the Digital-SAT method: the VR app, aimed at reducing emotional stress by displaying pleasant images through an HMD, and the chat bot app, aimed at improving the continuity of the intervention through an automated chatbot. Matsumoto et al [29] found that the combined use of the VR app and the chat bot app produced a better emotional stress reduction effect after 4 weeks, and they encouraged the continuous implementation of the intervention in a sample of 70 nurses exposed to mental and physical strain and pressure (see Multimedia Appendix 1 for detailed outcome measures). The Digital-SAT method can be considered a promising tool for improving self-care autonomously even in work and daily life settings as it does not necessarily require the involvement of a therapist.

Another area where the application of VR aims to promote positive functioning and manage stress is the context of art. In this regard, Richesin et al [45] compared 2D and 3D art making on measures of stress, anxiety, and mood in a sample of 44 psychology students. Specifically, the 3D intervention involved the use of an HMD (Oculus Quest) and a drawing app (Google Tilt Brush), which participants used to draw freely for a period of 15 minutes using any available tools. This condition was compared with a traditional art-making intervention, and the main outcomes of this study were physiological and self-report measures of stress, anxiety, and well-being (see Multimedia Appendix 1 for more details on the outcome measurements).

The study showed that drawing freely using VR can lead to a reduction in negative affect and anxiety levels (state and trait) similar to the effect of the traditional method of art making, but only the 3D group showed a significantly greater decrease in heart rate than the control group. The authors suggested that VR could be a useful tool in art therapy, but the results may be a consequence of the novelty effect.

Another 15% (3/20) of studies examined the effectiveness of VR in stress management during the COVID-19 pandemic. The study by Chan et al [46] involved 2 experiments that explored and compared the effects of VR nature and VR urban environments on the mental condition of individuals who experienced isolation because of COVID-19. The protocol consisted of 7-minute sessions of exposure to both urban and natural environments once per week. A total of 30 students participated in the first study, and 20 older adults participated in the second one. Their positive and negative affect, as well as their connectedness with nature, were assessed before and after treatment. The results from the student and older adult groups showed that walking in a virtual forest decreased stress and negative affect owing to its connection with nature, although no effect was observed on positive affect.

The study designed by Desai et al [47] explored whether using a virtual heart-based meditation program was associated with the improvement of stress levels and quality of sleep during the COVID-19 pandemic. A total of 63 participants underwent 1 weekly virtual trainer-guided group heartfulness relaxation and meditation session for 8 weeks while self-practice was recommended. The results showed a decrease in stress, assessed using the Perceived Stress Scale, and improvements in sleep quality, assessed using the Pittsburgh Sleep Quality Index. The aim of the last study (Riva et al [48]) was to evaluate the effectiveness of a VR protocol (the “Secret Garden” 360-degree VR experience) to assist individuals in coping with the psychological burden related to the COVID-19 pandemic, improving their well-being, and reinforcing social connectedness. In each session, 40 participants who had experienced at least 2 months of quarantine could travel through a virtual garden for 10 minutes for a total of 7 sessions once per week. The results showed that the intervention was associated with improvements in depression and stress but not in perceived hopelessness. There was also a significant increase in social connectedness.

In summary, VR protocols were effective in reducing stress and promoting self-care and positive coping skills also without the presence of a therapist. However, the VR protocols and assessment measures used were very heterogeneous.

**Discussion**

**Principal Findings**

This review aimed to collect and summarize the literature on the application of positive mental health interventions integrated with VR that yielded beneficial effects for both symptoms and indicators of positive functioning. The first observation derived from this review is the paucity of studies that assessed both distress and well-being despite the increasing number of published articles in recent years (Table 1) and the increasing use of digital technologies in mental health practice. A possible explanation for this phenomenon is that positive outcomes are not widely evaluated in research and clinical practice compared with the assessment of symptoms or indicators of distress. This may represent an existing imbalance between the traditional and the positive psychology perspective [7,9] or simply the need to limit the survey burden and time dedicated to assessment in current research. In any case, we included only 20 investigations over 10 years of research.

Starting with anxiety and phobias, the use of VR in this field mainly involves traditional exposure therapy delivered through VR devices (VRET). Although exposure therapy is a traditional and effective method to treat anxiety disorders, we included studies that applied this technique supported by VR devices as exposure implies behavior changes and opportunities for learning new skills, which are strongly associated with increases in self-efficacy and mastery [51]. Various authors have suggested that exposure therapy may indirectly promote positive characteristics such as courage, persistence, goal setting, and planning and could trigger positive affect, a sense of pride, and satisfaction once the exposure activity is successfully performed [6,24,52]. Thus, it can be included under the wide umbrella of positive interventions [7,9]. Exposure therapy is generally delivered in the presence of a clinician, but 20% (1/5) of the included studies [32] used an automated exposure protocol. All the included protocols (5/5, 100%) were effective in reducing the symptomatology of the patients, but they were not equally effective in improving their positive functioning. The results of the study by Rus-Calafell et al [33] showed an improvement in the interference of the phobic object in life only for the VR therapy compared with the imagery control condition, whereas...
Kampmann et al [34] found that VR therapy did not improve positive functioning at all as compared with a waitlist control. Finally, Malbos et al [30] showed that VR relaxation improved positive functioning but not more than a classic imagery intervention. From this picture, VRET seems to be effective and useful for patients in reducing the symptomatology related to phobias and anxiety disorders (see also the studies by Baghaei et al [1], Schroeder et al [2], and van Loenen et al [3]). However, further research is needed to draw inferences about the effectiveness of this advanced technology in improving positive functioning as the data regarding this domain are still inconclusive.

The same inferences can also be drawn for other mental health problems analyzed in this review. For instance, for PTSD, we only found 15% (3/20) of studies that assessed positive functioning (ie, emotional regulation) together with symptomatology. In total, 67% (2/3) of these studies referred to the same intervention protocol, consisting of exploring a virtual room on a treadmill followed by the presentation of 7 images associated with 3MDR, which can be considered a technologically advanced form of traditional trauma intervention—exposure therapy and eye movement desensitization and reconsolidation [53]. The results of this VR intervention were promising—PTSD symptoms improved, together with better use of emotion regulation strategies. Participants reported a better ability to recognize, accept, and cope with emotions after treatment. However, these studies involved only a few patients who were treated with one specific VR protocol. Similarly, the results of the study by Vlake et al [37] showed a decrease in distress among COVID-19 ICU survivors but not a significant improvement in the positive functioning of the patients.

The studies on depression were based on different types of protocols, but also in this case, the findings regarding improvements in positive functioning are inconclusive. One of the studies focused on self-compassion, and participants were required to compassionately interact with an avatar first and then re-experience the effect of their interaction by taking on the role of the child avatar. In the second study, participants had to explore a virtual room, and such exploration was rewarded with positive experiences as the virtual doors opened onto a series of spectacular immersive landscapes. Both studies showed promising results and highlighted the benefits of the protocols in decreasing the severity of depressive symptoms. However, concerning positive functioning, the results of the first treatment showed that the protocol did not yield any change in self-compassion, only in self-criticism, whereas the second intervention yielded an improvement in individuals’ positive affect and a significant increase in well-being following the participants’ involvement in the virtual procedure. The first investigation contributes important data on the crucial differentiation between symptom improvements (ie, a decrease in self-criticism) and the promotion of positive functioning (ie, an increase in self-compassion). These findings emphasize the need to implement interventions specifically focused on well-being promotion and not merely on symptom reduction [6,7,54,55].

The second VR intervention, in contrast, shares the same theoretical framework of traditional behavior activation therapy, where positive and rewarding activities are prescribed to help patients with depression experience pleasure and engagement in their lives [56,57]. Hence, both investigations confirm the observation that depressive disorders can be addressed by changing the complex balance between positive and negative affect [58,59]. VR may play an important role in this regard, but further studies are needed to develop the most suitable protocols for enhancing well-being in individuals with depression.

VR treatments for individuals with psychosis and schizophrenia were focused on social functioning and positive relationships. A total of 15% (3/20) of the studies included in this review were based on social interaction with one or more avatars to improve social interactions and cognitive functioning. du Sert et al [40] showed that the VR intervention was effective in changing the way patients related and responded to their voices by tackling emotional regulation, enhancing self-esteem, and promoting acceptance as compared with treatment as usual. These results are in line with those of Thompson et al [42], who found a significant increase in emotion recognition and a significant decrease in anxiety and depression in their pilot study. In contrast with these results, Pot-Kolder et al [41] did not register a significant change in patients’ social participation and positive social functioning compared with the waitlist condition. Only the dimensions of social functioning and paranoid ideation improved when compared with the control group. However, it should be noted that the authors used the same VR intervention that Geraets et al [35] used in the treatment of individuals with SAD, and in this case, the intervention was able to show an improvement in social functioning. When the protocol was delivered to patients with psychosis, findings showed that the intervention based on a one-to-one or group interaction with an avatar yielded general beneficial effects on paranoia and other psychotic symptoms but not necessarily on the social participation and positive interpersonal functioning of patients (see the study by Schroeder et al [2] for a review). Further research is needed to clarify whether the beneficial effect of the VR intervention might be linked to the severity of the clinical condition of participants, their cognitive bias, their preexisting social skills, or other peculiar issues yet to be investigated [60,61].

Outside the domain of psychiatric conditions, this systematic review analyzed VR interventions aimed at promoting well-being and reducing stress, including COVID-19 pandemic distress. As many protocols involving the use of VR are being developed in this field, a summary of their findings might be useful to understand whether these interventions were beneficial in decreasing the stress and anxiety related to the virus and social isolation and in restoring well-being after the pandemic. In total, 10% (2/20) of the included studies [46,48] were based on a virtual natural scenario that the participant could explore, whereas another protocol reproduced an ICU in which patients were hospitalized because of COVID-19. The interventions with virtual natural scenarios were shown to be effective in reducing stress, negative affect, and depression and increasing social connectedness, in line with the well-established
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association between feelings of well-being and being in contact with nature (in this case, through a virtual landscape) [62-64]. However, the protocol by Chan et al [46] did not yield an improvement in positive affect, and the one by Riva et al [48] was not effective in improving perceived hopelessness. Finally, Desai et al [47] proposed a heart-based relaxation protocol that showed a decrease in stress and a better quality of sleep. These data support the use of VR in addressing the stress and negative feelings associated with the pandemic, but its beneficial effects for restoring well-being have not been confirmed, with the sole exceptions of social connectedness and sleep quality.

Other than stress related to COVID-19 and the pandemic, VR interventions also showed their utility in relieving and preventing stress more generally. Gaggioli et al [43] showed that a VR exposure-based therapy prompted a significant reduction in perceived stress and improvements in coping skills in workers. Moreover, the group that underwent the VR intervention showed a reduction in chronic "trait" anxiety and a significantly greater increase in emotional support skills. Compassion-based interventions have also been developed and delivered using VR, and the study by Cebolla et al [44] showed that this intervention was effective in increasing positive attitudes toward the self and others and decreasing negative qualities toward the self. However, the data do not fully support an additional benefit of using VR compared with traditional meditation techniques. Finally, 10% (2/20) of the studies included in this review showed that VR interventions were effective in reducing emotional stress also without the guidance of a counselor [29] and in reducing negative affect and anxiety levels (state and trait) using virtual art therapy [45]. In summary, when considering nonclinical populations such as workers or college students, VR interventions showed their utility and effectiveness in reducing stress and promoting positive function (ie, emotional support skills and compassion toward others and the self) even without the guidance of a therapist or counselor. These data are very promising considering the large scalability of these VR protocols after the pandemic and among the general population [65]. However, solid evidence that VR interventions are more effective compared with traditional ones (ie, mindfulness, traditional CBT, relaxation, and art making) is still to be completely demonstrated.

Limitations

One of the main limitations of this review was its heterogeneous nature. It included different populations (clinical and nonclinical) treated with many different VR protocols and evaluated using different outcome measures. This is particularly true for the assessment of positive functioning, where no consensus emerged among investigations with the sole exceptions of the PANAS and the EQ-5 used EUROQHS Quality of Life Scale in 15% (3/20) of the studies. Hence, there were not enough quantitative data to support a meta-analysis. Accordingly, this work aims to provide a summary of the progress made in the last decade and delineate future directions to follow for researchers and clinicians interested in promoting positive mental health through VR interventions.

Another limitation of this study was the absence or exclusions of specific clinical domains (such as OCD, eating disorders, and addiction-related disorders), where many other VR protocols have been recently developed [11,12]. For OCD, we found no studies that assessed positive functioning along with negative symptoms. We decided not to include eating disorders and addiction-related disorders as the positive functioning of these clinical populations was found to be intertwined with their disorders [23,25,26]. Thus, when analyzing the effects of VR interventions, these clinical conditions might need to be considered from a different perspective.

Finally, the studies included in this review account only for adult populations, leaving out children and older individuals. The reason for this choice lies in the fact that these populations present specific features in terms of mental health; in older adults, core issues are correlated with memory loss and physical and cognitive decline, whereas in children and adolescents, issues such as self-esteem, identity, and personality development are the main challenges associated with distress and well-being. Moreover, the features of psychological distress and well-being in these populations are strongly influenced by age and the stage of development or aging [66,67]. We found that many studies that used VR to promote the mental health of children and older adults [18-21] focused on aspects that differed from those in studies on adults, such as neurological and cognitive development or decline, respectively.

Conclusions and Future Directions

In conclusion, this review provides robust evidence supporting the beneficial effect of VR therapy in improving stress and negative symptoms. However, in participants, the impact of VR treatments on positive functioning remains unclear, with 35% (7/20) of the studies showing no or a small effect on various dimensions of positivity, ranging from positive affect to relaxation, self-compassion, and social interaction. The variety of outcome measures included and their different sensitivities to clinical changes might be the reason why the results on the beneficial effect of VR interventions in promoting positive functioning are still inconclusive [68]. It is of crucial importance that future research systematically addresses the impact of VR interventions also on individuals’ positive functioning to identify the most suitable protocols for enhancing well-being in individuals with different mental health conditions (from those with psychiatric disorders to those dealing with stress or the negative consequences of the recent COVID-19 pandemic).

Indeed, our review showed that VR interventions applied in the general population were effective both in addressing stress and promoting positive mood, social connectedness, and better sleep quality. These data suggest that VR interventions might be cost-effective and largely scalable, particularly when they do not require the guidance of a counselor or therapist.

However, this review also suggested that the beneficial effect of VR interventions might be linked to the severity of the clinical condition of participants (ie, the same VR protocol with the interaction with an avatar was able to improve social functioning in individuals with social anxiety but not in patients with paranoia). Previous work has documented the peculiar combinations of personal resources and vulnerabilities that characterize clinical populations [23,25,66]. In particular, it was found that clinical populations generally present impairments...
in well-being, and positive interventions developed within the positive psychology perspective were found to be effective in addressing those impairments [7,28]. Owing to its flexibility and capacity to engage participants, VR interventions might play a crucial role in promoting better mental health in the population, including clinical samples. Considering the large number of private and public investments in digital technologies for mental health, this review suggests further research to develop existing VR software and treatments to align them with the modern positive mental health approach.
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Abstract

Background: Smartphones and wearable biosensors can continuously and passively measure aspects of behavior and physiology while also collecting data that require user input. These devices can potentially be used to monitor symptom burden; estimate diagnosis and risk for relapse; predict treatment response; and deliver digital interventions in patients with obsessive-compulsive disorder (OCD), a prevalent and disabling psychiatric condition that often follows a chronic and fluctuating course and may uniquely benefit from these technologies.

Objective: Given the speed at which mobile and wearable technologies are being developed and implemented in clinical settings, a continual reappraisal of this field is needed. In this scoping review, we map the literature on the use of wearable devices and smartphone-based devices or apps in the assessment, monitoring, or treatment of OCD.

Methods: In July 2022 and April 2023, we conducted an initial search and an updated search, respectively, of multiple databases, including PubMed, Embase, APA PsycINFO, and Web of Science, with no restriction on publication period, using the following search strategy: (“OCD” OR “obsessive” OR “obsessive-compulsive”) AND (“smartphone” OR “phone” OR “wearable” OR “sensing” OR “biofeedback” OR “neurofeedback” OR “neuro feedback” OR “digital” OR “phenotyping” OR “mobile” OR “heart rate variability” OR “actigraphy” OR “actimetry” OR “biosignals” OR “biomarker” OR “signals” OR “mobile health”).

Results: We analyzed 2748 articles, reviewed the full text of 77 articles, and extracted data from the 25 articles included in this review. We divided our review into the following three parts: studies without digital or mobile intervention and with passive data collection, studies without digital or mobile intervention and with active or mixed data collection, and studies with a digital or mobile intervention.

Conclusions: Use of mobile and wearable technologies for OCD has developed primarily in the past 15 years, with an increasing pace of related publications. Passive measures from actigraphy generally match subjective reports. Ecological momentary assessment is well tolerated for the naturalistic assessment of symptoms, may capture novel OCD symptoms, and may also document lower symptom burden than retrospective recall. Digital or mobile treatments are diverse; however, they generally provide some improvement in OCD symptom burden. Finally, ongoing work is needed for a safe and trusted uptake of technology by patients and providers.

(JMIR Ment Health 2023;10:e45572) doi:10.2196/45572
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Introduction

Background

The use of smartphones and wearable devices has increased recently, with an estimated 87% of adults in the United States carrying a smartphone [1] and 1 in 5 Americans using a wearable device [2]. Smartphones provide a near-constant connection to the internet and contain a suite of sensors for estimating parameters such as location, movement, and ambient sound levels [3]. Further, apps are continually being developed for smartphones that range in design from games to music and video streaming services to social media to health monitoring. Data collection from smartphones can be passive, occurring without user awareness or input (eg, accelerometry measurements), or active, where the user is engaged and directly contributes to data collection (eg, answering questionnaires or prompts). Wearable devices are a technology that directly connect to the human body and can sense aspects of physiology (eg, heart rate, oxygen saturation, glucose levels, and lactate levels) or behavior (eg, sleep time, time of sleep onset, and amount and type of exercise completed) and include items such as wrist-based monitors (eg, fitness trackers and smart watches), smart clothes (eg, shirts and shoes), skin patches, eyeglasses, and contact lenses (see Chan et al [4], Kim et al [5], and Zhang et al [6] for review of this technology). These devices and their associated apps are increasingly finding applications in health and medicine [3-8]. Examples include glucose monitoring in patients with diabetes [5], activity sensing in patients with heart failure [9], and lung function monitoring in patients with chronic obstructive pulmonary disease [10].

In psychiatry, use cases for wearable sensors and smartphone-based apps range in type, design, function, and objective [11,12]. Broadly, these technologies have been used to (1) detect and monitor symptoms [13-16]; (2) estimate diagnostic class, illness severity, and risk for relapse [17-20]; (3) predict response to treatment [21-23]; (4) and deliver digital interventions [24,25]. Populations in which wearable and smartphone-based technologies have been investigated and implemented vary: studies in nonclinical populations have sought to broadly promote and track mental health [26,27]. Within clinical samples, a multitude of psychiatric conditions have been explored, including depression [15,20-22], anxiety [28], schizophrenia [24], bipolar disorder [13,14,17], social anxiety [19], and obsessive-compulsive disorder (OCD) [29].

The extent of the uptake of these technologies in psychiatry varies across conditions, and we are interested in understanding the landscape of the literature covering this within the domain of OCD.

OCD is a chronic and prevalent psychiatric disorder characterized by intrusive and distressing thoughts, images, impulses, and repetitive or ritualistic behaviors [30]. OCD is considered one of the most disabling psychiatric disorders [31] and exacts a significant personal [32] and societal economic toll [33]. The course of OCD is chronic and fluctuating for many individuals [34,35], and treatment response typically hovers near 50% [36,37]. The fluctuating nature and limited treatment responsiveness of OCD present a unique opportunity for wearable and smartphone-based technologies to impact the care for and treatment of individuals with OCD. The use of technology in the treatment of anxiety and obsessive-compulsive spectrum disorders [38], specifically the use of technology in assessing and treating OCD [29], has recently been reviewed.

In both reviews, the authors found heterogeneity in the implementation of technology in the care of individuals with OCD as well as an opportunity for advancing research and clinical care.

Objectives of This Review

Given the speed at which new technologies are developed and implemented in clinical settings, a continual reappraisal of this field is needed. In this scoping review, we sought to map the literature on the use of wearable devices and smartphone-based devices or apps in the assessment or monitoring of OCD symptoms and treatment of OCD. Regarding treatment, we focused on novel interventions and excluded studies on the mobile implementation of standard psychotherapy (such as cognitive behavioral therapy [CBT] with exposure-response prevention [ERP]). We aimed to assess domains in which wearable and mobile technologies have had an impact on OCD care while also identifying areas for continued improvement and innovation within this realm.

Methods

Study Design

Given our objectives, the known heterogeneity in implementing technology in individuals with OCD, and the focus on emerging innovative interventions, a scoping review is the most appropriate synthesis approach. The purpose of a scoping review is to identify all available evidence to assess the breadth, depth, and nature of research activity in a topic of interest, and it is particularly useful in rapidly mapping evidence in emerging topics while maintaining rigorous search and study selection processes [39].

The protocol for this review was preregistered at the Open Science Foundation on August 9, 2022 [40]. We consulted a research librarian at the University of Southern California regarding scoping review protocols, topic development, search strategies, and data management. Keywords were initially identified from recent literature reviews relevant to the topic and preliminarily tested using the University of Southern California library database and Google Scholar (Google LLC). We included additional search terms yielded from discussion between the authors. We conducted our initial search in July 2022, with an update in April 2023; we searched multiple databases, including PubMed, Embase, APA PsycInfo, and Web of Science, with no restriction on original study design or publication period, using the following search strategy: (“OCD” OR “obsessive” OR “obsessive-compulsive”) AND (“smartphone” OR “phone” OR “wearable” OR “sensing” OR “biofeedback” OR “neurofeedback” OR “neuro feedback” OR “digital” OR “phenotyping” OR “mobile” OR “heart rate variability” OR “actigraphy” OR “aciditymetry” OR “biosignals” OR “biomarker” OR “signals” OR “mobile health”). Retrieved records were entered into the Covidence review software.
Inclusion and Exclusion Criteria

As recommended by the Joanna Briggs Institute Reviewers’ Manual for scoping reviews, we used the Population, Concept, and Context framework to inform our inclusion and exclusion criteria [41].

The inclusion criteria for study population are as follows: individuals with OCD as the primary diagnosis and of any age and sex.

Individuals who did not have OCD as a primary diagnosis were excluded from the study to avoid confounding population factors. We applied no sex or age restrictions because OCD can affect any sex and can develop at any age, including in childhood.

The inclusion criteria for study concept are as follows: biobehavioral technology or smartphone-based technology involved in the assessment or monitoring of OCD symptoms or treatment of OCD and does not use CBT and ERP. We excluded CBT and ERP digital implementation studies because recent reviews have already covered these interventions [29,42,43].

The inclusion criteria for study context are as follows: any care setting, including inpatient, outpatient, or natural environment (e.g., at home, work, or school), and English-language studies. OCD symptoms can be potentially tracked and treated in multiple environments, including inpatient, outpatient, or naturalistic settings, depending on the severity of symptoms and the specific needs of the individual. Therefore, we chose not to restrict our search criteria to a specific setting. We included full-text English-language studies and excluded studies with only an English translation of the abstract to ensure alignment with the inclusion and exclusion criteria and appropriately extract all relevant items. In addition, our preliminary search indicated that most studies used various metrics to monitor OCD symptom burden, so not all conceptual results of interest were included in the abstract. Finally, our preliminary search yielded only a few non–English-language studies.

We decided to exclude review articles, meta-analyses, conference abstracts, and thesis defenses because these either miss elements relevant to our extraction or lack the academic rigor of the peer-review process. Given the long history of biobehavioral technology research and implementation in health care, we considered any publication date.

Together, based on the Population, Concept, and Context framework, the following study inclusion criteria were used: OCD is a primary diagnosis, studies conducted in any care setting, participants of any age and sex, study uses biobehavioral technology or smartphone-based technology, study is peer reviewed, study contains original content, and study is in the English language. Exclusion criteria were as follows: non–OCD primary diagnosis or nonclinical population; non–mobile-based technology; CBT and ERP digital implementation study; and studies that are review articles, meta-analyses, conference abstracts, or thesis defenses. No restrictions were placed on the date of publication of the included studies.

Two authors, AF and RL, screened all studies separately using the blinded screening feature of Covidence; consensus was achieved through discussion between authors for any records with conflicting screening. From this initial screening, full texts from relevant records were obtained. A total of 3 additional studies were identified for full-text review from the reference lists of other reviewed studies. Finally, AF and RL independently extracted the relevant articles and came to consensus on the final extracted items through regular discussion.

Results

Overview

The scoping review was conducted using the Covidence review software, which facilitates the collation of citations with automatic deduplication, allows for blinded screening and review of articles by individual reviewers, tracks articles through the review process, and records reasons for study exclusion. Figure 1 shows the results of the systematic search, study screening, and review process conducted in Covidence. A total of 2748 records were identified across the 4 databases indicated earlier. Following the removal of duplicate records (1273/2748, 46.32%), 1475 (53.68%) of the 2748 studies remained for title and abstract screening. After screening 1475 studies, 1401 (94.98%) studies were found to be ineligible for inclusion, leaving 74 (5.02%) studies for full-text review; an additional 3 studies were identified from the reference list of the reviewed studies, resulting in a total of 77 studies undergoing full-text review. From these 77 studies, 52 (68%) were excluded, mostly studies using nonmobile devices and assessing nonclinical populations or individuals without a diagnosis of OCD. Studies were also excluded if they were conference abstracts or posters, studied the digital implementation of CBT and ERP, were not peer reviewed or were a review, or were not English-language studies.
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Finally, data were extracted from a total of 25 (N=77, 32%) studies. The key findings from these studies, including the type of wearable device or smartphone app, the method of data collection (eg, active vs passive), whether an intervention was implemented, and the overall study results, are discussed in the tables.

**Studies Without Digital or Mobile Interventions and With Passive Data Collection**

We broadly divided the studies into those that contained digital or mobile interventions and those that did not. We further divided studies that did not include a digital or mobile intervention based on whether they collected mobile or wearable data completely passively or had an active data collection component (ie, requiring participants to enter data or directly engage with an app). Table 1 lists studies lacking a mobile or digital intervention and collecting mobile or wearable data in a passive manner.
<table>
<thead>
<tr>
<th>Study authors, year, country</th>
<th>Population (age range [years])</th>
<th>Technology</th>
<th>Mobile or wearable data collected and collection method</th>
<th>Nonmobile or wearable data collected and collection method</th>
<th>Study aim</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Millet et al [44], 1998, France</td>
<td>Adult men (26-43)</td>
<td>Actimeter (Gaewilher Electronic)</td>
<td>Motor activity: passive collection through actigraphy</td>
<td>Inpatient</td>
<td>To assess for differences in circadian variations in plasma melatonin, plasma cortisol, axillary temperature, motor activity, and obsessive-compulsive and depressive symptoms between patients with OCD and controls</td>
<td>Circadian variation in Hospital Anxiety Depression scale scores No significant differences in other measures between OCD and control groups</td>
</tr>
<tr>
<td>Alfano and Kim [45], 2011, United States</td>
<td>Youth males and females (7-11)</td>
<td>ActigraphGT1M (ActiGraph)</td>
<td>Motor activity: passive collection through actigraphy</td>
<td>Natural environment</td>
<td>Sleep metrics: active collection through parent report Sleep metrics: active collection through self-report</td>
<td>To assess for differences in sleep patterns in children with OCD compared with controls using objective measures</td>
</tr>
<tr>
<td>Drummond et al [46], 2012, England</td>
<td>Adult men and women (20-62)</td>
<td>Actiwatch-L (CamNtech Ltd)</td>
<td>Motor activity: passive collection through actigraphy</td>
<td>Inpatient</td>
<td>Sleep metrics: active collection through nursing report Sleep metrics: active collection through self-report</td>
<td>To determine the acceptability, reliability, and validity of using actigraphy to assess sleep patterns in inpatients with severe refractory OCD 59% (36/61) of patients who were admitted agreed to participate in the study 81% (29/36) of patients wore the actigraph for 10-20 days, 8% (3/36) wore the actigraph for up to 10 days, and 11% (4/36) were unable to wear the actigraph Delayed sleep phase detected by actigraphy showed good agreement with nursing report and self-report</td>
</tr>
<tr>
<td>Pittig et al [47], 2013, United States</td>
<td>Adult men and women (not specified)</td>
<td>LifeShirt system (VivoMetrics)</td>
<td>Electrocardiogram: passive collection Respiration: passive collection Postural data: passive collection</td>
<td>Outpatient</td>
<td>Symptom burden: active collection through self-report Task-related subjective units of distress: active collection through self-report</td>
<td>To assess for differences in HR and HRV in patients with anxiety disorders at rest, during stress, and during relaxation and to determine relationships with demographic or clinical variables</td>
</tr>
<tr>
<td>Study (author, year, country)</td>
<td>Population (age range [years])</td>
<td>Technology</td>
<td>Mobile or wearable data collected and collection method</td>
<td>Mobile or wearable collection method setting</td>
<td>Nonmobile or wearable data collected and collection method</td>
<td>Study aim</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------------</td>
<td>-----------------------------</td>
<td>----------------------------------------------------------</td>
<td>---------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Bussing et al [48], 2015, United States</td>
<td>Youth males and females (7-17)</td>
<td>Actical (Miti Mitter)</td>
<td>Motor activity: passive collection through actigraphy</td>
<td>Natural environment</td>
<td>Sleep metrics: active collection through self-report</td>
<td>To determine whether actigraphy can detect SSRI activation syndrome in youths with OCD relative to parent-rated measures</td>
</tr>
<tr>
<td>Donse et al [49], 2017, Netherlands</td>
<td>Adult men and women (not specified)</td>
<td>Actiwatch Spectrum Plus or Actiwatch 2 (Respironics-Philips)</td>
<td>Motor activity: passive collection through actigraphy</td>
<td>Natural environment</td>
<td>Sleep metrics: active collection through self-report</td>
<td>To assess for sleep disturbances in adults with OCD using actigraphy and self-report and to determine whether sleep disturbance can predict responsiveness to rTMS treatment</td>
</tr>
<tr>
<td>Jaspers-Fayer et al [50], 2018, Canada</td>
<td>Youth males and females (8-18)</td>
<td>Fitbit Flex (Fitbit Inc)</td>
<td>Motor activity: passive collection through actigraphy</td>
<td>Natural environment</td>
<td>Sleep metrics: active collection through self-report</td>
<td>To assess for sleep disturbances in children and adolescents with OCD using actigraphy and parent report and self-report</td>
</tr>
<tr>
<td>Coles et al [51], 2020, United States</td>
<td>Adult men and women (not specified)</td>
<td>Micro Motionlogger watch (Ambulatory Monitoring Inc)</td>
<td>Motor activity: passive collection through actigraphy</td>
<td>Natural environment</td>
<td>Salivary melatonin: active collection</td>
<td>To assess for differences in sleep parameters between adults with OCD and control adults using self-report, salivary melatonin levels, and wrist actigraphy and to determine whether sleep parameters correlate with symptom burden</td>
</tr>
<tr>
<td>Cox and Olatunji [52], 2022, United States</td>
<td>Adult men and women (18-53)</td>
<td>ActiGraph wGT3X-BT (ActiGraph)</td>
<td>Motor activity: passive collection through actigraphy</td>
<td>Natural environment</td>
<td>Sleep metrics: active collection through self-report</td>
<td>OCD severity: active collection through self-report</td>
</tr>
<tr>
<td>Study (author, year, country)</td>
<td>Population (age range [years])</td>
<td>Technology</td>
<td>Mobile or wearable data collected and collection method</td>
<td>Nonmobile or wearable data collected and collection method</td>
<td>Study aim</td>
<td>Main results</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>--------------------------------</td>
<td>------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-----------</td>
<td>--------------</td>
</tr>
</tbody>
</table>
| Thierfelder et al [53], 2022, Germany | Youth males and females (13-17) | - HR: passive collection through electrocardiogram chest belt  
- Motor activity: passive collection through wrist-based sensors  
- Eye-tracking: passive collection through head-mounted device  
- Data aggregation and processing: passive collection through Surface Pro and custom-built software | Outpatient | N/A | Pilot study to demonstrate that the collected sensor data capture features of stress reactions, compulsive behavior, and relief from anxiety in an outpatient setting in adolescents with OCD | - Circadian rhythms are delayed in patients with OCD compared with control patients without psychiatric diagnosis.  
- Measures of delayed circadian rhythms were associated with OCD symptoms.  
- Measures of sleep disturbance were not significantly different between individuals with OCD and HC, including objective sleep time measured from actigraphy, except for higher insomnia symptoms, which were associated with higher OCD symptoms.  
- MEQ and DSWPD mediate OCD symptom severity through insomnia in mediation modeling. |
<table>
<thead>
<tr>
<th>Study (author, year, country)</th>
<th>Population (age range [years])</th>
<th>Technology</th>
<th>Mobile or wearable data collected and collection method</th>
<th>Mobile or wearable collection method setting</th>
<th>Nonmobile or wearable data collected and collection method</th>
<th>Study aim</th>
<th>Main results</th>
</tr>
</thead>
</table>
| Gajadien et al [54], 2023, Netherlands | Adult men and women (not specified) | ActTrust (Condor Instruments) | - Motor activity: passive collection through actigraphy | - Natural environment | - Sleep metrics: active collection through self-report | To investigate potential differences in sleep parameters between responders and nonresponders to rTMS and to examine the ability of sleep parameters to predict rTMS response | • RMSSD\textsuperscript{m} (measure of HRV) decreased for all participants with increasing OCD-related stress.  
• HR (BPM\textsuperscript{n}) increased or remained stable with increasing stress.  
• Relief from stress is generally accompanied by an increase in the RMSSD of HRV and decreased or stable HR.  
• Increases in physical activity are generally accompanied by a drop in RMSSD and more elevated HR than in a stressful event.  
• Increase in movement energy can be observed from wrist-based sensors with increasing OCD-related stress.  
• Repetitive compulsive behavior (checking bag) captured by hand sensors showed a unique frequency distribution compared with other repetitive but noncompulsive behavior.  
• While refraining from compulsion to wash hands, participants exposed to contamination in public bathroom fixated on the public toilet (59%), floor (27%), and sink (14%). |
<table>
<thead>
<tr>
<th>Study (author, year, country)</th>
<th>Population (age range [years])</th>
<th>Technology</th>
<th>Mobile or wearable data collected and collection method</th>
<th>Mobile or wearable collection method setting</th>
<th>Nonmobile or wearable data collected and collection method</th>
<th>Study aim</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Reduction in OCD and depressive symptoms after rTMS treatment</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• No baseline characteristics significantly different between rTMS responders and nonresponders</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Actigraphy parameters did not meet the effect size requirement of Cohen d ≥0.5 for inclusion as a predictor</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Discriminant model including subjective sleep quality, sleep latency, daytime dysfunction, and HSDQ insomnia could predict response to rTMS with an AUC of 0.813, a sensitivity of 76%, and a specificity of 50%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Circadian rhythm sleep disorder model from the study by Donse et al [49] was not significant and could not be replicated in this study</td>
<td></td>
</tr>
</tbody>
</table>

aOCD: obsessive-compulsive disorder.  
bCY-BOCS: Children’s Yale-Brown Obsessive Compulsive Scale.  
cHR: heart rate.  
dHRV: heart rate variability.  
ePD: panic disorder.  
fGAD: generalized anxiety disorder.  
gSSRI: selective serotonin reuptake inhibitor.  
hrTMS: repetitive transcranial magnetic stimulation.  
iDSWPD: delayed sleep-wake phase disorder.  
jHC: healthy control.  
kMEQ: Morningness-Eveningness Questionnaire.  
lN/A: not applicable.  
mRMSSD: root mean square of successive differences.  
nBPM: beats per minute.  
oHSDQ: Holland sleep disorder questionnaire.  
pAUC: area under the curve.  

Overall, the studies in this category recruited a mix of youth and adult participants and a mix of male and female participants. A total of 2 (18%) of the 11 studies in this group collected wearable data using advanced body sensors that required monitoring in an outpatient setting. One study used a shirt embedded with sensors to collect physiological data, including heart rate and heart rate variability (HRV; calculated from a continuous electrocardiogram), respiration rate, and postural data in patients with anxiety disorders, including OCD. Briefly, the authors found reduced high-frequency HRV at baseline and during hyperventilation in patients with anxiety compared with control participants. They also found a higher heart rate in patients with panic disorder and generalized anxiety disorder during hyperventilation [47]. The other study piloted the ability...
of a variety of sensors to capture OCD symptomology for a larger study. The team used multiple sensors, including an electrocardiogram chest belt, wrist-based sensors, and a custom-built eye-tracking device to measure gaze fixation during OCD-induced stress as well as heart rate, HRV, and hand motor activity during planned OCD-triggering events [53]. HRV decreased with higher stress levels and increased during rest, whereas heart rate either increased or remained stable with higher stress levels and decreased during rest. Additionally, HRV and motor activity data yielded data patterns that distinguished OCD-induced stress from physical activity.

All other studies in this group used actigraphy as an objective measure of activity. Most studies (8/11, 73%) used actigraphy at night as a measure of sleep while also collecting self-report, parent report, or nursing report as additional metrics of sleep quality and quantity. A majority of studies (7/11, 64) collected actigraphy measures in a naturalistic home environment; however, 2 (18%) of the 11 studies were conducted in an inpatient setting, with 1 study focusing on individuals with treatment-refractory OCD [46] and the other study requiring inpatient hospitalization to draw concurrent blood samples [44]. In general, studies found differences in objective and subjective measures of sleep in patients with OCD, such as decreased total sleep time [45,49], increased number of awakenings after sleep onset [45,50], increased duration of awakenings [45], increased time to fall asleep [49,50], later midsleep timing [52], and presence of delayed sleep phase disorder [46,51,52]. However, 1 study provided contrary evidence on sleep disturbance, which was largely nonsignificant between participants with OCD and control participants in subjective and actigraphy measures [52]. Another study analyzed actigraphy and self-reported sleep measures between responders and nonresponders to repetitive transcranial magnetic stimulation (rTMS); the authors found that a circadian rhythm sleep disorder model could discriminate between responders and nonresponders to rTMS treatment with a sensitivity of approximately 84%. An insomnia model could not discriminate between these groups [49]. A more recent study from the same group, however, did not identify the circadian rhythm sleep disorder model as a potential predictor of rTMS response but did find measures of sleep disturbance, as measured by self-report but not actigraphy measures, to be predictive of rTMS response, with an area under the curve of 0.813, sensitivity of 76%, and specificity of 50% [54]. Other investigators have used actigraphy to measure activity in patients with OCD during daytime hours. One study reported no abnormalities in circadian variability compared with controls [44]. Another study that assessed behavioral activation from selective serotonin reuptake inhibitor treatment reported lower daytime activity in girls and an association of parent reports with actigraphy measures of activity [48].

**Studies Without Digital or Mobile Interventions and With Active or Mixed Data Collection**

All the study participants in this category were adults. Ecological momentary assessments (EMAs) occur in a naturalistic setting and were used in all studies that collected mobile or wearable data in an active or mixed fashion (active and passive concurrently, albeit only Brown et al [55] used a mixed collection method) (Table 2).
Table 2. Studies without digital or mobile interventions and with active or mixed mobile or wearable data collection, organized by publication year.

<table>
<thead>
<tr>
<th>Study (author, year, country)</th>
<th>Population (age range [years])</th>
<th>Technology</th>
<th>Mobile or wearable data collection and method</th>
<th>Mobile or wearable collection method setting</th>
<th>Nonmobile or wearable data collection method</th>
<th>Study aim</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gloster et al [56], 2008, United States</td>
<td>Adult men and women (20-62)</td>
<td>Palm Zire 21 personal data assistant (Palm Inc)</td>
<td>Symptom burden: active collection through self-report</td>
<td>Natural environment</td>
<td>N/A</td>
<td>To determine the accuracy of retrospective estimates of daily OCD symptom burden and symptom covariation relative to prospectively collected EMAs in patients with OCD</td>
<td>• Retrospective recall of OCD symptoms was generally consistent with EMA data, although there was occasional underestimation of the frequency of OCD behaviors.</td>
</tr>
<tr>
<td>Tilley and Rees [57], 2014, Australia</td>
<td>Adult men and women (28-54)</td>
<td>SMS text message–based prompts; Olympus WS-110 digital voice recorder (Olympus, Tokyo, Japan)</td>
<td>Symptom burden: active collection through self-report</td>
<td>Natural environment</td>
<td>N/A</td>
<td>To determine whether the use of EMA can provide additional diagnostic information in those with OCD</td>
<td>• Fewer symptoms were endorsed by EMA, although new types of symptoms were reported.</td>
</tr>
<tr>
<td>Rupp et al [58], 2019, Germany</td>
<td>Adult men and women (not specified)</td>
<td>movisenseXS (movisens GmbH) implemented on Motorola Moto G2 (Lenovo)</td>
<td>Symptom burden: active collection through self-report</td>
<td>Natural environment</td>
<td>Feasibility of EMA: active collection through self-report</td>
<td>To determine the feasibility and effectiveness of using EMA to assess OCD symptoms before and after psychotherapy treatment</td>
<td>• 28.11% (851/3027) of EMA responses removed during data cleansing.</td>
</tr>
</tbody>
</table>
A series of studies assessed whether the use of EMA could outperform retrospective symptom recall [56], uncover new OCD symptoms [57], and feasibly monitor symptoms [55]. EMA reported a slightly lower frequency [56] and burden [57] of OCD symptoms than clinician-administered Yale-Brown Obsessive Compulsive Scale (Y-BOCS) or Obsessive Compulsive Inventory-Revised, although EMA captured novel, previously unreported OCD symptoms [57]. Although patients’ perspectives on the use of EMA were generally positive, clinicians expressed some concern about the amount of data collected and the integration of EMA into clinical care [55]. Rupp et al [58] assessed the feasibility of using EMA to assess OCD symptom burden before and after participants completed detached mindfulness or cognitive restructuring psychotherapy. Participants generally rated EMA highly in terms of acceptability, practicability, and representativeness. The data were quite noisy; however, approximately 28.11% (851/3027) of the noise was removed during data cleansing [58]. A separate study assessed the results of these psychotherapy interventions and found no significant differences between the detached mindfulness and cognitive restructuring therapies in the frequency of their use, perceived difficulty, or the experience of relief after treatment [60].

**Studies With Digital or Mobile Interventions**
All studies in this section include some form of mobile or digital intervention; however, we excluded studies that focused on CBT and ERP implementation. All but 1 study (8/9, 89%) also involved the collection of active or passive digital or mobile data (Table 3).

<table>
<thead>
<tr>
<th>Study (author, year, country)</th>
<th>Population (age range [years])</th>
<th>Technology</th>
<th>Mobile or wearable data collected and collection method</th>
<th>Mobile or wearable collection method setting</th>
<th>Nonmobile or wearable data collected and collection method</th>
<th>Study aim</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown et al [55], 2020, United States</td>
<td>Adult men and women (not specified)</td>
<td>Fitbit Alta (Fitbit Inc), Twilio technology (Twilio Inc), and Way to Health Platform [59]</td>
<td>• Behavior and physiology: passive collection through Fitbit Symptom burden: active collection through self-report</td>
<td>Natural environment</td>
<td>Acceptability: active collection through qualitative interview</td>
<td>To assess patients’ and clinicians’ perspectives on the use of a wearable biosensor and EMAs in measurement of OCD symptoms</td>
<td>• High EMA response rate (90.2%) with moderate adherence to physical activity (57.7%) and sleep (52.2%) data collection</td>
</tr>
<tr>
<td>Rupp et al [60], 2020, Germany</td>
<td>Adult men and women (not specified)</td>
<td>movisenseXS (movisens GmbH) implemented on Motorola Moto G2 (Lenovo)</td>
<td>• Emotions related to OCD: active collection through self-report Behaviors related to OCD: active collection through self-report</td>
<td>Natural environment</td>
<td>N/A</td>
<td>To use pretreatment and posttreatment EMAs to compare the effects of 2 weeks of CR treatment on OCD with those of DM treatment on OCD</td>
<td>• Some baseline use of therapy techniques by participants before treatment</td>
</tr>
</tbody>
</table>

---

aN/A: not applicable.
bOCD: obsessive-compulsive disorder.
cEMA: ecological momentary assessment.
dCR: cognitive restructuring.
eDM: detached mindfulness.
<table>
<thead>
<tr>
<th>Study (author, year, country)</th>
<th>Population (age [years])</th>
<th>Technology</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Le Boeuf [61], 1974, England</td>
<td>Adult man (49)</td>
<td>Portable shock box carried in jacket pocket and connected via electrodes to the forearm and base of the index finger; shock delivered if circuit completed through the immersion of hands in water</td>
<td>To determine the efficacy of an automated shocking device in the treatment of compulsive handwashing</td>
</tr>
<tr>
<td>Olbrich et al [62], 2016, Germany</td>
<td>Adult man (31)</td>
<td>Geo-Feedback App (developed by S Olbrich)</td>
<td>Use of mobile app decreased the time needed to reach treatment clinic (1 mile distance) from 2 hours to 1 hour. With the addition of consistent ERP and app use, time to reach the clinic decreased to 20 minutes. Patient reported the fear of attracting attention from app notifications as a negative reinforcer.</td>
</tr>
<tr>
<td>Kashyap et al [63], 2019, India</td>
<td>Adult man (29)</td>
<td>CogTrain App (developed by P Reddy and S Mandadi)</td>
<td>Patient complet- ed therapist- guided cognitive training, mindfulness practices, and ADL training. Patient complet- ed cognitive training tasks and used the CogTrain App. Over 12 weeks, patient had improvement in symptom burden and improvement in some cognitive measures.</td>
</tr>
<tr>
<td>Study (author, year, country)</td>
<td>Population (age [years])</td>
<td>Technology</td>
<td>Mobile or wearable data collected and collection method</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------------------------</td>
<td>------------</td>
<td>------------------------------------------------------</td>
</tr>
<tr>
<td>Arevian et al [64]. 2020, United States</td>
<td>Adult men and women (18-69)</td>
<td>Chorus platform (Chorus Innovations Inc) and SMS text messages</td>
<td>• Symptom burden and response to treatment: active collection through self-report</td>
</tr>
<tr>
<td>Olsen et al [65]. 2020, United States</td>
<td>Adult man (20s)</td>
<td>Activa PC+S (Medtronic) and smartphone-based EMA</td>
<td>• Intracranial LFP&lt;sup&gt;f&lt;/sup&gt;, passive collection through DBS&lt;sup&gt;g&lt;/sup&gt; system</td>
</tr>
<tr>
<td>Study (author, year, country)</td>
<td>Population (age [years])</td>
<td>Technology</td>
<td>Mobile or wearable data collected and collection method</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------</td>
<td>------------</td>
<td>-------------------------------------------------------</td>
</tr>
<tr>
<td>Provenza et al [66], 2021, United States</td>
<td>Adult men and women (31-40)</td>
<td>Summit RC+S (Medtronic); Apple Watch (Apple Inc); StriveStudy mobile app (Rune Labs); Honeycomb task app; actiCAP electroencephalogram cap (Brain Products GmbH); GoPro Hero 6 (GoPro Inc); H4n Pro 4-track Portable Recorder (Zoom Corp); and AFAR computer-vision (Carnegie Mellon University)</td>
<td>Intrapranal electrophysiology: passive collection through DBS device</td>
</tr>
</tbody>
</table>
### Main results

- AFAR software estimated positive affect and head velocity, and these data were synchronized with blood volume pulse, electrocardiogram, electroencephalogram, LFP from DBS, and the acceleration of INS^P_
- Increase in positive affect and subjective positive feelings during DBS programming session in participant 5
- Self-reports were synchronized to at-home, wirelessly streamed DBS LFP, routine at-home tasks, and psychophysiological tasks
- In total, across the 3 participants, over 1000 hours of at-home intracranial physiology was recorded
- 1 participant completed an at-home LFP recording for 3 continuous days; 41 OCD symptom intensity ratings were collected during this period (range 0-8); LFP frequency band power was examined in the minute before and after self-report; there was a strong negative correlation between power in the delta band and OCD symptom severity in both the left (R = −0.593) and

<table>
<thead>
<tr>
<th>Study (author, year, country)</th>
<th>Population (age [years])</th>
<th>Technology</th>
<th>Mobile or wearable data collected and collection method</th>
<th>Nonmobile or wearable data collected and collection method</th>
<th>Digital or mobile intervention</th>
<th>Digital or mobile intervention setting</th>
<th>Study aim</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AFAR software estimated positive affect and head velocity, and these data were synchronized with blood volume pulse, electrocardiogram, electroencephalogram, LFP from DBS, and the acceleration of INS^P_</td>
<td>Increase in positive affect and subjective positive feelings during DBS programming session in participant 5</td>
<td>Self-reports were synchronized to at-home, wirelessly streamed DBS LFP, routine at-home tasks, and psychophysiological tasks</td>
<td>In total, across the 3 participants, over 1000 hours of at-home intracranial physiology was recorded</td>
<td>1 participant completed an at-home LFP recording for 3 continuous days; 41 OCD symptom intensity ratings were collected during this period (range 0-8); LFP frequency band power was examined in the minute before and after self-report; there was a strong negative correlation between power in the delta band and OCD symptom severity in both the left (R = −0.593) and</td>
<td></td>
</tr>
<tr>
<td>Study (author, year, country)</td>
<td>Population (age [years])</td>
<td>Technology</td>
<td>Mobile or wearable data collected and collection method</td>
<td>Nonmobile or wearable data collected and collection method</td>
<td>Digital or mobile intervention</td>
<td>Digital or mobile intervention setting</td>
<td>Study aim</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>--------------------------</td>
<td>------------</td>
<td>--------------------------------------------------------</td>
<td>--------------------------------------------------------</td>
<td>-------------------------------</td>
<td>--------------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Hawley et al [67], 2021, Canada</td>
<td>Adults of unspecified sex (not specified)</td>
<td>Muse, a consumer-grade electroencephalogram headset device with a mobile app (InteraXon Inc)</td>
<td>Electroencephalogram: passive collection through Muse device</td>
<td>Symptom burden: active collection through self-report</td>
<td>Muse technology-guided neurofeedback with daily guided mindfulness</td>
<td>Natural environment and outpatient</td>
<td>To determine whether technology-supported mindfulness can improve OCD symptom burden, increase self-reported mindfulness, and increase electroencephalogram-derived indicators of mind wandering</td>
</tr>
<tr>
<td>Hawley et al [68], 2021, Canada</td>
<td>Adults of unspecified sex (not specified)</td>
<td>Muse, a consumer-grade electroencephalogram headset device with a mobile app (InteraXon Inc)</td>
<td>Electroencephalogram: passive collection through Muse device</td>
<td>Symptom burden: active collection through self-report</td>
<td>Muscle technology-guided neurofeedback with daily guided mindfulness</td>
<td>Natural environment and outpatient</td>
<td>To determine whether technology-supported mindfulness training is associated with decreased cognitive vulnerability, improved attention, reduced OCD symptom burden, and the existence of a relationship between electroencephalogram-derived markers of attention and clinical variables</td>
</tr>
<tr>
<td>Fridgeirsson et al [69], 2023, Netherlands</td>
<td>Adult men and women (30-69)</td>
<td>Medtronic Perc or Activa PC+S with 3389 DBS leads (Medtronic)</td>
<td>Intracranial LFP: passive collection through DBS system</td>
<td>Symptom burden: active collection through self-report</td>
<td>Outpatient</td>
<td>To determine whether technology-supported mindfulness training is associated with increased alpha and beta electroencephalogram power in the treatment group</td>
<td>Decrease in Y-BOCS-SR in the active treatment group</td>
</tr>
<tr>
<td>Study (author, year, country)</td>
<td>Population (age [years])</td>
<td>Technology</td>
<td>Mobile or wearable data collected and collection method</td>
<td>Nonmobile or wearable data collected and collection method</td>
<td>Digital or mobile intervention setting</td>
<td>Digital or mobile intervention</td>
<td>Study aim</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>--------------------------</td>
<td>------------</td>
<td>------------------------------------------------------</td>
<td>--------------------------------------------------------</td>
<td>--------------------------------------</td>
<td>-------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Open-loop DBS to bilateral vALIC, although DBS was not active during the study period</td>
<td>To identify an electrophysiologic biomarker of OCD symptoms in adults implanted with DBS in the vALIC through machine learning approaches</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- Obsession induction increased VAS scores for anxiety, agitation, obsession, and compulsions.
- Power in all examined frequency bands increased during compulsions and relief state relative to baseline.
- Total balanced accuracy of predicting individuals from baseline LFP data was 18.9% for a boosted trees model and 32.6% for a deep learning model compared with a chance level of 9% ($P<.05$).
- Patient-specific models showed an average accuracy of 32.5% in predicting the symptom state of individual patients using boosted trees and 38.8% accuracy using deep learning.
- Deep learning reached an average AUC of 78.2% for compulsions, 62.1% for obsessions, 58.7% for baseline, and 59.7% for relief.

---

aOCD: obsessive-compulsive disorder.
bERP: exposure-response prevention therapy.
cN/A: not applicable.
dADL: activities of daily living.
eIOP: intensive outpatient program.
fLFP: local field potential.
gDBS: deep brain stimulation.
hMSIT: multisource interference task.
iVC/VS: ventral capsule/ventral striatum.
JSMA: supplementary motor area.
kY-BOCS: Yale-Brown Obsessive Compulsive Scale.
The authors presented data on the first few participants in a self-report symptom burden, facial features, and speech samples, densely collecting other measures, including heart rate, recording intracranial local field potentials (LFPs) while also improving with 92% accuracy [65]. Provenza et al [66] took cortical-striatal synchrony increased with dual-site stimulation, capsule/ventral striatum stimulation. Unexpectedly, following dual-site stimulation compared with single ventral improvement in patient global impression of improvement a small improvement in Y-BOCS score and more robust striatum and supplementary motor area, Olsen et al [65] found measures from the DBS electrodes, and collected passive and modality, collected longitudinal intracranial physiological A total of 2 (22%) of the 9 studies used DBS as a treatment noise [62].

He feared drawing attention to himself if the app made a signal if the participant had not moved a predefined distance. Use of the app reduced the time required for the participant to continue the use of the app, he reached the clinic in 20 minutes. He endorsed that the app served as a negative reinforcer in that the user’s hands were in contact with water, presumably during a washing compulsion. The participant had severely impairing, compulsive handwashing before treatment and had a marked and durable improvement in symptom burden soon after beginning the use of the wearable device [61]. Even more notable is that this study was completed in 1974—well before the advent of smartphones or modern wearable biosensors. In another single-participant case report, Le Boeuf [61] created a wearable device that provided a mild electric shock to the user if an electrical circuit was completed when the participant had not moved a predefined distance. Use of the app reduced the time required for the participant to reach the clinic with 50% (2 hours to 1 hour for a travel distance of 1 mile); once the patient was able to re-engage in ERP (and continue to use the app), he reached the clinic in 20 minutes. He endorsed that the app served as a negative reinforcer in that he feared drawing attention to himself if the app made a signal noise [62].

A total of 2 (22%) of the 9 studies used DBS as a treatment modality, collected longitudinal intracranial physiological measures from the DBS electrodes, and collected passive and active digital and wearable metrics. In a case report of a patient receiving dual-site stimulation in the ventral capsule/ventral striatum and supplementary motor area, Olsen et al [65] found a small improvement in Y-BOCS score and more robust improvement in patient global impression of improvement following dual-site stimulation compared with single ventral capsule/ventral striatum stimulation. Unexpectedly, cortical-striatal synchrony increased with dual-site stimulation, and random forest modeling showed that cortical-striatal gamma and theta synchrony predicted patient global impression of improvement with 92% accuracy [65]. Provenza et al [66] took a multimodal approach to studying OCD by chronically recording intracranial local field potentials (LFPs) while also densely collecting other measures, including heart rate, self-report symptom burden, facial features, and speech samples. The authors presented data on the first few participants in a planned, larger study. They found significant correlations of facial affect with subjective improvement during DBS programming, negative correlations of delta band power with OCD symptom severity, and correlations of delta band power with ERP [66], Fridgeirsson et al [69] used machine learning models to analyze LFP data collected during rest and symptom provocation in an outpatient setting while DBS was turned off. Machine learning modeling of resting LFP identified individual patients significantly above the chance level. Modeling of LFP collected during symptom provocation and relief of symptoms predicted symptom state with an average accuracy of 32.5% and 38.8% for the boosted trees and deep learning model, respectively, with the latter reaching an average area under the curve of 78.2% for compulsions, 62.1% for obsessions, 58.7% for baseline, and 59.7% for relief [69].

A total of 2 (22%) of the 9 studies from 1 research group used a mobile electroencephalogram device for monitoring during biofeedback treatment. They found that active treatment reduced Y-BOCS self-report scores and increased electroencephalogram alpha and beta power in proportion to the improvement in OCD symptoms [67]. They also found that alpha power and the perfectionism or certainty subscores from the Obsessive Beliefs Questionnaire were reciprocally associated with one another across time [68].

Arevian et al [64] developed and tested the usability and feasibility of a mobile texting app cocreated by therapists and patients for use in an OCD treatment clinic. The app prompted patients with SMS text messages, and some SMS text messages also requested patient engagement and response. The authors found that the types of SMS text messages created generally focused on personalizing treatment for the individual and using humor to aid in treatment. Approximately 80 to 90% of the patients expressed positive sentiments about the development and use of the app. Themes from working groups of therapists regarding app development and use included treatment engagement, personalization of treatment, motivation, and provision of after-hours care [64].

Finally, 1 (11%) of the 9 studies used a custom mobile phone app aimed at improving cognition in individuals with OCD; this was coupled with therapist-led treatment in a single individual with subjective cognitive complaints [63]. The authors reported that this multimodal approach was associated with improvements in subjective and objective measures of cognition.

---

1. MADRS: Montgomery-Asberg Depression Rating Scale.
2. PGI-I: patient global impression of improvement.
3. AFAR: automatic facial affect recognition.
4. BNST: bed nucleus of the stria terminalis.
5. INS: implanted neural stimulator.
7. OBQ: Obsessive Beliefs Questionnaire.
8. vALIC: ventral anterior limb of internal capsules.

\[\text{AUC: area under the curve.}\]
\[\text{VAS: visual analog scale.}\]
Discussion

Overview

Wearable sensors and smartphone-based apps are increasingly being used in medicine and health broadly and in psychiatry specifically to monitor symptoms, diagnose diseases, and predict responses to treatment [3-5,7,8,11,12]. Given that OCD is a chronic, fluctuating condition with significant personal and economic costs, there is a unique opportunity to implement this evolving digital data collection framework to improve our understanding of disease mechanism and improve treatment and clinical outcomes [32-35]. This scoping review maps the extant literature on the use of wearable and smartphone-based technologies in tracking, diagnosing, and predicting clinical outcomes in individuals with OCD. The included studies were broadly divided into studies with digital or mobile interventions and those without. Studies without such interventions were further categorized based on whether they solely collected mobile or wearable data passively or involved an active component in data collection. The results of recent reviews of technology use in OCD do not meaningfully overlap with our results: Cooper et al [38] explored the use of technology in facilitating therapist-delivered psychotherapy in person or by webcam, assessment and prediction of OCD symptoms, and interventions in treating OCD, with the results of none of the reviewed studies overlapping ours; Ferreri et al [29] focused broadly on the use of technology in the assessment and prediction of and interventions for OCD, with the results of only 2 reviewed studies overlapping with ours [57,62].

Principal Findings

We found several broad themes through this study. First, except for 2 (8%) of the 25 studies [44,61], the reviewed studies indicate that the use of wearable sensors or mobile apps in evaluating and treating OCD has developed within the past 15 years, with over half (15/25, 60%) of the studies having been conducted in the last 5 years. This speaks not only to the novelty of these methods in psychiatry but also to the increasing pace of adoption of mobile and wearable technologies in health and medicine. Second, regarding the types of technology, most studies using fully passive mobile or wearable data collection used actigraphy to assess sleep or, less frequently, daytime movement patterns. These studies generally reported good agreement between objective actigraphy data and patient-, parent-, or nurse-reported subjective metrics. However, no study used actigraphy as the sole measure of sleep, which may be indicative of the current limitations of actigraphy. Several studies used extensive, nonconsumer sensors and modalities, including custom-built hardware and software, to passively track OCD symptoms. These efforts highlight the potential therapeutic benefit of tracking OCD symptoms passively and the desire for higher-performance sensors that are not available in off-the-shelf solutions. Many studies that actively collect mobile or wearable data use EMA to assess OCD symptom severity and burden in a naturalistic manner. In general, EMA is well tolerated by participants and appears to uncover new OCD symptoms not reported on retrospective questionnaires, although it may underestimate the overall OCD symptom burden.

We found that mobile or digital interventions are varied and diverse. They include apps and devices that provide negative reinforcement, apps that provide cognitive training, apps facilitating bidirectional texting and SMS text messaging between providers and patients, electroencephalogram-based biofeedback devices, and open-loop recorded intracranial LFP. Studies that leveraged mobile or digital interventions were often case reports with a single male participant. The dearth of studies involving a larger and more diverse participant pool highlights the novelty of such interventions. Nevertheless, given the rapidity of technology development and adoption, we anticipate the depth and breadth of mobile and digital interventions to continue to expand with increasing speed. Finally, approaches to data privacy and security are often underreported. This is a critical issue to address given the user concerns about these technologies [70-72], the ongoing integration of technology into health care, and the potential for malicious use of data [73].

The findings of this review highlight several important considerations for future studies and the implementation of digital health technologies in clinical practice. First, the consistency and standardization of data collection and analysis are important and likely to improve both study quality and public perception of digital or wearable technology research. To facilitate this effort, future studies will benefit from the use of a conceptual framework that allows one to identify important metrics to assess, determine on what timescale to collect these measures, and decide how to implement appropriate and statistically sound analytic methods. Two commonly used and conceptually overlapping frameworks—behavioral signal processing [74] and digital phenotyping [75,76]—share important features and aims: acquisition of multimodal and ecologically valid data, selection of analytic methods suited to the acquired data, and development of models to predict clinical course and treatment response. Both approaches have been usefully implemented in psychiatric conditions as diverse as schizophrenia [77], depression [78,79], anxiety [80,81], and autism spectrum disorder [82,83].

Second, wearable- and smartphone-based studies have the potential to improve treatment outcomes through the development of intervention decision models, which are collections of strategies and policies for the evaluation and treatment of patients and are commonly used in diverse fields of medicine [84]. Decision models operate most effectively when the illness phenomenology (ie, signs and symptoms) maps onto an understanding of the pathophysiology. Wearable devices and smartphones will allow for the ongoing collection of diverse, dense, longitudinal data sets that can improve our understanding of the signs and symptoms of psychiatric disorders; in conjunction with research on the pathophysiology of mental illness, these complementary approaches will lead to the development of much-needed decision models in psychiatry [84].

Third, the included studies were conducted across the globe in countries, including India, Australia, Canada, the United States, and several European nations. Globally, smartphone use ranges from 70% to 85% of the population and is steadily increasing [85,86]. Furthermore, mental illness is prevalent throughout the
world [87,88], and even within the United States, there are disparities in access to care based on race and ethnicity [89,90]. We also found that studies were conducted across age groups, from children and adolescents to those in their 60s, and in both males and females (although not all studies reported age). Taking these themes together, wearable- and smartphone-based studies can, and should, be conducted in diverse settings and populations around the world. This naturally lends itself to large, concurrent studies that are scaled up to include many more participants so that variability in measures can effectively be captured and analyzed.

Fourth, the declining costs of technology, ubiquitous use of smartphones and their associated functionalities (eg, user interface, cloud connection, and data storage and sharing), and integration of artificial intelligence for high-dimensional data processing have enabled real-time monitoring of various health-related biomarkers via wearable biosensors [6]. For instance, a recently proposed study uses an armband biosensor to passively monitor diverse physiological parameters in patients with COVID-19. An associated smartphone app receives and stores real-time data from the sensor and subsequently uploads them to a cloud-based server, where further processing occurs via machine learning. The results can then be displayed to a clinician via a web-based dashboard with an overall goal of early detection of disease progression [91]. From our review, Provenza et al [66] took a similar approach in capturing diverse streams of wearable and mobile data concurrently. They demonstrated an approach to combining these data into a broader scientific and clinical picture [66]. We anticipate that future studies in psychiatry will further integrate actively and passively collected wearable and mobile data, on-device and cloud-based storage, and real-time data extraction and analysis to produce actionable information that patients and clinicians can use to guide care.

Finally, the ethical and legal frameworks surrounding mobile and wearable data collection and use continue to evolve, particularly as the definitions of devices and apps change [92]. Currently, most devices are not regulated by the Food and Drug Administration, although their features or marketing suggest medical diagnostic capabilities; this leaves manufacturers and, potentially, physicians open to state and federal liabilities should these devices malfunction or fail to perform as advertised [93]. Simon et al [93] suggested changes to state and federal regulations to mitigate this liability, although they also note that best practices developed by physician organizations that specifically address mobile or wearable devices may reduce some legal risk.

**Strengths and Limitations**

We present an overview of the use of mobile and wearable technologies in the monitoring and treatment of OCD. Our systematic approach to the literature ensured that all indexed studies were included, supported by our identification of an older study not previously captured in reviews [61]. It is possible that relevant non–English-language studies were overlooked, as we focused our review on manuscripts published in English. We divided the included studies into studies passively collecting data, studies actively collecting data, and studies implementing treatment; this decision was based on the structure and findings of these studies and was intended to highlight the current landscape of the field, although other organizational approaches could be validly implemented. We chose not to focus on digital or mobile implementation of CBT and ERP, given the existing recent reviews highlighting the literature covering CBT and ERP [29,42,43], and to identify studies reporting novel digital or mobile treatment approaches. Finally, we briefly suggest areas for ongoing consideration when designing studies and considering the clinical implementation of mobile and wearable technologies in OCD. This field is evolving rapidly, and continued publication of high-quality research is paramount for a safe and trusted uptake of technology by patients and providers.
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Abstract

Background: Work can be considered a source of living, well-being, and socioeconomic development. When the work environment negatively influences individuals, it may trigger emotional disturbances, behavioral problems, chronic stress conditions, and illnesses such as burnout syndrome (BS). Recently, studies on BS have increased and placed a special focus on health care professionals. The prevalence of BS among health professionals is associated with their chronic exposure to human hardship and long working hours without proper rest. These factors have contributed to greater stress and high physical and emotional exhaustion levels.

Objective: This study aims to identify and map studies using the Maslach Burnout Inventory (MBI) scale to identify burnout syndrome in health professionals working in public health services.

Methods: This scoping review was developed based on the Joanna Briggs Institute (JBI) Reviewers Manual and reported according to the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews). A total of 6 databases were searched to identify relevant studies: Embase, LILACS, MEDLINE or PubMed, PsycInfo, Scopus, and Web of Science. Gray literature was consulted on ProQuest Dissertations and Theses Global, Google Scholar, Brazilian Digital Library of Theses and Dissertations, and Open Access Theses and Dissertations. Additionally, the reference lists were searched to retrieve studies not previously selected. The steps followed in this study were proposed by Arskey and O’Malley and Levac, Colquhoun, and O’Brien: identification of research questions, identification of potential studies, study selection, data extraction and imputation, data analyses and interpretation, and consultation with stakeholders. The detailed methodology was published in a protocol.

Results: A total of 55 articles were identified after screening for eligibility criteria, published between 1999 and 2021 in 32 countries. Most reports were published in Brazil, Spain, and China. A total of 22 versions of the MBI were identified, presenting different items, scores, and cutoff points. The included studies had recommendations and implications for clinical practice. The consultation with stakeholders allowed knowledge translation for those interested in BS.

Conclusions: Studies mostly included physicians (34/55, 61.8%) and nurses (24/55, 43.6%), and the original version of MBI was predominantly used. Divergences in BS classification were highlighted, which may be related to MBI cross-cultural adaptations and applications in other countries. This study contributes to the advancement of research regarding burnout syndrome as an occupational illness since it has harmful consequences for workers, health care services, and the quality of care provided to the population.

(JMIR Ment Health 2023;10:e44195) doi:10.2196/44195
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burnout professional; burnout; health care professional; health personnel; health professionals; Maslach Burnout Inventory; mental health; occupational health; public health services; public health; workplace stress

Introduction

Work can be considered a source of living, well-being, and socioeconomic development. When the work environment negatively influences individuals, it may trigger emotional disturbances, behavioral problems, chronic stress conditions, and illnesses such as burnout syndrome (BS) [1-3]. This term was coined by the psychoanalyst Freudenberger [4] after studying unwanted emotional and interpersonal exhaustion factors that affected people working in health care services [4]. Later, the social psychologist Maslach studied emotions in the workplace and their relationships with illness. The initial study indicated that clinical symptoms of BS were associated with the mental health and social status of the care provider and recipient in the occupational context [1].

The World Health Organization incorporated BS in the latest version of the International Classification of Diseases (ICD-11) as an “occupational phenomenon” resulting from poor management of a demanding work environment [5,6]. Recently, studies on BS have increased and placed special focus on health care professionals [3,7-9]. The prevalence of BS among health care professionals is associated with their chronic exposure to human hardship and long working hours without proper rest. These factors have contributed to greater stress and high physical and emotional exhaustion levels [3,6,10,11].

The public health care workforce is mentioned as the most exposed to BS [11]. Prolonged psychophysical distress, emotional exhaustion, and a lack of personal accomplishment negatively influence occupational performance and mental health. In addition, occupational illness is globally recognized as a public health problem because it encompasses dimensions that go beyond health. High rates of absenteeism, job turnover, and social security expenses also impact the socioeconomic dimension [10,11].

The assessment of BS encompasses a systematic approach based on psychometric variables of a scale conceived by Maslach and Jackson [12], called the Maslach Burnout Inventory (MBI). The MBI is a self-administered scale composed of affirmative sentences about feelings and attitudes toward work. It has 3 dimensions: emotional exhaustion, depersonalization, and a lack of personal accomplishment. This multidimensional model adopted by Maslach and Jackson is the most cited in the literature about BS [1-3,13].

The version published in 1981 was progressively updated, translated, and adapted to meet the needs of different professional groups worldwide [1-3]. The study conducted by De Hert [3] presented 5 versions of the MBI scale: Human Services Survey (MBI-HSS), Human Services Survey for Medical Personnel (MBI-HSS-MP), Educators Survey (MBI-ES), General Survey (MBI-GS), and General Survey for Students (MBI-GS [S]). The high number of adapted scales is due to the diverse occupational sectors and the attempt to find meaningful solutions to prevent occupational illness [3,7,8].

Studies using the MBI provided evidence to guide managers and other health authorities in planning, implementing, and evaluating interventions [3,5,7,9]. Moreover, these studies helped develop guidelines to stimulate ideas on workplace organization and improve the physical and mental well-being of health professionals [3,5,7,9].

Currently, a gap concerning mapping the use of MBI among health professionals working in public services has been identified. The MBI is mentioned in the literature as the gold standard for evaluating BS [10]; and despite its importance, its use is not standardized. This makes it difficult to compare studies, even when they are developed from the same perspective. Thus, the results of this scoping review may direct initiatives to think about a possible standardization in the use of the MBI, contributing to the advancement of research aimed at understanding the relationship between work and mental illness among professionals. Considering the importance of MBI and the exposure to occupational factors that may lead to mental suffering, this scoping review aimed to identify and map studies using the MBI scale to identify BS in health professionals working in public health services.

Methods

Study Methodology

This scoping review was developed based on the Joanna Briggs Institute Reviewers Manual (JBI) [14] and reported according to the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) [15]. The steps followed in this study were proposed by Arskey and O’Malley [16] and Levac et al [17] (Figure 1). The detailed methodology was published in a protocol [18]. The main changes in this review were related to the analysis of the latent profile, the form of application of the scales, and the challenges and limitations that were not identified in the included studies.

The research question was developed based on the acronym PCC (Population, Concept, Context) [14]: P—Public health care professionals; C—Maslach Burnout Inventory; and C—BS in health care professionals. The following research questions were identified: (1) How is MBI used to identify BS in health care professionals working in public health services? (2) What is the most studied professional category using MBI? (3) What are the main results of MBI in health care professionals working for public health services? And (4), what are the recommendations for clinical practice arising from the use of MBI?

A total of 6 databases were searched to identify relevant studies: EMBASE, LILACS, MEDLINE or PubMed, PsycInfo, Scopus, and the Web of Science. Gray literature was consulted on ProQuest Dissertations and Theses Global, Google Scholar, Brazilian Digital Library of Theses and Dissertations, and Open Access Theses and Dissertations. Additionally, reference lists were searched to retrieve studies not previously selected.
Figure 1. Steps of the scoping review.

Inclusion criteria encompassed quantitative and qualitative studies that used the MBI scale to identify BS in health care professionals working in public health services, full-text availability, and no language or date restriction. Exclusion criteria encompassed duplicate publications, literature reviews, letters, editorials, theoretical essays, and opinion articles; studies that analyzed BS in other professionals, professionals working in private services, or undergraduate students; studies that used different scales, did not isolate the MBI in the results section, or did not use the MBI to investigate BS; and studies with an unavailable full-text version.

Searches and screenings occurred from February 2 to April 6, 2022. The search strategy was developed using 4 controlled vocabularies (DeCS, MeSH, EMTREE, and APA THESAURUS) [18]. The extraction, conversion, combination, construction, and use model [19] was used and refined with the help of a librarian. Natural and controlled languages were chosen for greater sensitivity and expansion of search results [19].

Selected studies were exported to a Microsoft Excel spreadsheet, and duplicates were manually excluded. A total of 2 independent researchers screened the titles and abstracts, and a third reviewer was consulted to resolve possible disagreements. As recommended by the JBI Manual [14], a pilot study was conducted to evaluate the consistency of the protocol [18] and select studies according to titles and abstracts. Subsequently, full texts were retrieved, and reference lists of the included studies were analyzed.

Data extraction and imputation ensured the consistency and reliability of the results. A total of 2 independent researchers used a data extraction sheet, adapted based on the JBI model [14], containing the following: study, type of study, year of publication, the context of publication, journal, study aims, study design, population, sample, MBI version, MBI domains (emotional exhaustion, depersonalization, and lack of personal accomplishment), number of items, type of Likert scale, cutoff point, results, challenges and limitations in using the scale, and implications for practice.

Quantitative variables (type of publication, year, country, study design, studied professional category, scale versions, domains, number of items, and Likert and cut-off points) were analyzed descriptively and presented as absolute and relative frequencies. Qualitative variables related to recommendations and implications for practice were processed using the IRAMUTEQ software [20]. Textual fragments extracted from the results and conclusion sections produced a text corpus that was further analyzed using similarity analysis.

The results of this review were presented to 7 stakeholders (researchers with experience in the use of MBI and BS), who answered questions regarding the findings in compliance with Levac et al [17]. This procedure intends to exchange knowledge and develop strategies for disseminating results and ideas for future studies. The following questions were asked:

1. In the scientific field, disseminating research findings is very important for academia, health services, management, health professionals, and the entire community. Therefore, we would like your suggestions on ways to disseminate the results of this study.
2. How do you think this study could contribute to standardizing the use of MBI?
3. Based on this scoping review, what ideas would you have for future studies?

Ethics Approval
Given the participation of stakeholders, the study was submitted and approved by the research ethics committee of the Onofre Lopes University Hospital of the Federal University of Rio Grande do Norte (No. 4,952,319 and CAAE No. 46284921.4.0000.5292) on September 3, 2021.

Results
A total of 678 publications were identified, of which 537 were peer-reviewed studies and 141 were retrieved from gray literature. After screening and eligibility criteria, 53 studies were eligible, and 2 studies were identified after consulting the reference lists; thus, 55 studies were included in this scoping review (Figure 2).
Characteristics of Included Studies

A total of 55 scientific articles published between 1999 and 2021 were included; most were published between 2016 and 2021 (n=32, 58.1%), mainly in 2018 (n=8, 14.5%) (Multimedia Appendix 1).

Studies were developed in several countries, including Brazil (n=10, 15.8%), Spain (n=7, 11.1%), and China (n=6, 9.5%) (Figure 3). For mapping purposes, we adopted the total number of countries (n=63) since 1 study was developed in more than one country.

The study design was reported in 44 (80%) studies; most were cross-sectional (n=37, 67.2%). Studies assessed a single health profession (n=40, 72.7%) or more than one category (n=15, 27.2%). The MBI scale was predominantly used to assess physicians (n=34, 61.8%) and nurses (n=24, 43.6%).

---

**Figure 2.** Flowchart of study selection adapted from the PRISMA (Preferred Reporting Items for Systematic Review and Meta-Analyses).

**Figure 3.** Characteristics of included studies.
Characteristics of the Maslach Burnout Inventory

A total of 21 versions of the MBI were identified. The original version was the most used (20/55, 36.3%) [20-39] as shown in Table 1.

The MBI scale comprises 3 domains: emotional exhaustion, depersonalization, and lack of personal accomplishment. Most studies (53/55, 96.3%) analyzed all 3 domains [21-73].

A total of 42 (76.3%) studies used an MBI scale composed of 22 items [21-32,34-39,41,42,45,46,48-58,60,62-64,66,68,69,71,72]. Additionally, 11 (20%) studies did not describe which MBI items were used [33,43,47,59,61,65,68,70,73-75].

Answers to the MBI were distributed on a Likert-type scale, and most studies used a 0 to 6 score (26/55, 47.2%) [21,23-25,30-32,36,41-44,48,49,51,54,57-59,62,64,66,67,69,74]. A total of 16 (29%) studies did not describe how they rated the scores [22,27,33,38,46,47,50,53,55,56,61,65,68,71,75].

Studies used different ways to classify the scores of each MBI domain. The most used cutoff point (10/55 studies, 18.1%) established high (≥27 points), medium (from 19 to 26 points), and low scores (≤19 points) for emotional exhaustion. Depersonalization was considered high (≥10), medium (from 6 to 9), and low (≤6). Personal accomplishment was also represented as high (≤33), medium (from 34 to 39), and low (≥40) [27,31,34,38,58,59,61,65,71,75].

Figure 3. Distribution of studies according to country of origin.
Table 1. Distribution of Maslach Burnout Inventory (MBI) versions used in the included studies.

<table>
<thead>
<tr>
<th>Version of the MBI</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBI original</td>
<td>20 (36.3)</td>
</tr>
<tr>
<td>MBI-HSS(^a)</td>
<td>9 (16.3)</td>
</tr>
<tr>
<td>Spanish version of MBI</td>
<td>3 (5.4)</td>
</tr>
<tr>
<td>Spanish version of MBI-HSS</td>
<td>3 (5.4)</td>
</tr>
<tr>
<td>Chinese version of MBI-GS(^b)</td>
<td>2 (3.6)</td>
</tr>
<tr>
<td>Chinese version of MBI-HSS</td>
<td>2 (3.6)</td>
</tr>
<tr>
<td>Short version of MBI</td>
<td>2 (3.6)</td>
</tr>
<tr>
<td>French version</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Persian version</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Brazilian version</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Greek version</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Portuguese version</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Japanese version</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>English version translated to Arabic</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>German version</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>South African version</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Turkish version</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>French version for physicians</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Version validated by Robayo Tamayo</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Brazilian version validated by Lautert</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Version validated and adapted by Benevides-Pereira</td>
<td>1 (1.8)</td>
</tr>
</tbody>
</table>

\(^a\) MBI-HSS: MBI Human Services Survey.  
\(^b\) MBI-GS: MBI General Survey.

Recommendations and Implications for Practice: Similarity Analysis

A text corpus was developed based on information from the included studies to analyze the recommendations and implications for practice. The text corpus underwent a lexicographic analysis using the IRAMUTEQ software 19 to generate the similarity analysis. The analyzed text corpus consisted of 49 texts (87 text segments) and a 64% usage rate (2933 occurrences and 875 forms). In the similarity analysis, the cutoff point was adopted as the triple of the quotient between occurrences and forms; thus, words with a frequency of ≥10 showing theoretical coherence with the research topic were inserted.

The image created was composed of 5 community halos (Figure 4) that highlighted the words “health,” “work,” “burnout,” and “physician.” The central community was formed with the word “burnout,” branching into “syndrome,” “worker,” “strategy,” and “stress.” The central community branches into 2 communities in the upper portion. The first includes the words “physician,” “factor,” and “study,” and joins with the words “system,” “support,” and “care.” In the lower portion, the central community also branches into 2 communities, revealing the words “work,” “environment,” and “quality,” joining with “health,” “condition,” and “improve.”

According to the included studies, recommendations and implications for practice addressing BS require strategies focused on stress management and strengthening the health systems. Health systems should develop studies regarding factors in the work environment impacting the quality of care. This approach could improve the health conditions of professionals, especially physicians.

The included studies did not report limitations or challenges in using the MBI. Also, a causal relationship between events was not established because most study designs were cross-sectional.
Discussion

Main Findings

Mapping the literature on the Maslach Burnout Inventory allowed for the observation of ways to identify the presence of BS in professionals working in public health services. Several studies using the MBI were developed in Brazil, a country of continental dimensions and cultural diversity that challenges the health status of professionals [76]. The structural challenges in the public Brazilian Unified Health System (SUS) have been marginally addressed, often in a fragmented and superficial way [77].

Most professionals within the SUS face conditions including precarious and fragile employment contracts, low wages, a high workload due to a lack of complete teams, poor working conditions and infrastructure, and a lack of supplies and equipment. The sum of these conditions compromises the health status and may result in physical and mental illness [77-79]. Work-related mental disorders, including BS, may be associated with work organization in the health field. This relationship could explain the high number of studies conducted in Brazil and identified in this review [29,31,35,38,52,55,63,71-73].

Spain was the second country in the number of studies included in this review [21,34,45,46,48-50]. Research shows that health systems in Brazil and Spain have similarities linked to the implementation of national health systems, organizational principles, universal coverage, and reorganization involving primary health care. Also, both countries face operational challenges in ensuring universality, dealing with budget cuts, and managing the expansion of private health insurance [80,81].
Studies using the MBI for assessing BS focused most on physicians. Literature reports a prevalence of BS close to or higher than 50% among these professionals, especially for those involved with direct patient care [82-86]. BS negatively impacts patients, health organizations, and systems, increasing the risks of errors during medical procedures [82,84,87]. The predictors of BS among physicians include high workload (eg, long and stressful night shifts), work conflicts, increased digitization and work bureaucracies, and a lack of continued education, support from colleagues, and autonomy at work [82-84,88]. The second professional category most present in the studies was nursing. These professionals are also exposed to a greater workload as well as emotional stressors because they are closer to patients and because they often work in different work environments despite the low wages offered to the category. This sum of factors results in negative impacts on the mental health of this workforce, contributing to the development of BS [89].

Among the selected studies, physicians and nurses worked mostly in primary health care (PHC) services [22,29,35,36,42,63,65]. It is known that this level of care is considered the gateway to health systems and therefore receives a greater demand from users who seek the service because it is closer to their homes. This greater demand overloads professionals, leaving them susceptible to the development of BS [62].

Regarding the type of study, a cross-sectional design was predominant used. This design favors the description of specific population characteristics at a single point in time, contributing to a representative sample of the population. Advantages of the cross-sectional design include low cost, low risk of data loss, and identification of the prevalence of a certain phenomenon. However, this design does not establish a causal relationship between events [90,91].

Although the MBI neither identifies antecedent nor consequent factors linked to BS, it allows the identification of suggestive or onset signs of the syndrome [92]. Despite its general use, no consensus on how to interpret the MBI is currently available, justifying the differences in the scoring and description of results among studies. Variations in the frequency and cutoff points of the scale require accurate description in each study to avoid divergences in the results [6,93]. Most studies included in this review used the score (Likert-type scale and number of items) corresponding to the original version of the MBI. However, several studies did not follow the cutoff points of the MBI guidelines, which include high scores in the subscales of emotional exhaustion and depersonalization and low scores in personal performance. Studies mostly considered high scores in all 3 subscales as indicative of BS [27,31,34,38,58,59,61,65,71,75].

In addition to adapted, translated, and validated versions, an Indian study translated the MBI into 3 indigenous languages to better fit the studied population [74]. The various ways of interpreting the MBI show that some authors consider the tridimensionality (ie, high scores for emotional exhaustion and depersonalization and low scores for personal performance) for the BS outcome [12]. Other authors consider only 1 dimension, regardless of which shows the higher scores [94], or 2 dimensions (high scores for emotional exhaustion and depersonalization) [95]. In this review, most studies used tridimensionality as the BS outcome, as recommended by the original version.

The cross-cultural adaptation of the MBI is crucial, but differences in interpreting the scale hamper the comparison among studies [6,93]. One study used previously described cutoff points in a population, thus, allowing the comparison of results with other publications [63]. Another study used the cutoff points recommended by the MBI guideline to enable international comparison [21].

BS challenges health care systems worldwide, affecting between 25% and 75% of health care professionals [96]. The prevalence also varies between countries, professional specialties, and work sectors [96]. Regarding recommendations and implications for practice arising from the use of MBI, our results highlight the importance of a holistic view of health for professionals working in public health services. Furthermore, the findings support the implementation of prevention programs that should be based on a set of individual and organizational strategies.

Implementing strategies that minimize occupational stress may contribute to reducing BS in health services. Strategies must be aimed at the worker individually and collectively in an organizational way. The reorganization of the work process, staffing according to the needs of the demands, distribution of activities according to the response capacity, recognition of the first signs that characterize BS, modification of stressors, elaboration and implementation of organizational policies that improve the quality of life and offer emotional support, as well as the inclusion of integrative and complementary practices [97-99], are strategies that may positively impact the health and well-being of health professionals and improve the quality of care for patients seeking public health services worldwide.

**Stakeholder Consultation**

When asked about ways of disseminating our research findings, stakeholders reported the dissemination of the results could be performed in the following ways: scientific articles, including graphs and tables; in health centers, support centers for health workers, and with health care managers; social media networks (ie, connecting researchers in teaching and management institutions); indexed journals in international, open, and peer-reviewed databases, printed or web-based; and scientific events.

In response to the contributions of this review to standardizing the use of MBI, participants answered that the scale was broad and reliable, and its standardization would be important for allowing comparisons among studies. They also reported that standardizing the use of MBI was needed to critically evaluate and compare the different versions and indicate their advantages and disadvantages.

Regarding suggestions for future studies, participants emphasized the importance of developing studies with primary health care professionals and professors since they are exposed to several psychological risks but are little studied. Participants highlighted that the scale was used exclusively to assess BS and did not consider the antecedents or consequences of the
syndrome. Therefore, studies on different ways of measuring the predisposition to BS are needed. Future studies should also include a systematic review with meta-analysis and provide robust data on the profiles of participants included in studies using the MBI.

Strengths and Limitations of the Study
This scoping review identified and mapped the use of the MBI scale among professionals in public health services. We expect an increase in the number of publications on the use of MBI in professionals working in these settings, especially cross-sectional studies, as they are important to explore local contexts.

This research followed the methodological recommendations proposed by the JBI and was conducted without data or language limits to allow a broad inclusion of the literature. Furthermore, we shared the main results with 7 specialists in the area, favoring knowledge transfer with interested parties [17].

A limitation of this study is that some relevant databases may have been missed despite extensive searches. Moreover, although we double-checked the data analysis, loss of information may have occurred during the translation of the studies into Portuguese (ie, the native language of the authors). Another possible limitation concerns the inclusion of public health professionals in the selection of studies. We highlight the difficulty of identifying this workforce in studies where it was not clearly stated that it was a public health service, and therefore some important information may not have been included due to the exclusion of studies that did not show the scenario in which the study was conducted.

Conclusions
We identified and mapped the use of the MBI scale among professionals from public health services in studies from different countries, mainly performed with physicians and nurses. Among different versions of the Maslach Burnout Inventory, the original instrument is the most widely applied to study BS in health professionals from public health systems. The findings identified divergences regarding how studies assessed BS, probably due to cross-cultural adaptations of the scale in different countries. The study contributes to the advancement of research on BS as an occupational illness since, when answering the MBI, the participants refer to situations experienced in their work environment, reinforcing the relationship between the stressors present in the work environment and the development of BS, which characterizes it as an occupational disease that can have consequences for workers, for health services, and for the quality of the assistance provided to the population.
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Abstract

Background: Mental health care faces challenges that not only necessitate innovation but also require the involvement of service users and people with lived experience in developing and evaluating mental health care services. As the development of digital interventions is becoming more prevalent, design approaches are increasingly finding their way into mental health. There is evidence that these approaches can successfully integrate user experience into mental health services. However, there is no clear overview of the studies conducted and the lessons learned concerning the involvement of service users and people with lived experience.

Objective: In this systematic review, we aimed to provide an overview of the involvement of service users and people with lived experience in mental health care services through design approaches and to synthesize the advantages of design approaches in mental health care.

Methods: The following 5 databases were searched for relevant abstracts: PsycINFO, PubMed, Web of Science, Scopus, and Embase. In addition, 2 health design journal archives, Design for Health and The Journal of Health Design, were searched. To categorize the results, we collected the reported added value from the included articles and conducted a thematic synthesis in which the themes were developed from the retrieved data. The themes were discussed, revised, and checked until saturation was achieved.

Results: We included and categorized 33 papers. Most studies involved service users, primarily adults, and used various design approaches. Most of these studies aimed to design or evaluate digital interventions. Service users and people with lived experience were involved in different roles but never as decision makers. Studies that used co-design approaches exhibited the highest levels of involvement. Various added values were reported, including tailoring and testing interventions and digital interventions, improving engagement and collaboration, gathering the needs of stakeholders, and empowering participants as resourceful actors. The challenges reported were maintaining participants’ continued participation throughout the study, managing the iterative nature of design, providing a safe space, balancing insights from design and medical science, and navigating design processes in medical environments.

Conclusions: This systematic review provides an overview of the studies that used design approaches to involve service users and people with lived experience in mental health care innovation. Design approaches have advantages in mental health care innovation, offering added value and having manageable challenges. Future studies using design approaches in mental health care should involve participants as partners and decision makers and report on collaboration in a systematic and clear manner.
Introduction

Background

Mental health care services are in need of transformation [1]. However, incremental and iterative integration of advances is recommended rather than a complete paradigm shift [2]. Creative thinking [3] and the involvement of people with lived experience [4] are needed to catalyze these advances. Design and design research hold the potential to drive these incremental and iterative changes in traditional mental health care services, as it builds on creative thinking and doing [5]. Over the last decade, the application of design approaches in mental health care services has increased and has shown to accelerate innovation [6-8]. For example, design or co-design has been effective in designing or redesigning psychiatric facilities [9-11] and has proven successful in engaging end users in the design process of novel therapies [12-14]. The integration of design into mental health services is a logical continuation of the existing solutions to the challenges of the sector. These challenges include the relationship between professionals and patients in the era of value-based competition in health care [15,16], paradigm shifts in the diagnosis of mental health conditions [2,17,18], the integration of empirical evidence of recovery into traditional services [19,20], the efficacy of psychotherapies and pharmacotherapies in adults [21], and the cocreation of novel concepts and language with people with lived experience [22].

Design Approaches

Design can contribute to change and innovation in mental health care because it is a transformative discipline [23]. A scoping review of the extensive evidence on the role of the arts in improving health and well-being concluded that design, as a subcategory of the arts, can help prevent the onset of mental health conditions and support their treatment [24]. Design differs from the rational way of solving problems, that is, designers do not aim for the optimal solution to a given problem but choose a more exploratory approach, where the problem and solution evolve together [25]. Although digital innovation in mental health care has shown promising results, such as ecological momentary assessment and passive sensor tracking [26], the field encounters challenges involving service users and people with lived experience in the design of digital health interventions [27]. Despite these challenges, the involvement of service users and people with lived experience in design is seen as essential to tailor innovations to their needs and balance the power between patients and professionals [4]. Recent developments in design methodologies offer potential approaches to address these issues. For example, in recent years, the scope of design in health has been expanded by introducing various user-centered approaches, such as co-design [28], experience-based co-design [29], participatory design [14], design thinking [8], design research [30], iterative design [13], value-sensitive design [31], experience design [32], and human-centered design [33]. In these design approaches, designers aim to integrate users’ tacit knowledge into the design of products and services by assigning them an important role in the design process [34]. These design approaches use various methods from other fields [35], such as natural sciences, sociology, psychology, anthropology, and visual arts [36]. Design approaches have provided opportunities to all the stakeholders involved in the innovation processes to discover the user experience and to place the end users at the center of the design process by involving them as stakeholders [37].

Level of Involvement of Service Users and People With Lived Experience

There is a continuing focus on how service users and people with lived experience can be involved in mental health projects. A recently developed framework, The Involvement Matrix [38], was cocreated with experts by experience and researchers. The Involvement Matrix describes 5 roles (ie, listener, cothinker, adviser, partner, and decision maker) and 3 phases. Mainly, these roles are relevant to assessing the level of involvement of people with lived experience and service users in studies using a design approach. The lowest level of involvement is “the listener,” as they only receive information, whereas the second level, “the cothinker,” is also asked for an opinion. The third level, “the adviser,” gives solicited or unsolicited advice, whereas on the fourth level, “the partner,” acts as an equal partner. The “decision maker” can be seen as having the highest level of involvement, as the decision maker takes the initiative and is involved in the (final) decision. Although design approaches are useful in engaging stakeholders in mental health care innovation projects, there is currently no comprehensive overview of the studies that used design approaches, including which specific approaches were used, the roles service users and individuals with lived experience had, and the added value they generated.

Objective

In this systematic review, we aimed to provide an overview of the involvement of service users and people with lived experience in mental health care services through design approaches and to synthesize the advantages of design approaches in mental health care.

Methods

Databases and Search Strategy

The following 5 databases were searched for relevant abstracts: PsycINFO, PubMed, Web of Science, Scopus, and Embase. These databases cover a wide range of published studies in the field of health and design. Design for Health and The Journal of Health Design, which are both health design journals, were also searched because they publish papers at the intersection of mental health care.
health and design. The terms used for the PubMed search are presented in Textbox 1.

Owing to the differences in search engine functionality, the method by which the terms were entered differed per database. A complete overview of these terms is provided in Multimedia Appendix 1. Before conducting the definitive search, we contacted an information specialist and performed 4 preliminary searches by using different terms to minimize the possibility of missing relevant studies. We followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [39] to report this review. The search was conducted between September 6, 2022, and October 28, 2022.

Textbox 1. Terms used for searching PubMed.

<table>
<thead>
<tr>
<th>Terms used for searching PubMed.</th>
</tr>
</thead>
</table>

Study Selection and Inclusion and Exclusion Criteria

We included studies that discussed the involvement of service users and people with lived experience in mental health care services through design approaches. We included only original reports or papers that (1) involved service users, people with lived experience, or both; (2) mentioned design approaches; (3) involved an empirical study; and (4) conducted the study in settings including mental health care service or psychiatry programs. Papers that met these criteria were selected for full-text screening. We defined service users as participants who used mental health care services at the time of their involvement and people with lived experience as those who had used mental health care services in the past but were not currently using them during the study in which they were involved. We included empirical studies because they could provide insights into the level of involvement. We selected studies conducted in mental health care and psychiatry care service settings to retrieve as many studies as possible. We are aware that there is an overlap between the terms and that the services offered under both contexts may vary across countries.

The following exclusion criteria were used for full-text screening: (1) non–peer-reviewed papers such as abstracts, conference posters, or trade journals; (2) papers with full texts not available; (3) papers in languages other than English; (4) monographs or short reports; and (5) papers with insufficient information in the abstract.

Research Questions

To provide an overview of the involvement of service users and people with lived experience in mental health care services through design approaches and to provide insight into the advantages of design approaches in mental health care innovation, the included studies were analyzed using the following research questions (RQs):

- RQ 1: Who were included (service users, people with lived experience, or both)?
- RQ 2: What design approach was used?
- RQ 3: What was the aim of the innovation?
- RQ 4: What were the roles of service users and people with lived experience?
- RQ 5: What was the added value of involving service users and people with lived experience through design approaches?
- RQ 6: What were the challenges in involving service users and people with lived experience through design approaches?

Screening Process and Study Selection

After removing duplicates, the titles and abstracts of the papers were screened using Rayyan (Rayyan Systems Inc) [40]. A total of 2 reviewers (LV and GT) independently reviewed all the titles and abstracts and were double blinded for relevance with the formulated inclusion and exclusion criteria. Papers were only included if both LV and GT agreed, and a plausible argumentation for consideration of inclusion always led to the inclusion. Full-text papers were retrieved after this step. During the full-text screening phase, the first 20% of the papers were randomly selected and double-blind reviewed by 2 reviewers (LV and GT). The random selection ensured that the screening process was unbiased, and the double-blind review increased its reliability. Subsequently, the primary reviewer (LV) reviewed the other included papers for full-text reading, which helped to maintain consistency throughout the review process.

Data Extraction

Data were extracted using structured forms, including the characteristics of participants (service users and people with lived experience), aim of innovation, design approach, and role of the participants in the design approach. In addition, we focused on the added value and challenges of involving service users and people with lived experience through a design approach that the authors reported in the included studies. Findings from all the studies regarding the reported added values and challenges were extracted and collated using a thematic synthesis. Thematic synthesis preserves principles that have traditionally been important to systematic reviewing [41]. This
synthesis was performed by LV and GT. Because our primary aim was to find all possible added values reported (ie, a comprehensive overview), we refrained from using the existing design frameworks to guide data extraction and analysis, as such an approach may have impeded the identification of novel findings that were not aligned with the themes these frameworks provide or other a priori themes that we could have developed [42]. As such, the themes that emerged from the data were discussed and revised to minimize overlap and were checked by researchers JvV and NB. This process was repeated until saturation of the themes was achieved.

Results

Search Results

Our initial database search yielded 2758 records. After removing 745 (27.01%) duplicates from 2758 records, the titles and abstracts of the 2013 (72.99%) records were screened. Next, excluding 1971 (97.91%) papers from the 2013 records after full-text screening, 42 (2.13%) records were sought for retrieval, and finally, 28 (67%) papers were included. We also identified 71 records through a journal search. After removing 17 (24%) duplicates from 71 records, we retrieved 54 (76%) records that were assessed for eligibility. Of these 54 records, 5 (9%) were included. This resulted in 33 included papers in this systematic review (Figure 1 shows a flow diagram of the results in the different selection stages). In both stages, a consensus was reached by the reviewers regarding the inclusion and analysis of the papers. All the included studies were published between 2010 and 2022. An overview of these studies is presented in Table 1. In Table 1, to avoid misinterpretation, we retained the terms that were used by the authors to describe their participants.

The following section outlines the characteristics of the included studies and the results orientated toward the RQs. First, we have described whether the studies included service users, people with lived experience, or both, as well as the age group of the involved participants. Then, we have summarized the aim of the innovation and reported the design approaches used. To address the level of involvement, we have presented the roles of service users and people with lived experiences. Finally, we have elaborated on the included studies to provide a context for the reported added value and challenges.

Figure 1. Selection process: PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 2020 flow diagram.
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Study title</th>
<th>Participants and age group</th>
<th>Aim or aims of innovation</th>
<th>Approach and role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Owens et al [43], 2010</td>
<td>Involving service users in intervention design: a participatory approach to developing a text - messaging intervention to reduce repetition of self – harm</td>
<td>• Service users • Adults</td>
<td>Digital intervention development • Participatory workshops • Cothinkers</td>
<td></td>
</tr>
<tr>
<td>Gammon et al [44], 2014</td>
<td>Service users’ perspectives in the design of an online tool for assisted self-help in mental health: a case study of implications</td>
<td>• Service users • Adults</td>
<td>Digital intervention development—recovery oriented • Community-based participatory research with iterative and cocreative design • Cothinkers</td>
<td></td>
</tr>
<tr>
<td>Terp et al [45], 2016</td>
<td>A room for design: through participatory design young adults with schizophrenia become strong collaborators</td>
<td>• Service users • Adolescents</td>
<td>Digital intervention development • Co-design • Partners</td>
<td></td>
</tr>
<tr>
<td>Grim et al [46], 2017</td>
<td>Development and usability testing of a web-based decision support for users and health professionals in psychiatric services</td>
<td>• Service users • People with lived experience • Adults</td>
<td>Digital intervention development • Participatory design • Cothinkers</td>
<td></td>
</tr>
<tr>
<td>Nakarada-Kordic et al [6], 2017</td>
<td>Co-designing for mental health: creative methods to engage young people experiencing psychosis</td>
<td>• Service users • Young people</td>
<td>Service improvement • Co-design • Partners</td>
<td></td>
</tr>
<tr>
<td>Schmitt and Yarosh [47], 2018</td>
<td>Participatory design of technologies to support recovery from substance use disorders</td>
<td>• Service users • Adults</td>
<td>Digital intervention development—recovery oriented • Participatory design • Cothinkers</td>
<td></td>
</tr>
<tr>
<td>McClelland and Fitzgerald [48], 2018</td>
<td>A participatory mobile application (app) development project with mental health service users and clinicians</td>
<td>• Service users • Not specified</td>
<td>Digital intervention development • Co-design • Cothinkers</td>
<td></td>
</tr>
<tr>
<td>Vilardaga et al [49], 2018</td>
<td>User-centered design of learn to quit, a smoking cessation smartphone app for people with serious mental illness</td>
<td>• Service users • Adults</td>
<td>Digital intervention development • User-centered design • Cothinkers</td>
<td></td>
</tr>
<tr>
<td>Terp et al [50], 2018</td>
<td>A smartphone app to foster power in the everyday management of living with schizophrenia: qualitative analysis of young adults’ perspectives</td>
<td>• Service users • Adults</td>
<td>Digital intervention development—recovery oriented • Participatory design • Partners</td>
<td></td>
</tr>
<tr>
<td>Vieira da Silva and Bueno [51], 2018</td>
<td>Compass: a personal organization mobile app for individuals with mental disorders</td>
<td>• Service users and people with lived experience • Adults</td>
<td>Digital intervention development • User-centered design • Cothinkers</td>
<td></td>
</tr>
<tr>
<td>Hackett et al [52], 2018</td>
<td>Co-designing for quality: creating a user-driven tool to improve quality in youth mental health services</td>
<td>• Service users • Young people</td>
<td>Digital intervention development • Experience-based co-design • Advisers</td>
<td></td>
</tr>
<tr>
<td>Mulvale et al [53], 2019</td>
<td>Co-designing services for youth with mental health issues: novel elicitation approaches</td>
<td>• Service users • Young people</td>
<td>Service improvement • Co-design • Advisers</td>
<td></td>
</tr>
<tr>
<td>Romm et al [54], 2019</td>
<td>Designing easy access to care for first-episode psychosis in complex organizations</td>
<td>• Service users • Adults</td>
<td>Service improvement • Service design • Cothinkers</td>
<td></td>
</tr>
<tr>
<td>Study, year</td>
<td>Study title</td>
<td>Participants and age group</td>
<td>Aim or aims of innovation</td>
<td>Approach and role</td>
</tr>
<tr>
<td>------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>2019</td>
<td>Development of an ambulatory biofeedback app to enhance emotional awareness in patients with borderline personality disorder: multi-cycle usability testing study</td>
<td>Service users, Adults</td>
<td>Digital intervention development—recovery oriented</td>
<td>User-centered design, Cothinkers</td>
</tr>
<tr>
<td>2019</td>
<td>Co-designing a virtual world with young people to deliver social cognition therapy in early psychosis</td>
<td>Service users and people with lived experience, Young people</td>
<td>Digital intervention development—recovery oriented</td>
<td>Co-design, Advisers</td>
</tr>
<tr>
<td>2019</td>
<td>Exploring human values in the design of a web-based QoL² instrument for people with mental health problems: a value-sensitive design approach</td>
<td>Service users, Not specified</td>
<td>Digital intervention development</td>
<td>Value-sensitive design, Cothinkers</td>
</tr>
<tr>
<td>2019</td>
<td>Collaborating with individuals with lived experience to adapt CANMAT³ clinical depression guidelines into a patient treatment guide: the CHOICE-D² co-design process</td>
<td>People with lived experience, Adults</td>
<td>Service improvement—recovery orientated</td>
<td>Co-design, Partners</td>
</tr>
<tr>
<td>2020</td>
<td>Design of a digital comic creator (it’s me) to facilitate social skills training for children with autism spectrum disorder: design research approach</td>
<td>Service users, Young people</td>
<td>Digital intervention development</td>
<td>Design research, Advisers</td>
</tr>
<tr>
<td>2020</td>
<td>Design considerations for the integrated delivery of cognitive behavioral therapy for depression: user-centered design study</td>
<td>Service users, Adults</td>
<td>Digital intervention development</td>
<td>User-centered design, Advisers</td>
</tr>
<tr>
<td>2020</td>
<td>CBT⁴ MobileWork: user-centered development and testing of a mobile mental health application for depression</td>
<td>Service users, Adults</td>
<td>Digital intervention development</td>
<td>User-centered design, Cothinkers</td>
</tr>
<tr>
<td>2021</td>
<td>Designing videos with and for adults with ADHD⁵ for an online intervention: participatory design study and thematic analysis of evaluation</td>
<td>People with lived experience, Adults</td>
<td>Digital intervention development</td>
<td>Participatory design, Cothinkers</td>
</tr>
<tr>
<td>2021</td>
<td>Targeting personal recovery of people with complex mental health needs: the development of a psychosocial intervention through user-centered design</td>
<td>Service users, Adults</td>
<td>Recovery orientated</td>
<td>User-centered design, Advisers</td>
</tr>
<tr>
<td>2021</td>
<td>Co-design of avatars to embody auditory hallucinations of patients with schizophrenia: a study on patients’ feeling of satisfaction and psychiatrists’ intention to adopt the technology</td>
<td>Service users, Adults</td>
<td>Digital intervention development</td>
<td>Co-design, Advisers</td>
</tr>
<tr>
<td>2021</td>
<td></td>
<td>Service users, Adults</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[65\] - Jonathan et al, 2021

\[66\] - van der Meer et al, 2021

\[67\] - García et al, 2021

\[68\] - Jonathan et al, 2021
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Study title</th>
<th>Participants and age group</th>
<th>Aim or aims of innovation</th>
<th>Approach and role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Milton et al [66], 2021</td>
<td>Technology-enabled reform in a nontraditional mental health service for eating disorders: participatory design study</td>
<td>People with lived experience</td>
<td>Digital intervention development—recovery oriented</td>
<td>Participatory design</td>
</tr>
<tr>
<td>Sanin et al [67], 2021</td>
<td>Creative well-being, prototyping an arts-health practice program for mental health recovery</td>
<td>Service users</td>
<td>Service improvement—recovery orientated</td>
<td>Participatory design</td>
</tr>
<tr>
<td>Knight et al [14], 2021</td>
<td>Participatory design to create a VR therapy for psychosis</td>
<td>People with lived experience</td>
<td>Digital intervention development</td>
<td>Participatory design</td>
</tr>
<tr>
<td>Kruzan et al [68], 2022</td>
<td>Centering lived experience in developing digital interventions for suicide and self-injurious behaviors: user-centered design approach</td>
<td>People with lived experience</td>
<td>Digital intervention development—recovery orientated</td>
<td>User-centered design</td>
</tr>
<tr>
<td>Bos et al [69], 2022</td>
<td>A web-based application for personalized ecological momentary assessment in psychiatric care: user-centered development of the PETRA application</td>
<td>Service users</td>
<td>Digital intervention development</td>
<td>User-centered development approach</td>
</tr>
<tr>
<td>Bongers et al [70], 2022</td>
<td>I need to know: using the CeHRes roadmap to develop a treatment feedback tool for youngsters with mental health problems</td>
<td>People with lived experience</td>
<td>Digital intervention development</td>
<td>Co-design</td>
</tr>
<tr>
<td>Wiberg et al [71], 2022</td>
<td>Internet-based cognitive behavior therapy for eating disorders—development and feasibility evaluation</td>
<td>Service users and people with lived experience</td>
<td>Digital intervention development—recovery orientated</td>
<td>User-centered design</td>
</tr>
<tr>
<td>Illarregi et al [72], 2022</td>
<td>Is designing therapeutic? a case study exploring the experience of co-design and psychosis</td>
<td>Service user</td>
<td>Intervention development</td>
<td>Co-design</td>
</tr>
<tr>
<td>Jenness et al [73], 2022</td>
<td>Lessons learned from designing an asynchronous remote community approach for behavioral activation intervention for teens</td>
<td>Service users</td>
<td>Digital intervention development</td>
<td>Human-centered design</td>
</tr>
</tbody>
</table>

aQoL: quality of life. 
bCANMAT: Canadian Network for Mood and Anxiety Treatments. 
cCHOICE-D: Canadian Network for Mood and Anxiety Treatments Health Options for Integrated Care and Empowerment in Depression. 
dCBT: cognitive behavioral therapy. 
eADHD: attention-deficit/hyperactivity disorder. 
fVR: virtual reality. 
gPETRA: Personalized Treatment by Real-time Assessment. 
hCeHRes: Centre for eHealth Research roadmap.
Characteristics of the Included Studies
All the included peer-reviewed articles were published between 2010 and 2022.

Participants
Of the 33 studies, 6 (18%) involved individuals with lived experience [14,58,62,66,68,70], 23 (70%) involved service users [6,43-45,47-50,52-55,57,59-61,63-65,67,69,72,73], and 4 (12%) involved both [46,51,56,71]. A total of 18 (55%) studies of the 33 studies included adult participants [43-47,49-51,54,55,58,60-65,71,72], 6 (18%) studies described their participants as young people [6,52,53,56,59,70], 3 (9%) studies described their participants as adolescents [45,68,73], and 6 (18%) did not specify the age group of their participants [14,48,57,66,67,69].

Aim of the Innovation
In total, 27 studies aimed to develop interventions, with 12 focusing on recovery [44,47,50,55,56,61,63-66,68,71], 3 targeting service improvement [6,53,54], and 2 targeting both [58,67]. A total of 26 studies focused on digital innovation design or evaluation [14,43-52,55-57,59-62,64-66,68-71,73] and 1 focused on design as an intervention itself [72].

Design Approaches
Co-design was used as the design approach in 9 studies [6,45,48,53,56,58,64,70,72]. User-centered design was used in 8 studies [49,51,55,60,61,63,68,71], and participatory design was used in 7 studies [14,46,47,50,62,66,67]. Other identified approaches included value-sensitive design [57], experience-based co-design [52], service design [54], design research [59], human-centered design [73], user-centered development [65,69], community-based participatory research [44], and participatory workshops [43].

Level of Involvement
The Involvement Matrix [38] was used to ascertain the roles of service users and individuals with lived experience in the analyzed studies. None of the studies included the participants as “listeners,” whereas 16 studies featured participants in the role of a “cothinker” [43,44,46-49,51,54,55,57,61,62,65,66,69,71], providing their opinions on ideas or evaluating test sessions of innovations developed by the researchers. In addition, participants served as “advisers” in 11 studies, offering solicited or unsolicited feedback to researchers and designers [14,52,53,56,59,60,63,64,68,70,73]. In 6 studies, participants functioned as equal “partners” with researchers and designers [6,45,50,58,67,72]. However, none of the studies identified participants in the decision maker role and reported involving participants in the final decision-making processes. The studies in which co-design was used as the approach exhibited the highest levels of participant involvement.

Reported Added Values
Overview
The included studies reported a wide range of added value of the involvement of service users and people with lived experience through design approaches. Not every article mentioned specific design approach–related benefits [49,70]. On the basis of the thematic synthesis, we divided these added values into 4 categories.

Design for Tailoring and Testing (Digital) Applications and Interventions
In total, 6 studies reported on the added value of tailoring and testing existing designs with service users and people with lived experience [51,55,61,64,69,71]. Vieira da Silva and Bueno [51] adopted a user-centered design approach for the development and testing of the Compass app, which aimed to support people with mental health problems in their daily lives. The study found that patient testing provided key learnings for the final prototype, such as improvement of the interface design, resulting in the app meeting the users’ needs and expectations. Derks et al [55] cyclically tested an outpatient biofeedback application to increase emotional awareness in patients with borderline personality disorders. Testing with service users provided insights into the usability of the application. Wiberg et al [71] used a user-centered design process for the development and feasibility assessment of an internet-based cognitive behavioral therapy for patients with eating disorders. This approach contributed to improvements and adjustments to the program according to the end users’ needs and perceptions. Bos et al [69] described a user-centered development approach for a web-based application for personalized ecological momentary assessment in psychiatric care. The user-centered approach ensured that the developed application, which was tested with service users, was intuitive, user-friendly, and useful for clients and clinicians. García et al [64] co-designed avatars to embody auditory hallucinations. The co-design approach guaranteed that the service users found the developed software to be complete and useful for representing their voices. Callan et al [61] used an iterative design process to develop and test a mobile health app for individuals with depression, incorporating user feedback to improve the app’s appearance, navigation, content, and organization.

Design for Increasing Engagement and Collaboration in the Development of Interventions
We observed that 10 studies reported added value on increasing user engagement and collaboration in the development of interventions [14,52-54,58,59,65-68]. Romm et al [54] focused on the use of service design to address known barriers to developing early intervention services in complex health care organizations. By emphasizing cocreation and divergent thinking, service design encouraged experimentation and innovation to improve service development, engaging service users in organizational improvement. Jonathan et al [65] reported on a user-centered design process for developing a smartphone-based self-management intervention for individuals with bipolar disorder. This approach prioritized collaboration among stakeholders, which helped to personalize service users’ goals and plans and integrate human support as a self-management tool. Kruzan et al [68] presented a user-centered design approach to engage individuals with self-harming thoughts and behaviors who may be uncomfortable in traditional in-person therapy settings. User-centered design methods allow for flexibility in engaging individuals and...
facilitating collaboration in the most comfortable and accessible ways, such as through the internet. Sanin et al [67] collaborated with occupational therapists and inpatients to develop an arts-health program prototype. The cocreation of designers and occupational therapists generated a collaborative design process, expanding the creative practices of occupational therapists. Hackett et al [52] described the experience-based co-design process for improving the quality of youth mental health services. The co-design event emphasized communication and collaboration in delivering quality care, and the feedback tools developed by young participants served as an important starting point for continuous quality improvement.

In another article, Mulvale et al [53] highlighted the effectiveness of elicitation techniques such as experience maps, trigger videos, and prototyping in promoting mutual understanding and shared ideas for system changes. The experience-based co-design process, which prioritized the engagement of people with lived experience in the design of mental health services, was consistent with a recovery orientation that calls for collaboration with service users in the design of services. Terlouw et al [59] described the design of a digital comic maker for children with autism spectrum disorders. The design approach led to finding different problem perceptions among stakeholders and added value to the acceptability of the developed innovation by exploring and sharing different sensemaking processes from different stakeholder perspectives. Milton et al [66] reported on the use of participatory design processes to customize and configure a technological solution for a nontraditional mental health service for people with eating disorders and body image issues. The authors reported that participatory design processes enabled a collaborative approach to the customization and configuration of the platform. Knight et al [14] described a participatory design process for developing virtual reality therapy for people with psychiatric, which facilitated collaboration between expert groups, including individuals with lived experience of psychosis. This approach led to design and innovation within a shared understanding of limitations and evidence-based design. Fonseka et al [58] adapted a clinical guideline through a co-design approach to an accessible version for patients and families, emphasizing the importance of informed discussion and partnership between people with lived experience and researchers and designers.

**Design for Identifying the Needs of Service Users and People With Lived Experience**

There were 9 studies that reported added value in identifying user needs [43,46-48,56,57,60,72,73]. Schmitt and Yarosh [47] reported on the value of participatory design workshops in aiding the recovery of women with substance use disorders. The workshops provided new insights into the participants’ needs, emphasizing the importance of anonymity and safety in recovery. Owens et al [43] used a participatory approach to develop a SMS text messaging intervention to reduce repetitive self-harm and found that people with lived experience preferred individualized texting instead of a generic one-size-fits-all approach. Grim et al [46] used participatory design processes to develop a web-based system and found that incorporating user perspectives can tailor an innovation to the needs of the user group. Maathuis et al [57] used a value-sensitive design approach to identify potential value conflicts in the design of an internet-based quality-of-life tool for people with mental health problems. The study showed how the approach made it possible to identify and anticipate potential value conflicts and patients’ needs in the design. McClelland and Fitzgerald [48] used a co-design approach to develop a mobile app for service users involved in the early intervention services for psychosis. The authors described key needs that emerged from service user involvement, and they incorporated those needs into the app prototype design, emphasizing that early input is essential to design flexible and relevant contents that meets user needs.

Stawarz et al [60] identified new perspectives and requirements by exploring service users’ needs using user-centered design methods. As a result, the authors formulated 12 design considerations for the integrated delivery of cognitive behavioral therapy for people with depression. Jenness et al [73] used a human-centered design process to develop an app to provide an evidence-based psychosocial intervention for teenagers with depression, and they found that it helped teenagers reduce avoidance. Involving service users in the design process led to design changes based on their needs, such as personalizing the timing and frequency of logging reminders based on participants’ routines and times when they felt most comfortable. Reape et al [56] found that the co-design process with young people with psychosis led to unexpected insights regarding their needs and wishes, which challenged the researchers’ understanding of what service users needed during recovery. For example, the approach revealed that young people preferred designs that resembled familiar environments with an urban feel, such as local therapeutic spaces or classrooms, rather than stereotypical places of leisure. Illarregi et al [72] focused on the experience of 1 service user in a co-design study, providing insights into how the design activity can support recovery.

**Design for Empowering Service Users and People With Lived Experience as Resourceful Actors**

In total, 6 studies reported the added values of empowering participants as resourceful actors through design approaches [6,44,45,50,62,63]. Gammon et al [44] highlighted the importance of involving service users in the design process of a web-based tool for assisted self-help in mental health. Their study showed that involving service users through design approaches could reveal gaps in relevance between mainstream research and service users’ interests, and the involvement fosters commitment to follow through in the implementation and research phases. The authors found that the approach stimulated to involve service users, as no one is more capable of conveying the intentions and functionalities of the innovation than the service users. Flobak et al [62] reported that the participatory design could balance the perspectives of people with attention-deficit/hyperactivity disorder and clinicians, leading to mutual learning. The authors noted that in their study, participants were not only experts on what they liked or disliked but also very knowledgeable about ADHD, as they had first-hand experience and tacit knowledge of the ADHD diagnosis. This experiential knowledge was initially unavailable to the clinicians and deemed very important for the design process of the intervention. van der Meer et al [63] found that service users with complex mental health problems could
meaningfully participate in and contribute to understanding the problem and reflecting on the form and content of a psychosocial intervention. Even service users who were less able to express their needs and desires regarding the content or design of the intervention could still identify the factors they felt were important to consider, and these factors played crucial roles in developing the psychosocial intervention.

Nakarada-Kordic et al [6] reported that service users identified unique needs and interests that differed significantly from those identified by clinicians. Creative participatory methods meaningfully involved young people experiencing psychosis in the process. The study emphasized the importance of treating young people as equal partners and acknowledging them as experts in their own conditions and experiences. The design workshops showed the authors that the unique needs and interests of the participants posed a greater challenge than their severe mental health issues. Terp et al [45] used a design approach to develop a mobile phone tool that enabled young adults with schizophrenia to be actively involved in designing more participatory mental health services. The authors emphasized the importance of giving the community of practice a name and body from the beginning of the design process so that young adults with schizophrenia feel included solely as experts in their own experience and not as patients. The community of practice functioned as an “identity changer” from “receiver” to “giver,” or from a patient in need to a designer of the need. Terp et al [50] concluded in a follow-up study among young adults with schizophrenia that close collaboration between designers, researchers, and users ensured that the app met the target audience’s needs.

Reported Challenges
The involvement of service users and people with lived experience through design approaches presents several challenges. Participants’ continued participation throughout the study is challenging due to changing mental states, economic constraints, recruitment and panel size, and difficulty in reaching participants [43,53,54,58,64,70,73]. The iterative nature of design makes it difficult to record dynamic individual small group work [43,63,66], and using a design approach is reported to be time-consuming [44,46,48,56]. Providing a safe space for service users and people with lived experience is not only important but also challenging [45,53,68], and designers must be aware of the trade-off between preserving authenticity and reinforcing the stigmatizing characteristics of mental health [62]. Balancing insights from design and medical science can be challenging, as stakeholder recommendations may be inconsistent with evidence-based practices or theory-based principles of change [49,57]. Managing design processes in medical environments is challenging because of the disruptive nature of co-design formats and methods, difficulty in finding a balance between easy navigation in the app and meeting participant requests for additional features, and logistics of capturing inputs from multiple concurrent discussions [6,65,67].

Discussion

Principal Findings
This systematic review highlights the advantages of involving service users and people with lived experience through design approaches for innovation in mental health care. Innovation projects in mental health care involve service users and people with lived experience in design processes, with the first publication occurring in 2010. Most studies involved service users, mostly adults. Co-design is the most frequently used design approach. Innovation primarily aimed to develop digital interventions that promote recovery. Participants were often involved as cothinkers and advisers, and sometimes as partners, but never as decision makers. We identified 4 themes in which we categorized the added values of design approaches, namely, design for tailoring and testing interventions and applications, to increase engagement and collaboration in the development of interventions, to identify the needs of service users and people with lived experience, and to empower them as resourceful actors. The challenges reported were maintaining participants’ continued participation throughout the study, managing the iterative nature of design, providing a safe space, balancing insights from design and medical science, and navigating design processes in medical environments.

Many of the included studies emphasized the end results rather than the design processes. Moreover, most studies did not describe whether and how they evaluated the participants’ experiences in the design approach. This can be explained by the fact that the objectives of these studies were not primarily aimed at reporting on the involvement of the participants and their experiences but rather on the development of the interventions or applications. In the studies that we categorized as promoting the partner role, co-design was the design approach that was used most often. This shows the promise of the co-design approach for future innovation projects in mental health care, particularly when significant participation of service users and people with lived experience is required. In line with earlier research, further advantages can be obtained by engaging end users early in the design processes [74]. Many studies reported added values on various topics that centered on the engagement and collaboration in innovation projects. However, based on the findings in this review, this collaboration focused usually on the goals of the researchers and not on the benefits that the design approaches can have for service users and people with lived experience. Although multiple challenges were discovered, these seem to be manageable and can be overcome with more methodological and organizational “design mindedness,” in line with earlier research on the challenges of design in health [75-79].

Comparison With Previous Findings
Several studies overlap the scope of this systematic review. In an exploratory mapping review, Vial et al [33] examined the literature to understand how human-centered design is considered in e-mental health intervention research. Their findings show that the included studies relied very little on designers and design research, with limited involvement of end users in the design process. In our review, design approaches...
were used in most studies as a form of traditional research as opposed to how these approaches are described in the design literature, and the level of involvement of service users and people with lived experience was typically low for design processes. The results of our systematic review are also consistent with the those of 4 other reviews [80-83]: co-design processes involving service users and people with lived experience contribute to person-centered innovation; as a result, design can help shift the power balance in favor of susceptible populations. However, the implementation and explanation of design requirements are lacking, and the reporting offers no substantial ground for definitive conclusions. In our review, many studies that created an intervention or application did not describe a design rationale, whereas previous research has shown that this is essential in determining the thoughts and foundations of an intervention to enable researchers to build on it [74,84,85].

This systematic review leverages the existing literature to show the potential of design approaches to empower service users and people with lived experience as resourceful actors in innovation processes in mental health care. This finding suggests that high levels of involvement through design may not only have beneficial outcomes for the greater good of the developed product but also contribute to the benefits of the participants involved. Although this value could be miniscule, it is an effect that has not been emphasized previously, exhibiting some therapeutic potential. The studies wherein the design approaches display high levels of involvement seem to foster equal cooperation and shared objectives, which share similarities with the fundamental elements of therapy, such as therapeutic alliances and expectation-rich therapeutic rituals [86]. In addition, using design approaches seems to align with the need to prioritize the use of participatory methods that facilitate the collaboration with service users, empowering them to meaningfully influence design decisions as important stakeholders [87].

**Strengths and Limitations**

The purpose of this systematic review is to provide an overview of the involvement of service users and people with lived experience in mental health care services through design approaches and to identify its advantages. Therefore, we used broad search terms to include as many studies as possible that covered the topic and provide a complete overview of its advantages. To ensure methodological quality, all the included studies were peer reviewed and published in academic journals. To analyze the results, we used a thematic synthesis to have the categories emerge from the data. Although this approach is appropriate for finding new data, the results of the synthesis may appear different from an a priori theoretically driven approach [42]. However, a priori themes could have resulted in overlooking advantages that did not fit within these established categories, such as the potential that design approaches have for empowering service users as resourceful actors. This could have limited the overview of the design approaches and their advantages, which was the main aim of this systematic review.

**Future Research**

Although the current emphasis on empowerment, autonomy, involvement, and participation in design-based innovation is a positive development, sharing numerous principles with the recovery movement [88], the included studies provide little information on what they consider involvement and participation, how they intend it, and how they integrate these principles into their methodology. Given that most studies that were categorized as promoting the partner role were also the studies that were categorized as empowering, we recommend that future studies examine what partner and decision maker roles can accomplish to yield therapeutic and recovery outcomes. Furthermore, we suggest that future design studies that focus on innovation in mental health care use a framework that helps to report engagement with service users and people with lived experience in a systemic and clear manner, such as the Involvement Matrix [38]. Our review identified relevant data on the involvement of service users and people with lived experience, but these data were reported in various sections of the papers, were often brief, and lacked detail, corresponding with previous research on patient and public involvement in health and social care research [89]. Involvement frameworks can be valuable when patient-researcher partnerships are led by researchers with little experience involving service users in research [90]. Other directions for future research are examining the different uses of experiential knowledge and its usefulness for design research, investigating whether the use of experiential knowledge by mental health professionals can be beneficial, and exploring how research can benefit from cocreation and how these impact service users, people with lived experience, and mental health professionals.

**Conclusions**

This systematic review provides an overview of the involvement of service users and people with lived experience in mental health care services through design approaches and their advantages. The results show that design approaches add value to tailoring and testing applications, interventions, digital applications, and digital interventions; improving engagement and collaboration in the development of interventions; identifying the needs of stakeholders; and empowering service users and people with lived experience as resourceful actors. The challenges that were identified are maintaining participants’ continued participation throughout the study, managing the iterative nature of design, providing a safe space, balancing insights from design and medical science, and navigating design processes in medical environments. Of all the design approaches, co-design was identified as achieving the highest level of involvement and can be useful for innovation in mental health care, wherein significant participation of service users and people with lived experience is required. Future studies using design approaches in mental health care are recommended to systematically and clearly report on involvement and collaboration.
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Abstract

Background: Depression is a worldwide mental disorder and a leading cause of disability. Many people with depression do not want to take medication or have the motivation to seek psychotherapy treatment for many reasons. Guided internet-based self-help programs may be a promising solution for addressing these issues. This kind of intervention has proven to be effective in reducing depression symptoms on a short-term scale. However, as treatment often is a long-term rehabilitation process, it is important to examine not only the short-term effects of internet-based cognitive behavioral therapy (iCBT) self-help treatment but also the follow-up or long-term efficacy of this kind of intervention.

Objective: This systematic review and meta-analysis aimed to identify studies that examined follow-up data ≥8 weeks after posttreatment measurements and thereby examined the long-term efficacy of iCBT self-help programs with minimal weekly guidance for people with depression. It aimed to analyze the long-term efficacy of iCBT treatments compared to control conditions as well as long-term efficacy within the iCBT treatment conditions. Additionally, it aimed to conduct subgroup analyses according to the follow-up time points for each outcome. Finally, it examined long-term improvements in quality of life.

Methods: The Cochrane Collaboration Depression, Anxiety, and Neurosis Controlled Trials Register (CCDANCTR), grey literature, reference lists, and correspondence were used to search for published and unpublished randomized controlled trials (RCTs) that reported the long-term or follow-up efficacy of computer-based or iCBT self-help treatments for depression with minimal guidance of up to 10 min/wk. The search took place between 2015 and 2022 (October).

Results: The search resulted in a total of 2809 study abstracts, of which 15 studies (with 17 samples) met all inclusion criteria and were included in the long-term analysis. The results showed that the depression outcomes of all follow-up time points together in the treatment conditions were favored over the control conditions with a medium effect size of 0.43 (n=1689 participants; 9 RCTs; standardized mean difference [SMD] −0.43, 95% CI −0.67 to −0.20; P<.001). The analysis of long-term efficacy within the iCBT treatment conditions showed that the follow-up outcomes of the treatment groups were favored over the posttreatment outcomes with a small effect size of 0.20 (n=2196 participants; 17 RCTs; SMD 0.20, 95% CI 0.07-0.49; P=.003). Findings for improving quality of life also showed that the iCBT conditions were favored over the control conditions with a small effect size of 0.19 (n=1345 participants; 3 RCTs; SMD 0.19, 95% CI 0.08-0.30; P<.001).
Conclusions: This systematic review and meta-analysis found that iCBT self-help interventions had a superior long-term efficacy for individuals with depressive symptoms compared to control groups. The within-group analysis of iCBT treatment conditions also showed statistically significant improvements in reducing depressive symptoms at follow-up compared to posttreatment measurements.

(JMIR Ment Health 2023;10:e46925) doi:10.2196/46925
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Introduction
Depression is a worldwide mental disorder and one of the leading causes of disability. According to the World Health Organization (WHO), the incidence of mental disorder conditions increased 13% within the last decade. Approximately 280 million people in the world have depression [1]. COVID-19 Mental Disorders Collaborators [2] estimated that there were approximately 53.2 million additional cases of major depression due to the COVID-19 pandemic across the world. This suggests that the recent pandemic situation increased the urgency for various accessible depression treatments.

Psychotherapy and pharmacotherapy are effective ways to treat depressive disorders [3]. Despite the availability of these evidence-based treatment options, only nearly half of the people with depression receive suitable treatment [4]. Many people with depression are hesitant to take medication or show poor adherence after having taken medication and experiencing side effects [5]. Furthermore, a large amount of individuals with depression do not have the motivation to seek psychotherapy treatment for many reasons, such as perceived stigma, the unavailability of psychotherapists including long waiting lists for the beginning of treatment, probable prohibitive costs, or geographic distance [6,7].

Internet-based self-help programs may be a promising solution for addressing these issues [4]. They offer the people with depression brief and structured therapy with or without any contact with therapists. It can be received at home and is relatively anonymous. It might help avoid stigma and can be used according to the patient’s own schedules and needs.

Moreover, web-based self-help treatments can help the individuals with depression develop usable skills to identify and monitor problematic thoughts and emotions and cope with them [8]. During the internet-based cognitive behavioral therapy (iCBT) self-help treatment, the severity of mild to moderate depressive symptoms may improve, or the waiting period until clinical or face-to-face treatment is available may be bridged.

A growing number of randomized controlled trials (RCTs) [9-13] and meta-analyses [4,14-17] are reporting about the effectiveness of computer-based or iCBT self-help treatments for people with depression.

Furthermore, iCBT self-help treatment can be used as a stand-alone intervention as well as with different levels of support, which can be implemented in different forms, such as brief phone calls, short text messages, emails, or postcards [18]. Several studies are reporting a higher efficacy of guided self-help interventions compared to unguided ones [18-23].

As therapy for depression in general usually requires a long-term rehabilitation process, it is important to study not only the short-term effects of iCBT treatments but also the follow-up or long-term efficacy of this kind of self-help intervention.

Although there are some studies or meta-analyses that studied the effectiveness of iCBT on reducing depressive symptoms at follow-up, the results are inconsistent. Some studies did not find any significant effects of iCBT at follow-up [24,25], whereas other studies [11,26,27] and meta-analyses [14,15] reported significant effects of iCBT treatment over the control group in reducing depression symptoms at follow-up. Andersson et al [28] even reported about a tendency for the guided iCBT group to be superior to group-based cognitive behavioral therapy at 3-year follow-up.

Despite the large amount of studies examining the effectiveness of iCBT self-help treatments at the posttreatment or follow-up stage, there is a lack of meta-analyses analyzing the long-term efficacy of iCBT with a weekly minimal guidance up to 10 minutes during the treatment period.

Therefore, this systematic review and meta-analysis aimed to identify studies that examined the follow-up or long-term efficacy of such iCBT self-help programs with minimal weekly guidance. It aimed to analyze the long-term efficacy of iCBT treatments compared to control conditions as well as the long-term efficacy within the iCBT treatment conditions. Additionally, this review and meta-analysis aimed to conduct subgroup analyses according to the follow-up time points for each outcome. Finally, it examined long-term improvements in quality of life for the participants who are randomized to iCBT self-help interventions compared to control conditions.

Methods
Overview
The methods of this long-term meta-analysis refer to an original study published in 2022 [29]; the design and outcomes of posttreatment (short-term) efficacy of iCBT self-help programs for depression with weekly minimal guidance are described there in detail.

The aim of this meta-analysis was to summarize the long-term depression outcomes of the studies that were included in the previous original meta-analysis [29]. We reported the follow-up data, measured at least 8 weeks after posttreatment measurements, and thereby examined the long-term efficacy of
iCBT self-help interventions with a weekly minimal guidance (up to 10 minutes) compared to the control conditions of patients who did not receive any treatment before the time point of follow-up measurements. Furthermore, we analyzed the efficacy within the iCBT intervention conditions. Lastly, we analyzed long-term improvements in quality of life for treatment conditions compared to control groups.

**Search Methodology and Study Selection**

To identify relevant studies, we searched the Cochrane Collaboration Depression, Anxiety, and Neurosis Controlled Trials Register (CCDANCTR), which contains the searches of MEDLINE (1950 to present), Embase (1974 to present), and PsycINFO (1967 to present); quarterly searches of the Cochrane Central Register of Controlled Trials (CENTRAL); and review-specific searches of additional databases. We also searched international trial registries via the WHO’s trials portal (International Clinical Trials Registry Platform [ICTRP]) and ClinicalTrials.gov to identify unpublished or ongoing studies. We searched sources of grey literature, including dissertations and theses, clinical guidelines, and reports from regulatory agencies (where appropriate). We checked the reference lists of all included studies and relevant systematic reviews to identify additional studies missed from the original electronic searches. We also conducted a cited reference search on the Web of Science.

We did not impose any restriction on date, language, or publication status to the searches.

The selection criteria for studies are shown in Textbox 1.
Textbox 1. Selection criteria.

Types of studies
- Published or unpublished randomized controlled trials, as well as crossover trials

Diagnosis
- Studies using one of the following depression questionnaires were accepted: Patient Health Questionnaire (PHQ) [30], Beck Depression Inventory (BDI) [31,32], Hamilton Depression Rating Scale (HDRS) [33], Montgomery Depression Scale (MADRS) [34], The Center for Epidemiologic Studies Depression Scale (CES-D) [35], Hospital Anxiety and Depression Scales (HADS) [36], Kessler Psychological Distress Scale (K-10) [37], Depression Anxiety Stress Scales (DASS) [38], or any other validated depression scale.
- If studies reported more than one type of depression outcome measure, those outcomes were extracted with the highest priority according to the following list: (1) PHQ-9, (2) BDI-II, (3) HDRS, (4) MADRS, (5) CES-D, (6) HADS, and (7) others.

Types of interventions
- Studies with experimental internet-based cognitive behavioral therapy (iCBT) self-help programs with weekly minimal guidance (ie, up to 10 minutes) given by a mental health professional or a therapist
- Eligible control comparisons: treatment as usual, waiting list or delayed treatment condition, not active control condition, attention placebo, and psychological placebo

Types of participants
- Participants from any racial or ethnic groups aged ≥14 years with depression (ie, measured with a validated depression questionnaire) were included.
- For the long-term analyses, only participants from the intervention conditions that completed the follow-up measurements were eligible, as well as the participants from control conditions that had not received any iCBT self-help program until the follow-up stage.

Setting
- Studies conducted in community, primary, secondary, or tertiary services were all eligible for inclusion.

Types of outcome measures
- Primary outcome
  1. Long-term efficacy of iCBT with weekly minimal guidance (up to 10 minutes): changes in depressive symptomatology at the follow-up stage (treatment group compared with control group, where the participants did not receive any iCBT treatment before the follow-up measurements).
  1.1. Subgroup meta-analysis: changes in depression outcomes compared by the time point of follow-up measurements, such as (1) follow-up assessed <6 months after posttreatment measurements, (2) follow-up assessed between 6-8 months after posttreatment measurements, or (3) follow-up assessed >8 months after posttreatment measurements

- Secondary outcome
  2. Long-term efficacy within the iCBT treatment conditions: changes of depression symptomatology at follow-up compared with posttreatment outcomes
  2.1. Subgroup meta-analysis within the iCBT treatment conditions: changes in depression outcomes analyzed by the time point of follow-up measurements, such as (1) follow-up assessed <4 months after posttreatment measurements, (2) follow-up assessed between 4-7 months after posttreatment measurements, or (3) follow-up assessed >7 months after posttreatment measurements
- Secondary outcome
  3. Improvements in quality of life at the follow-up stage, assessed with the use of validated measures

Data Collection and Analysis
The search took place between 2015 and 2022 (October). The CCDANCTR yielded the abstracts in 2015 and 2018 (to update data). The last update was carried out in 2022. Four independent researchers were involved in the literature search and analysis.

The search resulted in a total of 2809 study abstracts from the CCDANCTR, electronic searches, cross-reference searches, and grey literature. A total of 2756 studies were excluded because they did not meet 1 or more inclusion criteria, and 38 studies could not be included or excluded because of a lack of required information described in the original studies or because there was no publication available to decide on inclusion or exclusion. These study authors were contacted a few times during the process of the meta-analysis. Either there was no response from them, or they could not provide sufficient information for making the decision to exclude or include these studies. Therefore, they are still in the awaiting assessment list. There were also 3 ongoing studies [39-41] that were in process at the time of conducting this meta-analysis.

Finally, 19 studies [6,9,11,27,42-56] met all inclusion criteria, but 4 studies [6,45,51,55] reported only posttreatment measurements and no follow-up measurements. Thus, they could not be included in the long-term analysis.
The results of 2 included studies [42,56] could be used as 2 separate samples due to their 3-arm design. Therefore, in this meta-analysis, a total of 15 studies (with 17 samples) were included. Figure 1 outlines the search process.

**Figure 1.** PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart outlining the process of the meta-analysis. CCDANCTR: The Cochrane Depression, Anxiety, and Neurosis Controlled Trials Register.

We used the latest version of Review Manager (RevMan; version 5.4.1; Cochrane Collaboration) software [57], to extract the characteristics of the included studies, such as the number of participants and means and SDs of outcomes at the posttreatment and follow-up stages.

The quality of the individual studies was assessed with the Cochrane tool for assessing risk of bias (Cochrane Collaboration) [58]. The studies were assessed using 7 categories of risk of bias: random sequence generation, allocation concealment, blinding of participants and personnel, blinding of outcome assessment, incomplete outcome data, selective outcome reporting, and other bias. Each category was rated as low, high, or unclear.

**Statistical Analysis**

The continuous outcomes such as mean differences (MDs) were pooled into standardized MDs (SMDs) as different questionnaires were used to assess the severity of depression symptomatology in the original studies. We used 95% CIs [58,59].

Furthermore, we tested statistical heterogeneity between studies using a standard chi-square test. We examined the $I^2$ value using
the following overlapping bands provided in the Cochrane Handbook for Systematic Reviews of Interventions [58,59]: 0% to 40% = might not be important; 30% to 60% = may represent moderate heterogeneity; 50% to 90% = may represent substantial heterogeneity; and 75% to 100% = may represent considerable heterogeneity.

Data synthesis
As studies were estimating different treatment effects, we used the random-effects model of meta-analysis.

Ethical Considerations
All included studies reported having ethics approval. The participants in the original studies provided written informed consent to participate in the studies.

Results

Characteristics of the Included Studies
The final research yielded 15 relevant studies (17 samples) [9,11,27,42-44,46-50,52-54,56] for the long-term analysis. The participants in all included studies were randomized in 2 or more groups, where at least one group was an iCBT self-help intervention group with minimal weekly guidance (up to 10 minutes) and the other group was either a control or waitlist group, treatment as usual (TAU), or a not active control condition.

In this long-term meta-analysis, all participants from the intervention conditions who completed the follow-up measurements were included. From the control conditions, only the participants who had not received any treatment until they completed the follow-up measurements were included.

A total of 3226 participants were included in the posttreatment meta-analysis [29]. From this number, for this study, 1280 participants were excluded either from the treatment condition due to not completing the follow-up measurements or from the control condition due to receiving a self-help program after posttreatment measurements. Thus, a total of 1946 participants were included in the long-term meta-analysis.

Measurements of depression symptoms in treatment conditions—as well as in control conditions—were followed up in 9 samples (7 studies) [11,27,42,48,49,52,56]. Another 8 studies [9,43,44,46,47,50,53,54] reported either the follow-up outcomes only for treatment conditions or, if they reported the follow-up outcomes for control conditions, we could not use them due to the participants receiving self-help treatment before the follow-up measurements.

Depression scores were followed up at 12 months after posttreatment measurements only in 2 samples (1 study) [42], and 8-month follow-up depression outcomes were also reported in 1 study [48]. Participants in 4 studies [9,11,27,43] were followed up after 6 months. Two studies [46,50,52] measured follow-up depression scores approximately 4 months after posttreatment measurements. Another 4 studies [44,47,53,54] assessed 3-month follow-up depression scores. Three samples (2 studies) [49,56] measured depression outcomes after 2 or 2.5 months.

Table 1 provides a detailed overview of the follow-up outcomes in each included study, as well as the time point of follow-up measurements (in weeks) and type of control conditions as described in the original studies.
### Table 1. Detailed characteristics of included studies in the long-term analysis.

<table>
<thead>
<tr>
<th>Study author, (year)</th>
<th>Follow-up outcomes for the intervention group, mean (SD)</th>
<th>Follow-up outcomes for the control group (without any intervention until follow-up measurements), mean (SD)</th>
<th>Time point of follow-up measurements (weeks)</th>
<th>Number of participants included in the follow-up analysis, n^a</th>
<th>Follow-up depression outcome</th>
<th>Type of control condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersson et al [43], 2005</td>
<td>13.1 (9.1)</td>
<td><em>^b</em></td>
<td>24</td>
<td>36</td>
<td>BDI-II^c</td>
<td>Waitlist (at the follow-up assessment, the control group had completed the internet program)</td>
</tr>
<tr>
<td>Berger et al [9], 2011</td>
<td>16.24 (11.4)</td>
<td>—</td>
<td>24</td>
<td>25</td>
<td>BDI-II</td>
<td>Waitlist (at the follow-up assessment, the control group had completed the unguided self-help program)</td>
</tr>
<tr>
<td>Choi et al [44], 2012</td>
<td>5.68 (5.39)</td>
<td>—</td>
<td>12</td>
<td>21</td>
<td>PHQ-9^d</td>
<td>Waitlist (follow-up assessment for the control group was not reported)</td>
</tr>
<tr>
<td>Farrer et al [27], 2011</td>
<td>18.4 (10.4)</td>
<td>34.2 (13.5)</td>
<td>24</td>
<td>40</td>
<td>CES-D^e</td>
<td>TAU^f</td>
</tr>
<tr>
<td>Gilbody et al [42], 2015</td>
<td>8.13 (6.13)</td>
<td>8.45 (6.28)</td>
<td>48</td>
<td>331</td>
<td>PHQ-9</td>
<td>Usual GP^g care</td>
</tr>
<tr>
<td>Gilbody et al [42], 2015a</td>
<td>7.39 (5.51)</td>
<td>8.45 (6.28)</td>
<td>48</td>
<td>348</td>
<td>PHQ-9</td>
<td>Usual GP care</td>
</tr>
<tr>
<td>Klein et al [11], 2016</td>
<td>8.05 (4.20)</td>
<td>9.52 (4.34)</td>
<td>24</td>
<td>636</td>
<td>PHQ-9</td>
<td>TAU alone</td>
</tr>
<tr>
<td>Mantani et al [52], 2017</td>
<td>8.92 (6.00)</td>
<td>8.85 (5.93)</td>
<td>17</td>
<td>117</td>
<td>PHQ-9</td>
<td>Switch alone arm</td>
</tr>
<tr>
<td>Mohr et al [46], 2013</td>
<td>5.52 (4.45)</td>
<td>—</td>
<td>16</td>
<td>25</td>
<td>PHQ-9</td>
<td>Waitlist (at the follow-up assessment, the control group had completed the coached or self-directed moodManager)</td>
</tr>
<tr>
<td>Newby et al [47], 2013</td>
<td>4.05 (3.79)</td>
<td>—</td>
<td>12</td>
<td>40</td>
<td>PHQ-9</td>
<td>Waitlist (participants in the waitlist condition commenced iCBT immediately after posttreatment assessments)</td>
</tr>
<tr>
<td>Newby et al [53], 2017</td>
<td>10.98 (4.49)</td>
<td>—</td>
<td>12</td>
<td>19</td>
<td>PHQ-9</td>
<td>TAU (participants in TAU gained access to the iCBT program after posttreatment measurements)</td>
</tr>
<tr>
<td>Proudfoot et al [48], 2004</td>
<td>9.3 (8.5)</td>
<td>14.9 (11.3)</td>
<td>32</td>
<td>186</td>
<td>BDI-II</td>
<td>TAU</td>
</tr>
<tr>
<td>Selmi et al [49], 1991</td>
<td>6.17 (5.57)</td>
<td>20.67 (9.89)</td>
<td>8</td>
<td>24</td>
<td>BDI-II</td>
<td>Waitlist (the waitlist control group received the treatment after follow-up measurements)</td>
</tr>
<tr>
<td>Smith et al [54], 2017</td>
<td>9.41 (4.71)</td>
<td>—</td>
<td>12</td>
<td>30</td>
<td>PHQ-9</td>
<td>Waitlist (participants in this group had the choice of enrolling in either iCBT or 1 of the 2 self-help books after posttreatment measurements)</td>
</tr>
<tr>
<td>Stiles-Shields et al [56], 2019</td>
<td>8.9 (5.88)</td>
<td>11.5 (4.25)</td>
<td>10</td>
<td>20</td>
<td>PHQ-9</td>
<td>Waitlist (the control group began treatment after follow-up measurements)</td>
</tr>
<tr>
<td>Stiles-Shields et al [56], 2019a</td>
<td>5.29 (4.46)</td>
<td>11.5 (4.25)</td>
<td>10</td>
<td>18</td>
<td>PHQ-9</td>
<td>Waitlist (the control group began treatment after follow-up measurements)</td>
</tr>
<tr>
<td>Titov et al [50], 2010</td>
<td>6.49 (3.94)</td>
<td>—</td>
<td>16</td>
<td>30</td>
<td>PHQ-9</td>
<td>Waitlist (the control group began treatment after the intervention group completed posttreatment assessments)</td>
</tr>
</tbody>
</table>

^aTotal: n=1946.

^bNot available.
BDI-II: Beck Depression Inventory II.
PHQ-9: Patient Health Questionnaire 9.
CES-D: The Center for Epidemiologic Studies Depression Scale.
TAU: treatment as usual.
GP: general practitioner.
iCBT: internet-based cognitive behavioral therapy.

Quality of the Included Studies

Figure 2 provides detailed judgments about each risk-of-bias item presented in percentages across all included studies. If there was no sign of bias, it was assessed as “low risk of bias.” If the original study authors did not report sufficient information to judge existing bias, it was assessed as “unclear.” If we had suspicion of real existing bias, it was assessed as “high risk of bias.”

Figure 2. (A) Risk of bias graph: judgements about each risk of bias item presented as percentages. (B) Summary of risk of bias identified for each included study [9,11,27,42-44,46-50,52-54,56].

The participants of all included studies were randomized, and all studies except one [49] described their randomization method in detail. The process of random allocation sequence was circumstantially described in all of the included studies except one [49]. Therefore, there was a low risk of selection bias.

If participants as well as personnel were blinded, the risk of performance bias was assessed as low. If personnel were not blinded, it was assessed as high risk. If there was not sufficient information about the blinding of personnel, performance bias was assessed as unclear. In most of the included studies except 2 studies (3 samples) [11,56], this kind of bias was assessed as high or unclear.

There was a low risk of detection bias in most of the included studies except 2 studies [47,49]. In these 2 studies, there was not enough information provided to permit judgment about the blinding of outcome assessment.

Two studies [27,44] did not report sufficient information to judge the risk of attrition bias. The remaining studies had a low risk of incomplete outcome data.

All included studies except 1 study (2 samples) [42] reported all predefined outcomes. Therefore, there was a low risk of reporting bias.

Finally, there was no sign of high risk of other sources of bias. Two studies [27,44] did not report sufficient information about other bias.

In total, the risk of bias of all included studies could be assessed as “low to moderate,” except for performance bias, which could...
be assessed as “moderate to high” due to the lack of blinding of participants and personnel in the original studies.

**Test of Heterogeneity**

We chose the random-effects model to interpret the results of the long-term meta-analysis. The heterogeneity of the effect size samples was automatically tested in RevMan with $I^2$ values for the first primary outcome.

The results of the heterogeneity test for iCBT treatment efficacy at the follow-up time points showed substantial or considerable heterogeneity ($I^2=75%; P<.001$).

**Primary Outcomes**

1. **Long-Term Efficacy (iCBT Compared to Control Condition)**

A total of 7 studies [11,27,42,48,49,52,56] assessed the follow-up outcomes in both conditions: for iCBT interventions as well as for control conditions. For 2 studies [42,56], 2 separate samples were usable; therefore, 9 samples were analyzed with a total 1689 participants using follow-up end point scores of depression symptoms.

The outcomes of long-term efficacy of iCBT self-help programs were assessed in various depression scales: Patient Health Questionnaire 9 (PHQ-9) [30], Beck Depression Inventory II (BDI-II) [31], and The Center for Epidemiologic Studies Depression Scale (CES-D) [35]. Therefore, we had to pool MDs into SMDs.

The long-term analysis of all depression scales and all follow-up time points together showed statistically significant differences between iCBT self-help treatment groups and control conditions that included participants who did not receive any treatment until follow-up measurements. Namely, the follow-up outcomes in the treatment conditions were favored over the control conditions with a medium effect size of 0.43 (n=1689 participants; 9 RCTs; SMD –0.43, 95% CI –0.67 to –0.20; $Z=3.57$, $P<.001$; $I^2=75%$, $P<.001$; see Figure 3).

**Figure 3.** Forest plot of standardized mean difference (95% CI) in change of depressive symptoms for intervention and control conditions at follow-up [11,27,42,48,49,52,56].

1.1. **Subgroup Analysis (iCBT Compared to Control Condition)**

The analysis of depression outcomes, using the subgroups of different follow-up stages (followed up at <6 months, 6-8 months, or >8 months), showed that the iCBT conditions were favored over the control conditions.

The participants in the iCBT treatment groups who were followed up <6 months after posttreatment measurements improved their depression symptoms with a large effect size of 0.82. However, this improvement was not statistically significant (n=179 participants; 4 RCTs; SMD –0.82, 95% CI –1.70 to 0.06; $Z=1.82$, $P=0.07$; $I^2=81%$, $P<.001$; see Figure 3).

The depression outcomes followed up between 6-8 months after treatment also showed statistically significant improvements in depression symptoms in iCBT self-help groups with a moderate effect size of 0.59 (n=860 participants; 3 RCTs; SMD –0.59, 95% CI –0.95 to –0.23; Z=3.20, $P<.001$; $I^2=74%$, $P=.001$; see Figure 3).

The analysis of 2 samples, where the follow-up was assessed >8 months after posttreatment measurements, showed that the iCBT intervention conditions were favored over the control conditions in improving depression symptoms with a small effect of 0.12. However, this improvement was not statistically significant (n=650 participants; 2 RCTs; SMD 0.12, 95% CI –0.27 to 0.04; $Z=1.48$, $P=.14$; $I^2=0%$, $P=.42$; see Figure 3).
2. Long-Term Efficacy Within iCBT Treatment Conditions

The depressive symptoms of the participants in the iCBT self-help intervention groups were followed up in 17 samples (15 studies) [9,11,27,42-44,46-50,52-54,56]. Depression outcomes were assessed in an iCBT treatment condition among 1133 participants at the posttreatment stage. A total of 1063 (95.5%) out of 1113 participants in the intervention groups completed the follow-up measurements.

The results of this comparison between the depression outcomes at the posttreatment stage and follow-up stage showed statistically significant differences between these 2 time points. Namely, the participants in the iCBT self-help intervention groups continued to improve their depressive symptoms even a few months after they received self-help programs with minimal guidance. Specifically, the follow-up outcomes of the treatment groups were favored over the posttreatment outcomes with a small effect size of 0.20 (n=2196 participants; 17 RCTs; SMD 0.20, 95% CI 0.07-0.49; Z=2.98, P=.003; I²=45%, P=.02; see Figure 4).

![Figure 4. Forest plot of standardized mean difference (95% CI) in change of depressive symptoms for intervention conditions: posttreatment stage compared to follow-up stage [9,11,27,42-44,46-50,52-54,56]. iCBT: internet-based cognitive behavioral therapy.](image)

2.1. Subgroup Analysis of iCBT Treatment Conditions

Moreover, we analyzed the depression outcomes by the time point of follow-up measurements, such as (1) follow-up assessed <4 months after posttreatment measurements, (2) follow-up assessed between 4-7 months after posttreatment measurements, or (3) follow-up assessed >7 months after posttreatment measurements.

The subgroup analysis showed improvements of depressive symptoms in the iCBT intervention groups that were followed up in <4 months after posttreatment measurements with a small effect size of 0.11. However, these changes were not statistically significant (n=300 participants; 7 RCTs; SMD 0.11, 95% CI –0.20 to 0.42; Z=0.71, P=.48; I²=39%, P=.13; see Figure 4).

The participants of the iCBT intervention groups that were followed up between 4-7 months after posttreatment measurements also showed improvements in depressive symptoms at the follow-up stage with a small effect size of 0.14. However, these changes were not statistically significant (n=1042 participants; 7 RCTs; SMD 0.14, 95% CI –0.06 to 0.34; Z=1.37, P=.17; I²=41%, P=.11; see Figure 4).

The analysis of the intervention groups where the participants were followed up >7 months after posttreatment measurements showed statistically significant improvements in depressive symptoms with a small effect size of 0.36 (n=854 participants; 3 RCTs; SMD 0.36, 95% CI 0.22-0.49; Z=5.14, P<.001; I²=0%, P=.92; see Figure 4).

Secondary Outcome: 3. Improvements in Quality of Life at Follow-Up
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The results showed statistically significant improvements for both follow-up time points: (1) follow-up assessed 6 months after posttreatment measurements and (2) follow-up assessed 12 months after posttreatment measurements.

Namely, the improvement in quality of life among the participants in the iCBT conditions were favored over the participants in the control conditions with a small effect size of 0.19, which is statistically significant (n=1345 participants; 3 RCTs; SMD 0.19, 95% CI 0.08-0.30; Z=3.45, P<.001; I^2=0%, P=.97; see Figure 5).

Figure 5. Forest plot of standardized mean difference (95% CI) in quality of life (low=poor) for intervention and control conditions at follow-up [11,42].

Discussion

Principal Findings

As depression therapy is a long-term rehabilitation process, it is important to examine not only short-term effects of iCBT self-help treatments but also the follow-up or long-term efficacy of this kind of intervention.

This systematic review and meta-analysis identified 17 samples (15 studies) that assessed the long-term efficacy of iCBT self-help interventions with minimal guidance (up to 10 min/wk) for depression at follow-up among 1946 participants.

Long-Term Efficacy of iCBT Compared to Control Condition

The analysis of long-term efficacy in 9 samples (among 1689 participants) revealed that the efficacy of iCBT interventions with a weekly minimal guidance showed statistically significant improvements in reducing depressive symptoms (with a medium effect size of 0.43) compared to the control conditions, where the participants did not receive any treatment until the follow-up measurements. This finding is well supported by a current meta-analysis, where Karyotaki et al [14] reported that guided iCBT self-help interventions reduced depressive symptoms compared with TAU at the 6-month follow-up. Zhou et al [62] reported similarly about the positive effect of iCBT interventions on reducing depression levels, which was significant at the <3-month follow-up.

We also conducted a subgroup analysis for this outcome according to the time point of follow-up measurements and found that the iCBT intervention groups were favored over the control condition in reducing depressive symptoms at every stage of follow-up (at <6 months, 6-8 months, or >8 months), although these improvements were statistically significant only at the stage of 6- to 8-month follow-up. Hence, the results showed the inconsistency of the significance level of the efficacy of iCBT in reducing depressive symptoms on the different stages of follow-up. These findings are supported by the findings of Zhou et al [62]. In addition, the results of this outcome indicate a high degree of heterogeneity (I^2=75%).

These findings suggest that iCBT self-help interventions for depression with minimal weekly guidance (up to 10 minutes) can be useful in reducing depressive symptoms not only at the posttreatment stage but also at the follow-up stage.

Long-Term Efficacy Within iCBT Treatment Conditions

A total of 17 samples (15 studies) with 1133 participants at the posttreatment time point and 1063 participants at the follow-up time point were included in the analysis of efficacy within the iCBT treatment conditions at follow-up.

Our previous meta-analysis [29] reported statistically significant improvements of depressive symptoms in iCBT treatment conditions compared to control conditions at the posttreatment stage. The long-term analysis of iCBT treatment conditions revealed that the participants who received iCBT self-help with weekly minimal guidance improved their depressive symptoms with a statistically significant, small effect size of 0.20 for all follow-up time points together compared to the outcomes at the posttreatment time point. This result is well supported by the findings of a previous meta-analysis [62] that reported about significant within-group effects of iCBT interventions on depression improvements at 3-month follow-up.

A subgroup analysis for this outcome according to the time point of follow-up measurements (ie, at <4 months, 4-7 months, or >7 months) within iCBT intervention groups also showed improvements in reducing depressive symptoms at every stage of follow-up. However, these improvements were statistically significant only at the follow-up time point of >7 months after posttreatment measurements.
Improvements in Quality of Life at Follow-Up

As the secondary outcome, we analyzed long-term improvements in quality of life within 3 samples with a total of 1345 participants in the iCBT intervention and control groups together.

The analysis showed small but statistically significant improvements in quality of life at the follow-up stage (at 6 and 12 months) in the participants of the intervention groups who received iCBT self-help treatments with weekly minimal guidance. This result approximates the findings of the recent meta-analysis by Han and Kim [15], who reported a small effect of internet-based intervention on improving quality of life compared to control groups at follow-up.

Strengths, Limitations, and Implications

Among the strength of this systematic meta-analysis is the clearly defined set of inclusion and exclusion criteria regarding participants, intervention, study design, outcomes, etc. [63]. Moreover, we examined the funnel plots for each outcome to assess the likely presence of publication bias. There was no evidence of possible asymmetry for either outcome.

In addition, we were able to conduct subgroup analyses and examined the efficacy of iCBT with minimal guidance at different stages of follow-up measurements.

Finally, the quality of the included studies was rather high, which allowed us to conclude that this meta-analysis is relatively free from critical bias. There was overall low risk of bias for all included studies. The quality of only 1 case—performance bias—was assessed as moderate to high. However, it is very difficult or sometimes even impossible to achieve total blinding of personnel and participants in such psychotherapeutic studies with minimal guidance.

This systematic review and meta-analysis has also several limitations that should be taken into consideration when interpreting the results.

First, one of the important limitations was the lack of follow-up data reported in the original studies. Only 9 out of 17 included samples assessed follow-up outcomes in both conditions; for iCBT interventions as well as for control conditions. Furthermore, relatively few studies examined improvements in quality of life.

Second, in the included studies, various iCBT programs with different number of sessions were used, which may report different effect sizes and can be a source of high heterogeneity between the included studies. Additionally, the inclusion of studies with a different types of control conditions (eg, waitlist, TAU, or usual general practitioner care), as well as the inclusion and comparison of studies with a different level of technological development (eg, an iCBT self-help program in 1991 compared to iCBT-based multimedia in 2019), could make it hard to interpret the results.

Furthermore, the different time points of follow-up measurements in the included studies may have a role in analyzing the long-term efficacy of iCBT with minimal guidance. Nonetheless, subgroup analysis was carried out to examine these differences.

Finally, this meta-analysis included only published outcomes of follow-up measurements. The potential for studies reporting small or null findings at the follow-up stage and not being published through either reluctance from authors or journal editors dismissing them may be a problem. Publication bias is, however, a problem for all researchers and not only for this meta-analysis.

Conclusions

In conclusion, this systematic review and meta-analysis found that iCBT self-help interventions with weekly minimal guidance of up to 10 minutes had superior long-term efficacy for individuals with depressive symptoms compared to control groups.

The within-group analysis of iCBT treatment conditions showed statistically significant improvements in reducing depressive symptoms at the follow-up stage compared to posttreatment measurements.

In addition, the analysis of improvements in quality of life at follow-up (at 6 and 12 months) showed statistically significant improvements in the participants that received iCBT self-help treatments compared to the control conditions.

However, the statistical significance of the long-term effectiveness of iCBT self-help programs for depression at various follow-up stages was inconsistent. Furthermore, it is important that future studies systematically examine the moderator factors at follow-up for this inconsistency, such as the number of previous depression episodes, severity of depression, symptom duration, etc.

Moreover, further research should be undertaken to develop practicable approaches to include iCBT interventions in health care systems, as it would help patients with mild to moderate depressive symptoms in reducing the severity of their depressive symptoms or to bridge the waiting period until they receive clinical or face-to-face treatment.
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Abstract

Background: Over the past decade, there has been growing support for the use of mobile health (mHealth) technologies to improve the availability of mental health interventions. While mHealth is a promising tool for improving access to interventions, research on the effectiveness and efficacy of mHealth apps for youths is limited, particularly for underrepresented populations, including youths of color and economically marginalized youths.

Objective: This scoping review study sought to evaluate the following research questions: (1) What is the extent of the current literature on mHealth apps that provide intervention for mental health problems in children and adolescents? (2) What is known from the existing literature about the effectiveness or efficacy of delivering mental health services via mHealth apps? (3) What are the gaps in the knowledge base in the fields of technology and mental health? (4) Do the reviewed mHealth apps address issues of cultural sensitivity or have they been tested with underrepresented groups (ie, youths of color or economically marginalized groups)?

Methods: An electronic database search was conducted using relevant search terms. Seven independent reviewers screened identified studies, including title and abstract review to determine if studies met the following inclusion criteria: (1) targeted samples with mental health symptomology or disorders, (2) studied youth participants aged 6-17 years, and (3) examined the use of a mobile app–based platform for intervention. Relevant studies were subjected to full-text review to extract and chart relevant data based on a priori research questions.

Results: The initial database search yielded 304 papers published from 2010 to 2021. After screening and selection, the final review included 10 papers on the effectiveness and efficacy of mental health intervention apps for youths aged 8 to 17 years. Identified apps targeted a broad range of mental health challenges in youths (ie, depression, self-harm, autism spectrum disorder, anxiety, and obsessive-compulsive disorder). Results identified only a small number of studies suggesting that current effectiveness and efficacy research in this area are limited. While some studies provided general support for the effectiveness of mHealth apps in improving mental health outcomes in youths, several notable limitations were present across the literature, reducing the generalizability of findings. Additionally, considerations around racial, ethnic, and socioeconomic diversity were scarce across studies.

Conclusions: Although some studies cited in this scoping review provide support for the effectiveness and efficacy of mHealth apps targeting mental health concerns in youths, the overall body of literature remains quite limited. Moreover, mHealth apps expressly developed to be culturally responsive are almost nonexistent. Further efforts are needed to recruit youths who are typically underrepresented in research and invite stakeholder participation and collaborative input in the early stages of the mHealth app development process.
mHealth; mobile app; children; adolescents; mental health; effectiveness; efficacy; scoping review; mobile phone

Introduction

Approximately 35% of youths in the United States will have been diagnosed with at least 1 mental health disorder by the time they reach adolescence [1]. When these children do not receive mental health services during the school-age years, the disorders tend to persist [2] and are associated with considerable social, behavioral, and educational and vocational problems and lower quality of life in adulthood [3]. Mobile health (mHealth) is regarded as an important new tool for the assessment and treatment of mental and physical health conditions because these technologies can help reduce logistical and system-level barriers as well as stigma for children and families seeking resources. “mHealth” is a broad umbrella description that refers to various mobile and wireless apps, including SMS text messaging, apps, wearable devices, remote sensing, and the use of social media in the delivery of health-related services [4]. In this paper, the term “mHealth apps” is used to describe mental health mobile technology apps designed specifically for the treatment of mental health symptoms.

Over the previous 2 decades, there has been a sharp increase in the development and use of mHealth apps to improve remote access to, and delivery of, evidence-based care [5] with over 10,000 apps designed specifically for mental or behavioral health available in the marketplace [6,7]. However, few rigorous studies have examined the effectiveness of mHealth apps for youths [8]. In a systematic review of mental health mobile apps for youths [9], authors found insufficient research evidence to support the effectiveness of mHealth apps for youths with mental health problems. Importantly, mHealth’s efficacy in marginalized youth populations has received even less attention in the empirical literature, even though an mHealth model confers unique advantages, including improved access to mental health care, equity of resources, immediate availability, lower cost, and tailored content [9,10]. Given how quickly mobile technologies evolve and are adopted, it is important to constantly examine data from well-designed studies to support practitioners’ understanding around potential benefits and obstacles to the use and effectiveness of mHealth technologies, including with marginalized youth populations.

The familiarity of smartphone apps, ease of use [11], and near ubiquity among youths [12] suggest that mental health treatment providers may benefit from incorporating mHealth technologies and associated features into treatment strategies and plans. The use of mHealth apps can also improve treatment engagement and quality of care by providing more continuous access to self-guided tools [8,13]. For example, mHealth apps can provide easy and timely access to evidence-based strategies that have been demonstrated to reduce mental health symptoms such as journaling, self-monitoring, use of thought records, and relaxation training through increased awareness of the behaviors and practice of these skills [8]. mHealth apps can also promote engagement with these activities through in-app reminders, instructions, and activity templates [14].

While findings from some studies suggest that mHealth apps for mental health are associated with reduced symptoms of depression and anxiety, reduced frequency of self-harm, and increased coping self-efficacy [15], further research on effectiveness is required [9,16]. For example, many reviews cite the inadequacy of previous research in the field, which has ultimately hampered the wider acceptance of mHealth interventions for mental health in youths. These limitations led to recent calls for methodologically robust studies evaluating the safety, efficacy, and effectiveness of these apps [9,17-20]. Furthermore, considering the socioeconomic “digital divide” that may stymie delivery of care to marginalized populations via an mHealth model [21], it is important that research efforts also seek to examine effectiveness within diverse, representative samples of youths.

Underrepresented groups, including youths of color and economically marginalized youths, are at an increased risk for adverse experiences and stressors, compounded by barriers including poor access to care and substandard mental health treatment [22]. Reduced access to care is further compounded by evidence suggesting that the stigma of mental health problems is far greater among youths of color compared to White youths [23,24]. Service pathways and barriers to accessing mental health care are influenced by many individual, interpersonal, and systemic factors [25,26]. Specifically, poor cross-cultural understanding and communication can lead to decreased detection of mental health problems among youths of color [27]. Disparities in connecting with and completing intervention services may remain present even when needs are identified [28]. Adding to this challenge, distrust of mental health professionals, concerns of stigma, or difficulty identifying and accessing quality care, potentially due to lack of resources (eg, shortage of insurance or transportation), may prevent underserved youths from seeking or locating care [29]. A meta-analysis by Hall and colleagues [30] indicated that culturally adapted interventions were associated with high levels of acceptance and satisfaction, in addition to improved outcomes. However, interventions for children that focus on general symptoms of depression, anxiety, and resiliency without inclusion of cultural considerations are more commonplace [31]. Given the widespread use of mobile phones, mHealth has the capacity to provide effective care for vulnerable populations, irrespective of age, socioeconomic status, or geographic area. Health communication technologies can be tailored to fit specific needs in a culturally competent manner to the target population, which is crucial in developing effective interventions.

The objective of this scoping review study was to evaluate the current literature on the effectiveness and efficacy of mHealth apps that target mental health problems in youths. Additionally, this study aimed to identify gaps in the current literature, particularly with regard to including members of...
underrepresented populations in effectiveness research for mHealth apps designed for mental health treatment in youths.

**Methods**

**Study Design**

As defined by Arksey and O’Malley [32], a scoping review serves to map the key concepts involved in a particular research area by summarizing research findings and identifying gaps in the evidence base. Compared to a systematic review, which often includes a more narrowly defined research question, a scoping review approach is better suited for characterizing themes from research areas with preliminary evidence or emerging literature, such as the topic of mHealth apps for mental health intervention in youths. To ensure methodological rigor, this review was designed and conducted in accordance with the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) guidelines [33]. Additionally, the methodological framework set forth by Arksey and O’Malley [32] was used to conceptualize the development of research questions, search and selection procedures, and qualitative analysis as detailed in the following steps.

**Identification of Research Questions**

The aim of this scoping review was to identify and synthesize information from the literature according to the following a priori research questions: (1) What is the extent of published evidence on using mHealth apps that provide intervention for mental health problems in children and adolescents? (2) What is known from the existing literature about the effectiveness or efficacy of delivering mental health services via mHealth apps? (3) What are the gaps in the knowledge base in the fields of technology and mental health? (4) Do the reviewed mHealth apps address issues of cultural sensitivity or have they been tested with diverse samples? To explore this final research question in more depth, we examined the following questions: (1) Were there specific considerations in recruitment efforts to include underrepresented groups (ie, youths of color or economically marginalized groups)? (2) For studies that included underrepresented or underserved youths, what did the results suggest were barriers and facilitators to effective use of the mHealth app?

**Identification of Relevant Studies**

A search of the APA PsycINFO electronic database was conducted on July 21, 2021, using the following terms: “mental health” OR “counseling” OR “psychotherapy” OR “anxiety” OR “depression” OR “CBT” OR “cognitive behavioral”) AND (“app” OR “app-based” OR “mobile app” OR “smartphone” OR “mobile application”) AND (“children” OR “adolescents” OR “youth” OR “teenagers” OR “high school.” Papers were included in the initial search if they were peer-reviewed, available in the English language, and published between January 2010 and the date of search. The year 2010 was chosen because the literature examining technology-based mental health interventions before this time largely focused on web-based programs that lacked mobile app components [34].

**Study Selection and Screening Procedures**

The study selection procedure included two review stages: (1) title and abstract review and (2) full-text review. First, 7 independent reviewers evenly divided the search results to complete a screening of the title and abstract for each paper. Papers were marked as relevant for inclusion in the full-text review stage if they met the following criteria: (1) targeted samples with mental health symptomology or disorders, (2) studied youth participants aged 6-17 years, and (3) examined the use of a mobile app–based platform for intervention. Of note, studies were excluded if they examined nonmobile technologies (eg, a computer-based platform vs a smartphone app). The age range of 6-17 years was selected to best capture the elementary and secondary school-age range of first grade through high school. In addition, the selected age range aligns with inclusion age criteria for the National Survey of Children’s Health study that looked at mental health disorders and disparities of mental health care use in children [35]. Moreover, the age range of 6-17 years is commonly used in cross-cutting symptom measures for youths [36].

To assess the interrater reliability of study selection, a total of 82 papers (20% of total search results) were randomly selected for review by 2 independent reviewers, and the consensus was evaluated by a third reviewer. After full-text review, papers were excluded if they did not directly assess and report outcome data on the effectiveness of the mobile intervention. For example, studies reporting solely on usability, feasibility, or qualitative measures of acceptability were excluded from the final review. Review papers such as meta-analyses, systematic, or scoping reviews were excluded from the final analysis. However, review papers were screened to identify relevant references, which were then entered into the title and abstract review stage for evaluation.

**Charting the Data**

After a full-text review, the following data were extracted from papers within the final review pool: sample characteristics (ie, size, age range, clinical presentation, or mental health characteristics), name, purpose, and brief description of the mHealth app, demographic characteristics of the sample, outcome measures, and effectiveness findings.

**Results**

**Overview**

As displayed in Figure 1, the initial PsycINFO search yielded 304 paper references for further eligibility analysis. Upon title and abstract review, 272 papers were excluded based on the specified criteria. No discrepancies in reviewer’s inclusion or exclusion decisions were noted upon consensus review. Of the papers identified from the initial search that were marked as relevant for full-text analysis (n=32), 13 were review papers (eg, meta-analyses, systematic, or scoping reviews), which were excluded from the final analysis. Screening of the references in these review papers resulted in an additional 107 papers that were examined via title and abstract review, after which 88 were excluded. A total of 51 papers were subject to full-text review, 41 of which were excluded because they included participants...
outside of the target 6-17 years age range, did not target mental health symptomology, reported no effectiveness data, did not specifically include a mobile- or app-based platform for intervention, or were review papers. The final analysis was conducted on 10 papers. Table 1 presents a summary of the study characteristics.

Figure 1. PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) flowchart of study selection.
<table>
<thead>
<tr>
<th>App name</th>
<th>Sample</th>
<th>App components</th>
<th>Demographic characteristics</th>
<th>Primary outcome measures</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOSOCO⁶[37]</td>
<td>N=12; 8-11-year-old youths; 25% (n=3) with ASD³</td>
<td>Social skills training</td>
<td>No gender, racial or ethnic, or socioeconomic demographic data reported</td>
<td>Quantitative coding of target behaviors from video recordings</td>
<td>76.5% reduction in time engaged in social missteps for students with autism using MOSOCO compared to those not using the app (P&lt;.002).</td>
</tr>
<tr>
<td>CARE mobile app [38]</td>
<td>N=80; 12-15-year-olds with moderate to high rumination</td>
<td>Mindfulness exercises</td>
<td>No gender, racial or ethnic, or socioeconomic demographic data reported</td>
<td>MASC,⁵ CRSQ,⁴ CDL,⁵ PSC-1²</td>
<td>Significant reduction in rumination (η²=0.112), anxiety (η²=0.145), and parent-reported internalizing symptoms (η²=0.370) at 12-week follow-up.</td>
</tr>
<tr>
<td>Open Autism Software suite (apps for tablets)—Drawing, Music, Un-tangle, Photogoo [39]</td>
<td>N=8; 10-14-year-olds with ASD</td>
<td>Social skills training</td>
<td>No gender data reported; 93% born in Sweden, 4% born in other European countries, 3% Asian; no socioeconomic demographic data reported</td>
<td>Quantitative coding of target behaviors from video recordings</td>
<td>Significantly more verbal (P&lt;.001) and physical (P&lt;.05) interactions per minute when using app versus not using app. No difference in number of supportive comments, social missteps, or atypical behaviors.</td>
</tr>
<tr>
<td>ICBT BiP OCD³ [40]</td>
<td>N=67; 12-17-year-olds with OCD³</td>
<td>Web-based CBT,ⁱ exposure tasks, ERP reminders</td>
<td>No gender data reported; 93% born in Sweden, 4% born in other European countries, 3% Asian; no socioeconomic demographic data reported</td>
<td>CY-BOCS²</td>
<td>Significantly greater reduction in CY-BOCS scores over time for youths using BiP OCD³ intervention compared to waitlist control at posttreatment (d=0.69) and 3-month follow-up (d=1.68).</td>
</tr>
<tr>
<td>BYOTS³⁰ [41]</td>
<td>N=72; 12-15-year-olds</td>
<td>Cognitive restructuring</td>
<td>100% female; 100% Black or biracial; 100% enrolled in the federal free breakfast and lunch program</td>
<td>MASC</td>
<td>Significant reduction in MASC total anxiety scores from pre- to postintervention (d=0.52).</td>
</tr>
<tr>
<td>WeClick [42]</td>
<td>N=193; 12-16-year-olds</td>
<td>Cognitive restructuring, social learning, problem-solving, and conflict resolution skill development</td>
<td>86.53% female; 3.6% Aboriginal or Torres Strait Islander; no socioeconomic demographic data reported</td>
<td>PHQ-A,⁶ WEMWS,⁹ GHSQ⁰</td>
<td>Decrease in PHQ-A scores from baseline to posttest was not significant (P=.138). Significantly greater increase in select secondary outcomes for app users versus control, including well-being (WEMWS; d=0.37), help-seeking intention (GHSQ; d=0.36), and professional help-seeking intention (GHSQ-P; d=0.36).</td>
</tr>
<tr>
<td>SmartCAT (version 2.0) [43]</td>
<td>N=34; 9-14-year-olds with anxiety (GAD,¹ SAD,³ or SocAD³)</td>
<td>CBT, skill development, and exposure tasks</td>
<td>50% female; 85.3% White, 2.9% Hispanic, 14.7% biracial; total family income mean US $70,001-US $90,000</td>
<td>PARS²⁹</td>
<td>Significant reduction in PARS severity scores from pre- to posttreatment (d=1.05) and posttreatment to 2-month follow-up (d=0.55).</td>
</tr>
</tbody>
</table>
Exploring Research Aim 1: Extent of the Literature

Overview

Overall, results of this scoping review reveal that efficacy and effectiveness research on mobile platforms targeting mental health concerns in youths are limited with only a small number of studies examining intervention apps (N=10). It is important to highlight that the paucity of studies in this area renders it inappropriate to draw overarching conclusions about the efficacy or effectiveness of app-based interventions for mental health problems in youths. Although limited in number, the mHealth apps identified across these studies use a variety of innovative strategies for managing mental health concerns that are worthy of description. Participants in these studies ranged from age 8 to 17 years and presented with a variety of clinical symptomatology and disorders, including depression and self-injurious behavior [20], autism spectrum disorder (ASD)
[37,39], anxiety [43], and obsessive-compulsive disorder (OCD) [40,44,45].

Additionally, 2 studies [38,41] examined mobile apps targeting symptoms of anxiety, although they included school-based or community (rather than clinical) samples of youths. Furthermore, one study reported on a mobile app, “WeClick,” (Black Dog Institute) designed to improve overall well-being for youths with a broad range of mental health problems [42] but with a specific focus on the primary outcome of depressive symptoms. The next section describes the apps included in the scoping review.

**Depression and Self-Harm**

This review identified one effectiveness study of an app specifically targeting depression and self-harmful behavior in adolescents. BlueIce (Oxford Health NHS Foundation Trust and University of Bath) is a smartphone app designed to provide youths who have a history of self-harm with 24/7 access to a variety of cognitive behavioral therapy (CBT) and dialectical behavioral therapy intervention tools [20]. Strategies included identifying and challenging negative cognitions, safety planning and routing to appropriate emergency contacts or services, distress tolerance tools, and a menu of personalized activities designed to improve mood [20]. Additionally, the WeClick app [42] was designed as a single-session intervention based on principles of CBT and social learning theory. Specifically, this mobile intervention focuses on relationship-specific issues (eg, family and peer conflict, intimate relationships, and substance use) and promotes cognitive restructuring to help youths overcome these relationship challenges.

**Autism Spectrum Disorder**

A study by Hourcade and colleagues [39] describes a package of tablet apps available through the Open Autism Software suite (University of Iowa) designed as a mobile intervention to promote social interaction in youths with ASD. Specifically, the apps include activities to encourage face-to-face social interaction and enhance creativity, sharing, turn-taking, and emotion modeling [39]. Similarly, the Mobile Social Compass app (Social & Technological Action Research Group at the University of California, Irvine) was designed to support social skills practice in real-life situations for youths with ASD [37]. This mobile-assistive technology uses the smartphone camera to augment real-life social situations (eg, interaction on the playground at recess) with on-screen visual supports and reminders (eg, cues to make eye contact with the conversation partner). As both platforms highlight, the functionality allowed by mobile intervention modalities (vs table-top or computer-based) offers a unique benefit to youths with ASD, allowing them to access social-skills coaching in real time throughout the day [37,39].

**Anxiety**

Several app-based interventions targeting anxiety symptoms in youths have been developed and examined for efficacy within the past decade. Silk and colleagues [43] conducted a study examining the SmartCAT (version 2.0; University of Pittsburgh) app, a mobile platform designed as an adjunctive resource to support the practice of CBT skills outside of treatment sessions for youths with anxiety disorders. SmartCAT (version 2.0) uses a web-based interface to engage youths, provide cues and digital rewards for practicing skills at home, and prompt youths to engage in personalized exposures outside of session [43]. A mindfulness mobile app, as described in a recent study by Hilt and Swords [38], specifically targets adolescents’ rumination and worry through a variety of mindfulness techniques, including breathing exercises and body scan activities. Further, Neal-Barnett and colleagues [41] developed and evaluated the Build Your Own Theme Song (BYOTS) app (Kent State University), a mobile app designed to deliver a cognitive restructuring intervention to Black middle-school girls. The BYOTS app incorporates a culturally informed approach involving a musical intervention to help users identify and disrupt negative thought cycles by creating their own personal, affirming theme songs [41].

**Obsessive-Compulsive Disorder**

Lenhard and colleagues [40] evaluated the effectiveness of a clinician- and parent-supported web-based CBT program for OCD, BiP OCD (BarnInternetProjektet for obsessive-compulsive disorder; Barn- och ungdomspsykiatri Region Stockholm), which includes a smartphone app to facilitate the child’s completion of exposure tasks, manage progress, and engage parents in psychoeducation on parent-specific topics (eg, family accommodation). Similarly, the Mayo Clinic Anxiety Coach app (Mayo Clinic) [44,45] facilitates parent coaching of exposure therapy for youths with OCD and other anxiety disorders outside of therapy sessions. Additionally, this app includes a variety of clinical content, including tabs with graphics and information to support psychoeducation on different topics, direct access to a tool for youths to build and edit their own fear hierarchies, and built-in forms to support the monitoring of anxiety symptoms. Overall, these apps are designed to support youths in applying the skills learned in treatment for OCD by engaging in out-of-session exposure and response prevention, which is empirically supported as the gold-standard behavioral treatment for youths with OCD [46].

**Exploring Research Aim 2: Evidence of Effectiveness and Efficacy**

**Overview**

Although few in number, the intervention apps identified in this review were generally found to be associated with symptom reduction and clinical improvement. Interestingly, the handful of mobile interventions targeting anxiety and OCD consistently demonstrated positive effects, while apps targeting other domains of clinical symptomatology (ie, depressive symptoms, self-harm, and ASD) showed more variability in results. Of note, due to the small number of effectiveness and efficacy studies identified in this scoping review, results have limited generalizability and should be interpreted with caution.

**Anxiety and OCD**

A study by Hilt and Swords [38] found that use of the mindfulness app intervention was associated with significant
reductions in rumination, as well as other anxiety and internalizing symptoms from pre- to postintervention, with a large effect persisting throughout a 12-week follow-up period. Similarly, Silk and colleagues [43] reported that the SmartCAT (version 2.0) app demonstrated a large effect on reducing anxiety symptom severity from pre- to posttreatment, with a moderate effect persisting at a 2-month follow-up. This change was found to be statistically significant, and clinically meaningful, with 20 out of 30 (66.67%) participants no longer meeting diagnostic criteria for an anxiety disorder at posttreatment [43]. Further, a study by Lenhard and colleagues [40] marks an important contribution to the literature as one of the 2 randomized controlled designs identified in this overall review. Findings revealed that use of the BiP OCD app had a large effect on significantly reducing OCD symptom severity from pre- to posttreatment and at 3-month follow-up [40]. The use of another app targeting OCD and anxiety symptoms, Mayo Clinic Anxiety Coach, was found to be associated with a significant reduction in symptom severity with authors reporting a large effect size; however, conclusions are limited by the small sample sizes in both studies examining this app [44,45]. Additionally, Neal-Barnett and colleagues [41] reported a medium effect size for BYOTS app use, which was associated with significant reductions in total anxiety scores on the Multidimensional Anxiety Scale for Children (MASC) from pre- to postintervention.

**Depression and Self-Harm**

Examination of the 2 identified studies of intervention apps targeting depressive symptoms and self-harm reveals mixed results. Use of BlueIce was associated with significant reductions in depression and anxiety symptoms as well as reduced frequency of self-injurious behavior in youths presenting with current or past self-harm [20]. In contrast, a randomized controlled trial of the WeClick intervention indicated that the use of this platform was not associated with a significant reduction in depressive symptoms, although some secondary outcomes such as mental health well-being and help-seeking intentions showed significant improvement over time [42].

**Autism Spectrum Disorder**

For the 2 identified studies of apps targeting the development of social skills in youths with ASD, findings generally support the use of the app in facilitating positive outcomes; however, there were some differences noted between the apps in terms of the specific outcomes. For instance, use of the Mobile Social Compass intervention was associated with a significant reduction in frequency of social missteps for youths with autism [37]. In contrast, the Open Autism Software suite did not seem to impact social missteps, atypical behaviors, or frequency of supportive comments for youths with autism. However, the authors noted a significant increase in number of verbal and physical interactions per minute while using the app [39]. Of note, data in these studies were limited, consisting of quantitative coding of target behaviors in video recordings. As such, without multimodal data from other empirically validated measures or psychometric standards, results should be interpreted with caution in terms of the effectiveness of these apps.

**Exploring Research Aim 3: Limitations in the Literature**

The mobile intervention apps identified in this review were generally found to have positive effects on mental health outcomes in youths; however, there were several notable limitations among these studies that reduce the generalizability of findings. First, many of the studies included in this review were limited by small sample sizes [37,39,44,45]. Of the larger studies, only 2 were randomized controlled trials [40,42], and the other studies used within-subjects designs to assess intervention effects [20,38,41,43]. As acknowledged by many of these authors, randomized controlled trials mark an important next step in replicating findings from these pilot studies and assessing the effectiveness of these apps while controlling for within-subjects factors.

Most studies in this review involved samples with a limited range of baseline symptom severity, posing an additional threat to generalizability and highlighting an important gap to bridge in future effectiveness studies. For example, results from a study by Hourcade and colleagues [39] suggest that the Open Autism Software suite is a promising skill-development tool for youths with ASD, but the sample was limited to individuals on the high-functioning end of the spectrum. Additionally, Neal-Barnett and colleagues [41] reported that use of the BYOTS app was associated with a statistically significant reduction in the MASC from pretreatment to postintervention. While this reduction does mark a shift from “high average” to “average” symptom severity according to cutoff ranges on the MASC [47], it is important to note that participants’ average anxiety severity scores were subclinical at both time points. Therefore, further research is needed in order to determine the effectiveness of this app for youths displaying clinically significant anxiety severity. Similarly, work by Lenhard and colleagues [40] highlights that further investigation of the BiP OCD intervention is needed to identify the clinical appropriateness of this app for youths presenting with greater severity of OCD symptoms. Specifically, the field would benefit from research aimed at pinpointing the symptom profiles of youths that suggest the need for in-person clinical care and to identify whether there is a use case for a stand-alone mobile intervention for a subset of the clinical population whose symptoms are less impairing.

Several authors commented on implications and directions for further research based on gaps in the literature that were left unaddressed in their studies. For instance, Hilt and Swords [38] emphasize the need for further investigation of dosage to understand the minimum amount of user interaction required to achieve meaningful outcomes. Similarly, certain apps were not tested as stand-alone apps but rather in tandem with larger intervention programs [40,41,43-45].

Further dismantling design analyses are required to determine the specific effectiveness or efficacy of these app-based intervention components when used as stand-alone options. Additionally, certain authors [41,43] emphasized the need for continued research on the specific mechanisms of change underlying response to these mHealth interventions as well as investigation of their effectiveness or efficacy across diverse clinical and demographic profiles.
Exploring Research Aim 4: Inclusion of Underrepresented Groups

Considerations around cultural, ethnic, and socioeconomic diversity were alarmingly scarce across studies included in this scoping review. In addition, the level of detail regarding reported sample demographic information was inconsistent across studies. For example, a handful of studies did not report any demographic data on participants’ race, ethnicity, or socioeconomic status [20,37,39], while other studies reported limited information [40,42]. In the studies that did include details of the racial, ethnic, and socioeconomic characteristics of youth participants, their samples lacked diversity and the authors did not note procedures to recruit members of historically marginalized populations or those underrepresented in research [38,43-45]. Some authors explicitly mentioned that the generalizability of results was limited by a lack of diverse sampling [38], while others did not acknowledge this limitation. Of the 10 studies included in this review, only 1 study included an explicit focus on testing the app in a sample of underserved, underrepresented youths, who were Black adolescent females from economically marginalized backgrounds [41].

Neal-Barnett and colleagues [41] cite a plethora of evidence to support their emphasis on the use of music as a powerful, culturally significant tool for Black youths. For example, these authors discussed the historical importance of gospel and spiritual music for Black adolescents and young adults during the civil rights era as well as the emergence of hip-hop as a mode of expression for Black youths facing marginalization in underserved, urban areas. Drawing on research that shows Black female youths are (1) disproportionally affected by anxiety disorders, (2) clinically underserved and underrepresented in research, and (3) more likely to turn to music to express their emotions than their male counterparts, the authors exclusively recruited a sample of Black or biracial female adolescents from seventh- and eighth-grade classrooms across a low-income, urban school district where 100% of students were economically underserved.

To examine barriers and facilitators relevant to use of the app, qualitative interviews were conducted. Results revealed that girls in the sample were initially skeptical over whether the app would work for them. Their doubts reportedly stemmed from their prior experiences as participants in other research initiatives, wherein the outcomes did not benefit them as they had expected. By the end of the BYOTS study, however, participants reported being pleased that their expectations of the app matched their actual experience, and “it really worked!” [41]. This qualitative finding holds important implications in terms of researchers’ responsibility to build trust and rapport with participants by continuously soliciting participant feedback to collaboratively iterate and improve the user experience. Importantly, these authors acknowledged limitations to generalizability within their own study, namely that Black girls represent a heterogenous population. Further research on the effectiveness of the BYOTS app is needed, including Black females residing in different settings (eg, rural and suburban) and from a variety of socioeconomic status levels [41].

Discussion

Principal Findings

While there are a considerable number of effectiveness and efficacy studies of mobile mental health technologies in adult populations [48], findings from this scoping review highlight the paucity of these types of studies relevant to mHealth apps for youths. Instead, much of the current literature is focused on preliminary studies of feasibility or acceptability. For example, a recent study by Punukollu and colleagues [49] examined student and teacher buy-in to the Safespot app (SafeSpot Limited), a mental health support app designed for use in school settings. Qualitative results of this study demonstrated that this app was regarded as acceptable and likable by stakeholders [49]. Although this study was excluded from this review due to the lack of outcome data on the app’s effectiveness, it is important to note that these types of pilot feasibility and acceptability studies often precede larger-scale efficacy and effectiveness trials. As such, the fact that numerous smaller-scale, qualitative studies of mHealth apps are currently underway may be considered a promising marker for future effectiveness trials. However, it is also important to consider that many pilot apps do not reach the efficacy or effectiveness stages of research often due to technological advances outpacing the slower and more deliberate process of psychological research.

From the 10 papers included in this review, several overarching themes emerged, including implications of the narrow range of mental health disorders in the effectiveness studies, considerations surrounding regulation and safety of mHealth technologies, and the limited number of studies that included diverse cultural, ethnic, and socioeconomic samples.

Narrow Clinical Targets

Most studies with larger-scale effectiveness data targeted anxiety-related disorders. This is perhaps not surprising given that anxiety is one of the 3 most diagnosed mental health disorders in children [50] and is the most diagnosed disorder among 12- to 17-year-olds, an age range more likely to own a smartphone or tablet device as compared to younger children [51]. Even in the adult literature, most of the large-scale effectiveness studies of mHealth apps focus on anxiety and depression [52]. Thus, there is a gap in high-quality effectiveness studies of mHealth apps for other mental health disorders frequently seen in youths including eating disorders, disruptive behavior disorders, and OCD. In the absence of reliable outcome data on the use of mHealth apps targeted at specific disorders, clinicians may rightfully feel cautious in recommending mHealth apps to their clients. Similarly, consumers may struggle to discern which mHealth apps provide benefits relative to their specific mental health challenges.

Safety Regulations

In recent years, there have been increased regulatory efforts for mobile medical apps that focus on safety and effectiveness; however, groups such as the Food and Drug Administration [53] do not regulate health and wellness apps that are not intended for medical use. Instead, clinicians and consumers can
access websites such as PsyberGuide [54] that provide ratings and reviews by mental health experts that include any information on published evidence. Although these types of websites provide rating criteria developed by mental health experts, the proliferation of mHealth apps into the marketplace is so rapid that these websites frequently struggle to keep pace with timely reviews. As an alternative, some organizations have published frameworks that clinicians can use to evaluate mental health apps [55]. Even with these frameworks, safety regulations and guidelines for contraindications of mHealth app use are important targets of future research.

Investigations are also needed that examine individual characteristics of populations for whom mHealth apps prove effective. For example, research suggests that mHealth apps have the potential to act as a preventative tool for individuals with subclinical symptoms or as a maintenance tool for individuals who are no longer in need of traditional professional help but are compelled to continue treatment in a more cost-effective manner [56].

**Recommendations for Addressing Inclusivity**

The surprising lack of studies on the use of mHealth apps in underrepresented populations (namely, youths of color and economically marginalized youths) has been observed in many types of digital health apps across all age groups [57-59]. This failure to include diverse samples must be addressed in the development and evaluation of digital health tools, given the systemic inequities facing youths of color with regard to access and bias in receiving quality health care. Review and perspective papers suggest multiple approaches for addressing the gap [57-62], but we focus on three themes that apply to increasing evidence on mental health apps for underrepresented youths: (1) tailoringability, (2) human-centered design, and (3) trust-building.

The increased adaptability of digital approaches can enable tailored content and adjust the type or dosage of the intervention based on individual characteristics (eg, multiphase optimization strategy [63] and sequential, multiple assignment, randomized trials) [64]. For youth populations, the solution should be tailored to factors such as the individual’s racial, economic, and educational background, sex, family structure (ie, parenting and guardian contexts), personal hobbies and interests, and types and levels of mentorship available. In other words, digital interventions should be tailored beyond group characteristics (eg, race) to address individual differences.

As more digital mental health apps are developed, incorporating human-centered design and community-centered approaches will help identify the barriers and develop strategies to mitigate those barriers [57,61,65-67]. Recruitment strategies should be culturally sensitive and address community mistrust, participant resource constraints, and potential risks such as community stigma [68]. Participatory design has a long history of effectiveness in addressing community needs [69-72] and is a widely used method in human-computer design for youth populations, given its ability to increase interest and engagement in youths. For example, the BlueIce app [20], one of the mHealth apps included in this review, used a co-design model in the development phase, including a team of youth participants who collaboratively advised on aspects of the app content, design, and layout. Stallard and colleagues [20] found that not only was use of the BlueIce app associated with significant reductions in anxiety, depression, and self-harm but also that this app ranked highly on measures of acceptability with 29 out of 33 (88%) participants indicating that they would like to keep using the app after the study. This type of participatory approach should be adopted as a standard procedure across the development and evaluation of mHealth apps with particular efforts to include underrepresented voices in this process to inform culturally salient adaptations and maximize benefits to recipients of the mHealth intervention.

Even when mental health interventions are available and accessible, trust is still one of the critical barriers to the adoption of interventions by underrepresented populations [68,73]. The process of including end users from the beginning of the design phase, such as participatory design, can increase trust, engagement, and adoption [63,74]. The solution’s clinical testing results also should be explicitly available [75] and understandable by the end-user population. Moreover, the solution should have the ability to integrate with existing clinical, community, and school environments to enable broader dissemination and participation.

**Limitations**

Many efforts were taken to maximize methodological rigor while conducting this review, but there are several important limitations. First, this review used only 1 database (ie, APA PsycINFO) for the initial search and identification of relevant studies rather than replicating the search across multiple databases. Although APA PsycINFO is widely regarded as a reliable and comprehensive index of records spanning the field of psychological science, it is possible that the initial search conducted for this review did not capture all relevant mHealth studies. Additionally, while reasons for exclusion were documented and categorized as part of the process of the full-text review process for determining eligibility, some studies met several exclusion criteria (eg, participants outside of the specified age range as well as lack of effectiveness data). Due to these overlapping exclusion categories, this analysis lacks a precise, quantitative measure of the number of apps excluded for each specific reason. These data may have offered a more precise understanding of the current volume of feasibility or acceptability studies of mHealth apps for youths. Further, it is important to acknowledge that changes in the technological landscape often occur more rapidly than the pace at which research is conducted, reviewed, and published. It is likely that even the more recent apps highlighted in this review will have markedly evolved or perhaps been discontinued. While it is important to take these limitations into account when interpreting the results and implications of this study, the overall integrity and relevance of this review remain intact. Namely, findings serve to clarify the state of the current literature and prompt critical consideration of future directions for research on mHealth apps for youths with mental health concerns.

**Conclusions**

There is a pressing need for evidence-supported adjunct options to mental health therapy services for youths given the clear gap...
between prevalence and treatment rates. For example, only about one-third of children and adolescents with mental health problems access treatment [76,77], and many encounter pervasive barriers such as lengthy waitlists to see mental health providers, and few providers accept insurance [78]. When considering the ubiquity of technology and the comfort with which youths interface with mobile devices, the promise of mHealth apps has always held the potential to be a supplemental option for mental health support, assessment, and intervention for children and adolescents with mental health concerns.

mHealth apps provide easy and real-time accessibility for youths to evidence-based tools and can provide some level of support when stigma or treatment barriers impede access to mental health providers. Although some studies cited in this scoping review provide support for the effectiveness and efficacy of mHealth apps targeting mental health concerns in youths, the overall body of literature remains quite limited. Moreover, mHealth apps expressly developed to be culturally responsive are almost nonexistent. These findings suggest the promise of mHealth apps for mental health in youths remains unfulfilled but is conversely not without optimism.

Increased advocacy and engagement by mental health providers in the development, implementation, and evaluation of mHealth apps would go a long way to inspiring more confidence about effectiveness for end users as well as for treatment providers who are interested in recommending apps as supplemental support options. Further efforts are also needed that focus on recruiting diverse samples, including samples of youths who are typically underrepresented in research, and on being inclusive by inviting participation and collaborative input in the early stages of the mHealth app development process. It takes a village to support mental health in youths, and mHealth can play an important role in the overall support system.
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Abstract

Background: Depression is a significant public health issue that can lead to considerable disability and reduced quality of life. With the rise of technology, mobile health (mHealth) interventions, particularly smartphone apps, are emerging as a promising approach for addressing depression. However, the lack of standardized evaluation tools and evidence-based principles for these interventions remains a concern.

Objective: In this systematic review and meta-analysis, we aimed to evaluate the efficacy and safety of mHealth interventions for depression and identify the criteria and evaluation tools used for their assessment.

Methods: A systematic review and meta-analysis of the literature was carried out following the recommendations of the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement. Studies that recruited adult patients exhibiting elevated depressive symptoms or those diagnosed with depressive disorders and aimed to assess the effectiveness or safety of mHealth interventions were eligible for consideration. The primary outcome of interest was the reduction of depressive symptoms, and only randomized controlled trials (RCTs) were included in the analysis. The risk of bias in the original RCTs was assessed using version 2 of the Cochrane risk-of-bias tool for randomized trials.
Results: A total of 29 RCTs were included in the analysis after a comprehensive search of electronic databases and manual searches. The efficacy of mHealth interventions in reducing depressive symptoms was assessed using a random effects meta-analysis. In total, 20 RCTs had an unclear risk of bias and 9 were assessed as having a high risk of bias. The most common element in mHealth interventions was psychoeducation, followed by goal setting and gamification strategies. The meta-analysis revealed a significant effect for mHealth interventions in reducing depressive symptoms compared with nonactive control (Hedges $g=-0.62$, $95\%$ CI $-0.87$ to $-0.37$, $I^2=87\%$). Hybrid interventions that combined mHealth with face-to-face sessions were found to be the most effective. Three studies compared mHealth interventions with active controls and reported overall positive results. Safety analyses showed that most studies did not report any study-related adverse events.

Conclusions: This review suggests that mHealth interventions can be effective in reducing depressive symptoms, with hybrid interventions achieving the best results. However, the high level of heterogeneity in the characteristics and components of mHealth interventions indicates the need for personalized approaches that consider individual differences, preferences, and needs. It is also important to prioritize evidence-based principles and standardized evaluation tools for mHealth interventions to ensure their efficacy and safety in the treatment of depression. Overall, the findings of this study support the use of mHealth interventions as a viable method for delivering mental health care.

Trial Registration: PROSPERO CRD42022304684; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=304684

JMIR Ment Health 2023;10:e46877 doi:10.2196/46877
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Introduction

Background

Depression is the most common mental health condition in the general population and is one of the leading causes of the global burden of disease and disability [1-3]. The worldwide incidence of depression increased by 49.86% between 1990 and 2017, from 172 million cases to 258 million [2]. Unipolar depression is predicted to be the leading cause of disability in high-income countries by 2030, surpassing other health conditions such as ischemic heart disease, dementia, alcohol use disorders, and diabetes [3].

Although there is strong clinical evidence that depression can be treated with a variety of pharmacological and psychological interventions [4], human resources for mental health are inadequate, especially in low- and middle-income countries [5-7], and a global shortage of over 15 million health workers is expected by 2030 [8]. Given the rapid advancement and adoption of technology, digital interventions—particularly mobile health (mHealth) interventions—have the potential to provide novel and viable methods of delivering population-scale mental health care [9,10].

The World Health Organization defines mHealth as “the term used for medical and public health practices supported by mobile devices, such as phones, patient monitoring devices, personal digital assistants, and other wireless devices” [11]. Smartphone apps can especially be powerful vectors for mHealth interventions because of their high connectivity, 24-hour availability, and ubiquitous nature [12]. Compared with most traditional treatment services, smartphone-based interventions offer several advantages, including high accessibility and scalability; relatively low costs; minimal contact; patient anonymity; flexibility of use; and the possibility of self-monitoring activity, symptoms, and progression in real time as well as providing motivational support and targeted care [10,13,14].

Self-management features are commonly found in mHealth interventions aimed at mental health problems, enabling clients to manage symptoms by monitoring their own symptoms and behavior [15]. In addition, mHealth apps for mood disorder management often provide stress-relieving games, meditation instructions, mood trackers, and psychoeducational materials. Despite the abundance of apps available in the commercial market for managing depressive symptoms, only a limited number incorporate a cognitive behavioral therapy (CBT) approach, despite CBT being widely recognized as a first-line psychological treatment [16].

Previous systematic reviews and meta-analyses have shown that smartphone-based interventions can have beneficial effects on clinical and nonclinical depressive symptoms in both general and clinical populations [9,17]. Moreover, digital interventions have been shown to be particularly effective, acceptable, feasible, and user friendly when embedded in a therapeutic context involving social interaction with mental health professionals to monitor progress and provide additional support [18]. A recent meta-review of meta-analyses concluded that apps for anxiety and depression produce definite clinical benefits, whether used for self-management or alongside professional guidance [12].

Several mHealth apps are currently available [19-21]. However, despite increased interest and use, no international standards or apps exist to evaluate mHealth apps in a simple and effective manner. Furthermore, although the number of mobile mental health apps is increasing owing to their convenience and high demand, many of these apps do not apply evidence-based principles or have not been tested for efficacy [16,22]. Therefore, selecting an app that is likely to be effective is problematic for users [9]. Health professionals and services are also increasingly using digital tools to facilitate disease management and need to be sure that the apps they recommend meet the minimum quality requirements [23]. Although several initiatives have been launched to define how mHealth apps...
should be assessed, these initiatives only address a part of the evaluation process and are mostly concerned with developing a methodology for evaluating all types of mHealth apps. As every health condition has specific needs, new tools and methodologies are required to evaluate apps targeting each condition.

Objectives
This systematic review is part of the EvalDepApps research project [24], the primary objective of which is to develop and pilot an assessment tool for mobile apps aimed at treating and monitoring people with depressive symptoms. To that end, it is critical to comprehensively understand the effectiveness and safety of mHealth interventions based on available scientific evidence as well as the evaluation criteria used to measure these outcomes. Accordingly, the aims of this systematic review are (1) to assess how effective and safe mHealth interventions are in the treatment of depression and (2) to identify the criteria and evaluation tools used to assess these mHealth interventions.

Methods
A systematic review and meta-analysis of the literature was performed following recommendations in the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [25] (Multimedia Appendix 1). The protocol for this systematic review and meta-analysis was prospectively registered on PROSPERO on February 19, 2022 (CRD42022304684).

Search Strategy
A scoping search conducted to identify relevant search terms resulted in the following: “apps,” “mHealth,” “eHealth,” and “depression.” These were applied individually or combined according to Medical Subject Headings keyword terms in 3 electronic databases from inception to February 2022: MEDLINE, PsycINFO, and Embase. In addition, the reference lists of all eligible studies were screened to identify additional studies meeting the inclusion criteria.

Inclusion and Exclusion Criteria
We considered studies recruiting adult patients with elevated depressive symptoms (ie, scoring above the cutoff criteria on a validated depression screening instrument) or diagnosed with depressive disorder (ie, diagnosed by a clinician or using any recognized diagnostic criteria). Studies recruiting children or adolescents aged ≤18 years were excluded. Studies assessing the effectiveness or safety of mHealth-based interventions for treating depression were included, whereas those using nonmobile tools or relating to diagnosis or prevention were excluded. Studies referring to the management of other conditions, such as cancer, stroke, Alzheimer disease, epilepsy, social anxiety, alcoholism, or pain, were also excluded. Any comparator other than mHealth interventions was considered, including passive (eg, no intervention or waiting list) or active (eg, antidepressants or face-to-face psychotherapy) groups. The primary outcome was the reduction of depressive symptoms, and secondary outcomes included undesirable effects of the mHealth intervention and the criteria and evaluation tools used to assess the effectiveness and safety of mHealth interventions.

Randomized controlled trials (RCTs) with at least 10 participants were included in the study design. Nonrandomized studies, uncontrolled studies, observational studies, conference abstracts, letters, commentaries, essays, book chapters, qualitative studies, study protocols, and reviews were excluded. We included studies published in English and Spanish, without imposing any restrictions on the publication year. Studies conducted in any country and clinical setting were considered.

Risk-of-Bias Assessment
The risk of bias in the original RCTs was assessed using version 2 of the Cochrane risk-of-bias tool for randomized trials [26]. Quality assessment was performed by 2 independent reviewers, and any disagreements were resolved by consulting a third reviewer.

Study Selection and Data Extraction
All citations extracted from electronic databases were imported into Rayyan, a web-based software program for systematic reviews, and duplicates were removed. Two members of the research team independently reviewed all titles and abstracts to preselect those systematic reviews meeting the inclusion criteria. The full texts of potentially relevant studies were screened for eligibility by 2 reviewers. Any disagreement was resolved by discussion and consensus, and a third reviewer was consulted, if required. Two reviewers then independently extracted data from each included RCT using a standardized data extraction form in Microsoft Excel using the following variables: (1) first author, (2) year of publication, (3) country, (4) number of participants, (5) study design, (6) study period, (7) study population, (8) intervention and control details, (9) outcome measures, and (10) main results. To gather information about the intervention details and elements included, we primarily relied on the descriptions of the interventions provided in the included studies. Furthermore, we also referred to other publications related to the same study, which offered a more comprehensive description of the intervention’s development process. In addition, when necessary, we consulted public descriptions available through websites or app stores.

Data Synthesis and Analysis
Meta-analyses were performed using the inverse variance method [27] and were visually displayed using forest plots. A random effects model using the Sidik-Jonkman method as the tau estimator was applied [28]. Statistical heterogeneity between the different studies included in the meta-analyses was assessed using the Higgins $I^2$ value [29]. For each meta-analysis, 2-tailed 95% prediction intervals were calculated. The following post hoc subgroup analyses were carried out: type of nonactive control, intervention length, depression severity at baseline, mHealth intervention framework, delivery mode, mood monitoring, goal setting, and gamification. Furthermore, the Galbraith plot was used to identify possible outliers, and a sensitivity analysis was performed using the leave-one-out function, which performs multiple meta-analyses excluding a single study at a time. We evaluated the publication bias using the Egger test [30], and the trim-and-fill method was used to correct for possible funnel plot asymmetry. All analyses were performed using Stata (version 17; StataCorp).
**Results**

**Overview**
The initial search of the electronic databases yielded 3203 references. After removing duplicates, 1714 records were screened by title and abstract and 87 full-text articles were assessed for eligibility. Two additional records were identified through manual searches. Finally, 29 RCTs reported in 28 articles were included [31-58]. A flowchart of our selection process is shown in Figure 1.

**Figure 1.** PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of the selection process.

**Characteristics of the Included Studies**
The study included a total sample of 5594 participants, with an average age of 41.33 years and a majority of participants identifying as female (72%). Most studies were performed in Asia (8/29, 28%) [33-36,41,50,53,58], Europe (8/29, 28%) [37-40,44,51,52,56], and North America (8/29, 28%) [32,42,43,45,46,54,55,57], followed by Australia (3/29, 10%) [46,48,49] and South America (2/29, 7%) [31]. In most studies (18/29, 62%), participants had moderate depressive symptoms at baseline. The intervention period of the included studies ranged from 2 to 24 weeks, with an average of 8 weeks. A complete description of study characteristics is presented in Table 1.
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Country</th>
<th>Sample size (intervention/control)</th>
<th>Age (years), mean</th>
<th>Gender (women), %</th>
<th>Depression at baseline</th>
<th>Intervention</th>
<th>Control</th>
<th>Length (wk)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Araya et al [31], 2021</td>
<td>Brazil</td>
<td>880 (440/440)</td>
<td>56</td>
<td>86.5</td>
<td>Moderately severe depressive symptoms (PHQ-9³)</td>
<td>CONEMO</td>
<td>TAU²</td>
<td>6</td>
</tr>
<tr>
<td>Araya et al [31], 2021</td>
<td>Peru</td>
<td>432 (217/215)</td>
<td>59.7</td>
<td>81.5</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>CONEMO</td>
<td>TAU</td>
<td>6</td>
</tr>
<tr>
<td>Areal et al [32], 2016</td>
<td>United States</td>
<td>626 (211/209/206)</td>
<td>33.9</td>
<td>78.9</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>EVO</td>
<td>Problem-Solving Therapy App (iPST)</td>
<td>Minimal intervention (health information)</td>
</tr>
<tr>
<td>Birney et al [43], 2016</td>
<td>United States</td>
<td>300 (150/150)</td>
<td>40.7</td>
<td>76.7</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>MoodHacker</td>
<td>Minimal intervention (health information)</td>
<td>6</td>
</tr>
<tr>
<td>Buluws et al [52], 2021</td>
<td>Germany</td>
<td>423 (208/215)</td>
<td>23.0</td>
<td>78.5</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>Metacognitive Training (MCT) and more</td>
<td>Waiting list</td>
<td>4</td>
</tr>
<tr>
<td>Chan et al [53], 2021</td>
<td>Hong Kong</td>
<td>320 (167/153)</td>
<td>27.3</td>
<td>72.7</td>
<td>Severe depressive symptoms (CES-D³)</td>
<td>proACT-S</td>
<td>Waiting list</td>
<td>6</td>
</tr>
<tr>
<td>Dahne et al [54], 2019</td>
<td>United States</td>
<td>52 (24/19/9)</td>
<td>43.8</td>
<td>84.6</td>
<td>Moderately severe depressive symptoms (BDI-II³)</td>
<td>Moodivate MoodKit</td>
<td>TAU</td>
<td>8</td>
</tr>
<tr>
<td>Dahne et al [55], 2019</td>
<td>United States</td>
<td>42 (22/9/11)</td>
<td>36.1</td>
<td>66.7</td>
<td>Moderately severe depressive symptoms (BDI-II)</td>
<td>Aptivate iCouch CBT⁴</td>
<td>TAU</td>
<td>8</td>
</tr>
<tr>
<td>Ebert et al [56], 2018</td>
<td>Germany</td>
<td>204 (102/102)</td>
<td>44.2</td>
<td>80.4</td>
<td>Severe depressive symptoms (CES-D)</td>
<td>GET.ON Mood Enhancer</td>
<td>Waiting list</td>
<td>12</td>
</tr>
<tr>
<td>Graham et al [57], 2020</td>
<td>United States</td>
<td>146 (74/72)</td>
<td>42.3</td>
<td>82</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>IntelliCare</td>
<td>Waiting list</td>
<td>8</td>
</tr>
<tr>
<td>Guo et al [58], 2020</td>
<td>China</td>
<td>300 (150/150)</td>
<td>28.3</td>
<td>7.7</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>Run4Love (WeChat)</td>
<td>TAU</td>
<td>12</td>
</tr>
<tr>
<td>Ham et al [33], 2019</td>
<td>South Korea</td>
<td>80 (28/26/26)</td>
<td>44.2</td>
<td>85.7</td>
<td>Moderate depressive symptoms (BDI-II)</td>
<td>HARUToday (CBT)</td>
<td>HARUToday (general)</td>
<td>Waiting list</td>
</tr>
<tr>
<td>Jannati et al [34], 2020</td>
<td>Iran</td>
<td>78 (39/39)</td>
<td>27</td>
<td>100</td>
<td>Moderate depressive symptoms (EPDS⁵)</td>
<td>Happy Mom</td>
<td>Waiting list</td>
<td>8</td>
</tr>
<tr>
<td>Kageyama et al [35], 2021</td>
<td>Japan</td>
<td>32 (16/16)</td>
<td>20.1</td>
<td>34.4</td>
<td>Moderate depressive symptoms (CES-D)</td>
<td>SPSRS</td>
<td>Waiting list</td>
<td>5</td>
</tr>
<tr>
<td>Lüdtke et al [37], 2018</td>
<td>Germany</td>
<td>90 (45/45)</td>
<td>42.9</td>
<td>78.4</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>Be Good to Yourself</td>
<td>Waiting list</td>
<td>4</td>
</tr>
<tr>
<td>Liu et al [36], 2022</td>
<td>China</td>
<td>83 (41/42)</td>
<td>23.1</td>
<td>55.4</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>XiaoNan (WeChat)</td>
<td>Bibliotherapy</td>
<td>16</td>
</tr>
<tr>
<td>Lukas et al [38], 2021</td>
<td>Germany</td>
<td>16 (5/11)</td>
<td>24.7</td>
<td>81</td>
<td>Moderately severe depressive symptoms (PHQ-9)</td>
<td>MT-Phoenix+face-to-face psychoeducation</td>
<td>Waiting list</td>
<td>2</td>
</tr>
<tr>
<td>Study, year</td>
<td>Country</td>
<td>Sample size (intervention/control)</td>
<td>Age (years), mean</td>
<td>Gender (women), %</td>
<td>Depression at baseline</td>
<td>Intervention</td>
<td>Control</td>
<td>Length (wk)</td>
</tr>
<tr>
<td>------------</td>
<td>---------</td>
<td>-----------------------------------</td>
<td>------------------</td>
<td>------------------</td>
<td>-----------------------</td>
<td>--------------</td>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>Lukas et al [39], 2021</td>
<td>Germany</td>
<td>77 (40/37)</td>
<td>29.9</td>
<td>82</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>MT-Phoenix+face-to-face psychoeducation</td>
<td>Waiting list</td>
<td>2</td>
</tr>
<tr>
<td>Ly et al [40], 2015</td>
<td>Sweden</td>
<td>93 (46/47)</td>
<td>30.6</td>
<td>69.9</td>
<td>Moderately severe depressive symptoms (PHQ-9)</td>
<td>Face-to-face behavioral activation (4 sessions) + smartphone app</td>
<td>Face-to-face behavioral activation (10 sessions)</td>
<td>10</td>
</tr>
<tr>
<td>Mantani et al [41], 2017</td>
<td>Japan</td>
<td>164 (81/83)</td>
<td>40.9</td>
<td>53.5</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>Kokoro-App+TAU</td>
<td>TAU</td>
<td>9</td>
</tr>
<tr>
<td>Pratap et al [42], 2018</td>
<td>United States</td>
<td>274 (112/83/79)</td>
<td>34.9</td>
<td>77.1</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>EVO</td>
<td>Minimal intervention (health tips)</td>
<td>4</td>
</tr>
<tr>
<td>Rauenso et al [44], 2021</td>
<td>Finland</td>
<td>124 (63/61)</td>
<td>25.1</td>
<td>72.6</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>Menu Health Program + TAU</td>
<td>TAU</td>
<td>8</td>
</tr>
<tr>
<td>Roepke et al [45], 2015</td>
<td>United States</td>
<td>283 (93/97/93)</td>
<td>40.2</td>
<td>69.6</td>
<td>Severe depressive symptoms (CES-D)</td>
<td>SuperBetter</td>
<td>Waiting list</td>
<td>4</td>
</tr>
<tr>
<td>Sawyer et al [46], 2019</td>
<td>Australia</td>
<td>133 (72/61)</td>
<td>31.1</td>
<td>100</td>
<td>Moderate depressive symptoms (EPDS)</td>
<td>eMums Plus</td>
<td>TAU</td>
<td>16</td>
</tr>
<tr>
<td>Stiles-Shields et al [47], 2019</td>
<td>United States</td>
<td>30 (10/10/10)</td>
<td>NR</td>
<td>NR</td>
<td>Moderately severe depressive symptoms (PHQ-9)</td>
<td>Boost Me</td>
<td>Waiting list</td>
<td>6</td>
</tr>
<tr>
<td>Tighe et al [48] (2017)</td>
<td>Australia</td>
<td>61 (31/30)</td>
<td>26.5</td>
<td>64</td>
<td>Moderately severe depressive symptoms (PHQ-9)</td>
<td>iBobbly</td>
<td>Waiting list</td>
<td>6</td>
</tr>
<tr>
<td>Tønning et al [51], 2021</td>
<td>Denmark</td>
<td>120 (61/59)</td>
<td>43.9</td>
<td>31.6</td>
<td>Mild depressive symptoms (HDRS-17)</td>
<td>MONSENSO</td>
<td>TAU</td>
<td>24</td>
</tr>
<tr>
<td>Watts et al [49], 2013</td>
<td>Australia</td>
<td>52 (22/30)</td>
<td>41</td>
<td>80</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>Mobile Therapy (Get Happy Program)</td>
<td>Computer therapy</td>
<td>8</td>
</tr>
<tr>
<td>Wong et al [50], 2021</td>
<td>China</td>
<td>79 (39/40)</td>
<td>32.9</td>
<td>84.8</td>
<td>Moderate depressive symptoms (PHQ-9)</td>
<td>Lifestyle Hub</td>
<td>Waiting list</td>
<td>9</td>
</tr>
</tbody>
</table>

a If there are 3 numbers, the first 2 numbers are intervention groups and the third one is the control group.
b PHQ-9: Patient Health Questionnaire-9.
c TAU: treatment as usual.
d CES-D: Center for Epidemiologic Studies Depression Scale.
e BDI-II: Beck Depression Inventory–II.
f CBT: cognitive behavioral therapy.
g EPDS: Edinburgh Postnatal Depression Scale.
h NR: not reported.
i HDRS-17: 17-item Hamilton Depression Rating Scale.

**Quality Assessment of the Included Studies**

In total, 20 RCTs were identified as having an unclear risk of bias [31,32,34-36,40-42,44,46-53,56-58] and the overall risk of bias in the remaining 9 RCTs was assessed as high [33,37-39,43,45,49,54,55]. Depression symptoms were self-reported, and participants were mostly unblinded; therefore, the main sources of bias were the methods used to assess outcomes. A total of 12 RCTs [31,33,38,39,42,43,49-53,57,58] were judged to have an unclear risk of bias owing to missing outcome data. Most of the studies described treatment allocation as random, but 5 studies [38,39,43,54,55] did not provide
Elements Included in the mHealth Interventions
Psychoeducation about depression (17/31, 54%) was the most common element included in the mHealth interventions through videos, informative sheets, and even chatbots. The capability to set goals (13/31, 41%) and gamified strategies such as reward systems, challenges, and badges (12/31, 38%) were also prevalent. A substantial number of mHealth interventions (12/31, 38%) enabled users to receive professional support if required, and several interventions provided feedback on progress (10/31, 32%) and self-monitoring of mood (10/31, 32%). However, only 2 mHealth interventions (2/31, 6%) included components that encouraged user interaction through forums, chats, and other means. It is worth mentioning that most mHealth interventions (20/31, 64%) used regular reminders to increase adherence, retention, and ultimately effectiveness in reducing depressive symptoms. The specific characteristics and elements included in each mHealth intervention are presented in Multimedia Appendix 2 [31-58].

Effectiveness of mHealth Interventions

mHealth Versus Nonactive Control
The meta-analysis of the effectiveness of mHealth for reducing depressive symptoms compared with nonactive controls included 26 effect sizes from 22 RCTs:16 compared mHealth with waiting list (n=1354), 6 with minimal intervention (n=145), and 4 with treatment as usual (TAU; n=620). The random effects meta-analysis showed a significant effect for mHealth (Hedges g=−0.62, 95% CI −0.87 to −0.37; P<.001; Figure 3). Heterogeneity across studies was high and statistically significant (I²=87%, Q=131.08, P=.001).

A subgroup analysis by type of nonactive control was not statistically significant (P=.12). However, the effect was higher in those studies comparing mHealth with minimal intervention or waiting list than in those comparing with TAU. A subgroup analysis by the severity of depressive symptoms at baseline was not statistically significant, although the effect was higher in people with moderately severe and severe depressive symptoms than in those with moderate depressive symptoms. Similarly, a univariate meta-regression using the baseline Patient Health Questionnaire-9 score as a moderator also displayed a trend toward significance, suggesting that people with higher depressive symptoms would benefit more from mHealth interventions (β=−.15, P=.08, k=14). Neither age nor gender was found to be significantly associated with higher effectiveness. In a subgroup analysis using the mHealth content framework, there were no statistically significant differences (P=.73), but CBT-based interventions were the most effective for reducing depressive symptoms, followed by acceptance-based interventions. Regarding the characteristics of mHealth interventions, only subgroup analysis by delivery mode was statistically significant (P=.03), with hybrid interventions—those combining mHealth with face-to-face sessions—showing the highest effect on reducing depressive symptoms. Univariate meta-regression by number of elements in the mHealth intervention was not statistically significant. More details on the subgroup analyses performed are presented in Table 2.

The funnel plot was symmetrical (Figure 4), trim-and-fill did not need to impute any additional study, and Egger tests showed no evidence of a small-study effect (P=.17).

The leave-one-out analyses suggest that the findings are robust, and neither the direction nor significance of the pooled effect changed after excluding any single study (Multimedia Appendix 3 [33-39,41,43-50,52-58]). However, the Galbraith plot identified 8 outliers that may have contributed to heterogeneity (Multimedia Appendix 4). The subsequent exclusion of outliers yielded a slightly lower pooled effect (Hedges g=−0.54, 95% CI −0.74 to −0.34, k=18), and heterogeneity was nonsignificant.
\(I^2 = 51\%, \; Q = 20.22, \; P = .26\). None of the subgroup analyses or meta-regressions changed after the exclusion of outliers.

Four studies reported in 3 articles [31,32,43] compared mHealth interventions against nonactive controls but did not provide means and SDs and therefore were not included in the meta-analysis. In the 2 RCTs reported in the study by Araya et al [31], a digital intervention delivered over a 6-week period significantly improved depressive symptoms at 3 months when compared with usual care, but the magnitude of the effect was small in 1 trial, and the effects were not sustained at 6 months. According to Arean et al [32], mHealth apps designed to engage the cognitive correlates of depression have the greatest effect on reducing depressed mood in people with moderate levels of depression. In addition, Birney et al [43] found that the MoodHacker app produced significant effects on depression symptoms at the 6-week follow-up when compared with minimal intervention.

**Figure 3.** Random effects meta-analysis (mobile health vs nonactive control).

<table>
<thead>
<tr>
<th>Study</th>
<th>Treatment</th>
<th>Control</th>
<th>Hedges’s g</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Mean</td>
<td>SD</td>
<td>N</td>
<td>Mean</td>
</tr>
<tr>
<td>Jannati (2020)</td>
<td>38</td>
<td>8.18</td>
<td>1.5</td>
<td>37</td>
</tr>
<tr>
<td>Stiles-Shields (2019)</td>
<td>7</td>
<td>3.43</td>
<td>3.82</td>
<td>5</td>
</tr>
<tr>
<td>Lukas (2021a)</td>
<td>5</td>
<td>8.35</td>
<td>5.32</td>
<td>11</td>
</tr>
<tr>
<td>Lukas (2021b)</td>
<td>40</td>
<td>8.11</td>
<td>4.07</td>
<td>37</td>
</tr>
<tr>
<td>Stiles-Shields (2019)</td>
<td>10</td>
<td>6.6</td>
<td>3.95</td>
<td>5</td>
</tr>
<tr>
<td>Liu (2022)</td>
<td>33</td>
<td>7.92</td>
<td>2.651</td>
<td>30</td>
</tr>
<tr>
<td>Chan (2021)</td>
<td>108</td>
<td>27.62</td>
<td>10.53</td>
<td>138</td>
</tr>
<tr>
<td>Ebert (2018)</td>
<td>102</td>
<td>17.79</td>
<td>7.03</td>
<td>102</td>
</tr>
<tr>
<td>Roepke (2015)</td>
<td>18</td>
<td>19.06</td>
<td>10.3</td>
<td>18</td>
</tr>
<tr>
<td>Tsighe (2016)</td>
<td>31</td>
<td>8.9</td>
<td>5.4</td>
<td>30</td>
</tr>
<tr>
<td>Wong (2021)</td>
<td>39</td>
<td>8.8</td>
<td>3.8</td>
<td>40</td>
</tr>
<tr>
<td>Guo (2020)</td>
<td>150</td>
<td>-6.21</td>
<td>8.987</td>
<td>150</td>
</tr>
<tr>
<td>Dahne (2019b)</td>
<td>19</td>
<td>-13.79</td>
<td>12.33</td>
<td>3</td>
</tr>
<tr>
<td>Dahne (2019a)</td>
<td>18</td>
<td>-13.36</td>
<td>11.51</td>
<td>5</td>
</tr>
<tr>
<td>Mantani (2017)</td>
<td>60</td>
<td>8.92</td>
<td>4.3</td>
<td>57</td>
</tr>
<tr>
<td>Dahne (2019b)</td>
<td>8</td>
<td>-11.25</td>
<td>8.19</td>
<td>3</td>
</tr>
<tr>
<td>Ham (2019)</td>
<td>21</td>
<td>15.9</td>
<td>8.89</td>
<td>21</td>
</tr>
<tr>
<td>Dahne (2019a)</td>
<td>22</td>
<td>-12.21</td>
<td>13.15</td>
<td>4</td>
</tr>
<tr>
<td>Roepke (2015)</td>
<td>20</td>
<td>23.55</td>
<td>13.73</td>
<td>18</td>
</tr>
<tr>
<td>Kageyama (2021)</td>
<td>16</td>
<td>14.44</td>
<td>5.23</td>
<td>16</td>
</tr>
<tr>
<td>Sawyer (2019)</td>
<td>54</td>
<td>7.8</td>
<td>4.3965</td>
<td>57</td>
</tr>
<tr>
<td>Bruhns (2021)</td>
<td>90</td>
<td>9.3</td>
<td>5.22</td>
<td>135</td>
</tr>
<tr>
<td>Birney (2016)</td>
<td>150</td>
<td>8.8</td>
<td>5.1</td>
<td>150</td>
</tr>
<tr>
<td>Graham (2020)</td>
<td>64</td>
<td>7.2</td>
<td>4.4</td>
<td>44</td>
</tr>
<tr>
<td>Lüdtke (2018a)</td>
<td>35</td>
<td>10.23</td>
<td>5.56</td>
<td>39</td>
</tr>
<tr>
<td>Raevuori (2021)</td>
<td>44</td>
<td>9.89</td>
<td>4.3116</td>
<td>48</td>
</tr>
</tbody>
</table>

Heterogeneity: \(I^2 = 0.32, \; P = 87.18\%, \; H^2 = 7.80\)

Test of \(\beta = \theta\): \(Q(25) = 131.08, \; p = 0.00\)

Test of \(\theta = 0\): \(z = -4.81, \; p = 0.00\)

Random-effects Sidik–Jonkman model

Sorted by: \_meta\_es
# Table 2. Random effects models and subgroup analyses with depressive symptoms as the outcome.

<table>
<thead>
<tr>
<th>Group</th>
<th>k</th>
<th>Hedges g (95% CI)</th>
<th>$I^2$ (%)</th>
<th>Test for subgroup differences</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of nonactive control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimal intervention</td>
<td>6</td>
<td>$-0.41 (-0.77$ to $-0.09)$</td>
<td>27.45</td>
<td>Q=4.19; P=.12</td>
</tr>
<tr>
<td>TAU&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4</td>
<td>$-0.26 (-0.64$ to $0.13)$</td>
<td>81.0</td>
<td></td>
</tr>
<tr>
<td>Waiting list</td>
<td>16</td>
<td>$-0.79 (-1.15$ to $-0.42)$</td>
<td>89.17</td>
<td></td>
</tr>
<tr>
<td><strong>Intervention length (weeks)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-8</td>
<td>20</td>
<td>$-0.66 (-0.98$ to $-0.33)$</td>
<td>88.71</td>
<td>Q=0.38; P=.54</td>
</tr>
<tr>
<td>9-16</td>
<td>6</td>
<td>$-0.53 (-0.76$ to $-0.30)$</td>
<td>49.73</td>
<td></td>
</tr>
<tr>
<td><strong>Depression severity at baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>14</td>
<td>$-0.57 (-0.94$ to $-0.14)$</td>
<td>93.81</td>
<td>Q=0.95; P=.62</td>
</tr>
<tr>
<td>Moderately severe</td>
<td>8</td>
<td>$-0.77 (-1.19$ to $-0.35)$</td>
<td>31.06</td>
<td></td>
</tr>
<tr>
<td>Severe</td>
<td>4</td>
<td>$-0.77 (-1.02$ to $-0.51)$</td>
<td>40.89</td>
<td></td>
</tr>
<tr>
<td><strong>Measure</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI-II&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5</td>
<td>$-0.38 (-0.78$ to $0.02)$</td>
<td>0.00</td>
<td>Q=2.27; P=.52</td>
</tr>
<tr>
<td>CES-D&lt;sup&gt;c&lt;/sup&gt;</td>
<td>5</td>
<td>$-0.69 (-0.69$ to $-0.42)$</td>
<td>48.83</td>
<td></td>
</tr>
<tr>
<td>EPDS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2</td>
<td>$-1.57 (-4.24$ to $1.09)$</td>
<td>98.02</td>
<td></td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;e&lt;/sup&gt;</td>
<td>14</td>
<td>$-0.53 (-0.53$ to $-0.24)$</td>
<td>85.09</td>
<td></td>
</tr>
<tr>
<td><strong>Framework</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptance based</td>
<td>2</td>
<td>$-0.73 (-1.14$ to $-0.33)$</td>
<td>0.03</td>
<td>Q=2.02; P=.73</td>
</tr>
<tr>
<td>BA&lt;sup&gt;f&lt;/sup&gt;</td>
<td>3</td>
<td>$-0.59 (-1.25$ to $0.06)$</td>
<td>7.48</td>
<td></td>
</tr>
<tr>
<td>CBT only</td>
<td>10</td>
<td>$-0.76 (-1.27$ to $-0.26)$</td>
<td>94.56</td>
<td></td>
</tr>
<tr>
<td>CBT and others</td>
<td>8</td>
<td>$-0.38 (-0.78$ to $0.02)$</td>
<td>85.07</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>$-0.70 (-1.40$ to $0.01)$</td>
<td>64.83</td>
<td></td>
</tr>
<tr>
<td><strong>Delivery mode</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App only</td>
<td>22</td>
<td>$-0.57 (-0.85$ to $-0.30)$</td>
<td>86.04</td>
<td>Q=6.87; P=.03</td>
</tr>
<tr>
<td>Hybrid intervention</td>
<td>2</td>
<td>$-1.28 (-1.75$ to $-0.80)$</td>
<td>4.47</td>
<td></td>
</tr>
<tr>
<td>Web and app</td>
<td>2</td>
<td>$-0.48 (-1.15$ to $0.19)$</td>
<td>92.57</td>
<td></td>
</tr>
<tr>
<td><strong>Psychoeducation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>14</td>
<td>$-0.69 (-1.12$ to $-0.27)$</td>
<td>93.24</td>
<td>Q=0.75; P=.39</td>
</tr>
<tr>
<td>No</td>
<td>12</td>
<td>$-0.48 (-0.71$ to $-0.25)$</td>
<td>48.78</td>
<td></td>
</tr>
<tr>
<td><strong>Mood monitoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8</td>
<td>$-0.37 (-0.59$ to $-0.15)$</td>
<td>23.49</td>
<td>Q=2.39; P=.12</td>
</tr>
<tr>
<td>No</td>
<td>18</td>
<td>$-0.69 (-1.04$ to $-0.35)$</td>
<td>91.33</td>
<td></td>
</tr>
<tr>
<td><strong>In-app feedback</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8</td>
<td>$-0.76 (-1.01$ to $-0.50)$</td>
<td>70.56</td>
<td>Q=0.97; P=.33</td>
</tr>
<tr>
<td>No</td>
<td>18</td>
<td>$-0.54 (-0.89$ to $-0.20)$</td>
<td>87.62</td>
<td></td>
</tr>
<tr>
<td><strong>Setting goals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10</td>
<td>$-0.67 (-1.18$ to $-0.17)$</td>
<td>95.37</td>
<td>Q=0.13; P=.72</td>
</tr>
<tr>
<td>No</td>
<td>16</td>
<td>$-0.57 (-0.84$ to $-0.30)$</td>
<td>68.12</td>
<td></td>
</tr>
<tr>
<td><strong>Gamification</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11</td>
<td>$-0.52 (-0.79$ to $-0.25)$</td>
<td>62.87</td>
<td>Q=0.46; P=.50</td>
</tr>
</tbody>
</table>
### Test for subgroup differences

<table>
<thead>
<tr>
<th>Group</th>
<th>k</th>
<th>Hedges g (95% CI)</th>
<th>$I^2$ (%)</th>
<th>Test for subgroup differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15</td>
<td>−0.68 (−1.07 to −0.29)</td>
<td>92.37</td>
<td>Q=0.02; $P=0.89$</td>
</tr>
<tr>
<td>Professional support</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9</td>
<td>−0.64 (−1.06 to −0.22)</td>
<td>87.81</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>17</td>
<td>−0.60 (−0.92 to −0.28)</td>
<td>86.61</td>
<td></td>
</tr>
</tbody>
</table>

---

**mHealth Versus Active Control**

Three studies compared mHealth interventions with active controls such as bibliotherapy [36], computerized CBT [49], and face-to-face behavioral activation [40]. Liu et al [36] found that a chatbot-delivered self-help depression intervention was superior to bibliotherapy in reducing depression. Watts et al [49] investigated whether a previously validated computerized program would be effective when delivered via a mobile app. Both the mobile and computer groups showed significant reductions in depressive symptoms at the 3-month follow-up. The authors concluded that the study provided preliminary evidence of clinically significant improvements in depressive symptoms when CBT is delivered via a mobile app. Ly et al [40] compared a hybrid treatment combining face-to-face behavioral activation and a smartphone app with a 10-session behavioral activation in people with major depression. Although both groups displayed significant improvements after 6 months of treatment, the hybrid intervention had reduced therapist time.

**Safety of mHealth Interventions**

A total of 14 studies reported in 13 references [31,35,36,41-44,47,50,52,53,57,58] provided information on the safety of mHealth interventions. Most of these studies...
assessed safety by monitoring adverse events. Only Bruhns et al [52] and Mantani et al [41] included specific questionnaires: the Inventory for Assessing Negative Effects of Psychotherapy and Frequency, Intensity, and Burden of Side Effects Ratings, respectively. Overall, 9 of the 13 studies (69%) did not report any study-related adverse events. A complete description of the safety results in the included studies can be found in Multimedia Appendix 5 [31,35,36,41-44,47,50,52,53,57,58].

Outcome Tools and Measures

The main end point outcome in the included studies was a reduction in depressive symptoms. However, several studies included secondary outcomes related to the effectiveness of mHealth interventions, such as quality of life, behavioral activation, and anxiety.

Quality of Life

A total of 11 studies out of 29 (37%) attempted to measure participants’ quality of life [31,33,37,40,44,45,50,53,58]. The World Health Organization Quality of Life—Abbreviated Version (4/11, 36%) was the most frequently used outcome tool, followed by the EQ-5D-3L (2/11, 18%), and the 36-item Short Form Survey (2/11, 18%). The Quality of Life Inventory, European Health Interview Survey—Quality of Life 8-Item Index, and 12-Item Short Form Survey were identified among the outcome tools in one study each. Overall, the results were inconsistent across studies, with 5 studies in 4 references reporting significant differences between groups in favor of the mHealth intervention for quality of life [31,50,51,58] and 6 studies reporting no significant differences between groups [33,37,40,44,52,53].

Anxiety

Nine of 29 studies (31%) also included anxiety as an outcome measure [33,35,36,40,44,45,50,53,56]. The most frequently used tool was the Generalized Anxiety Disorder-7 (5/9, 56%), followed by the anxiety subscale of the Hospital Anxiety and Depression Scale (2/9, 22%). The State-Trait Anxiety Inventory (1/9, 11%) and Beck Anxiety Inventory (1/9, 11%) were used in one study each. Six studies found that mHealth interventions significantly reduced anxiety symptoms compared with the waiting list [33,35,40,44,45,50,53,56] or bibliotherapy [36].

Perceived Stress

Perceived stress was assessed in 7 studies (24%) [35,44,46,48,49,51,58]. Three of these used the Perceived Stress Scale, another 3 used 6- or 10-item versions of the Kessler Screening Scale for Psychological Distress, and I assessed parenting stress through the Parenting Stress Index. Results were inconsistent, with 4 observing significant stress reductions with the mHealth interventions compared with the control group [44,48,49,58], and 3 indicating no significant effects [35,46,51].

Disability

According to the World Health Organization, depression is a leading cause of disability worldwide and a major contributor to the overall global burden of disease. Disability was measured in 6 (20%) out of 29 studies [31,32,42,49,50]: the Sheehan Disability Scale was used in 3 studies (N=6, 50%), the World Health Organization Disability Assessment Schedule II was used in 2 (N=6, 33%), and 1 used the Disability Symptom Severity (N=6, 16%). Three studies in 2 references found significant effects [31,51], whereas 3 others did not [32,42,49]. Therefore, mHealth interventions have not been conclusively proven to reduce depression-related disability.

Behavioral Activation

As a person with depression may withdraw from their surroundings and disengage from their routines, thus reducing opportunities for positive reinforcement, many depression interventions have included behavioral activation as a goal. Four of the 29 studies (13%) [31,51,56] assessed behavioral activation using the Short Form of the Behavioral Activation for Depression Scale, and 3 of these found statistically significant differences between mHealth interventions and control groups.

Insomnia

In 4 of 29 studies (13%), insomnia was measured using the Insomnia Severity Index [44,50,53,56]. Significant between-group differences favoring the mHealth intervention were found in 3 of these studies (low to large effect sizes compared with the waiting list) [50,53,56]. In contrast, Raevuori et al [44] found no significant differences in sleep disturbance between a group receiving mHealth plus usual care and a control group receiving usual care alone.

Self-Efficacy

Three studies (N=29, 10%) assessed the effectiveness of mHealth interventions on self-efficacy [45,46,58]. Measures used included the General Self-Efficacy Scale, Self-Efficacy Scale, and Parental Sense of Competence Scale. Both studies using general self-efficacy measures found significant results favoring mHealth interventions [45,58], but no effect on parental competence was found [46].

Self-Esteem

The Rosenberg Self-esteem Scale was used in 2 studies (N=29, 6.9%) that compared mHealth interventions with waiting list controls. Although Bruhns et al [52] found a medium to large effect size favoring smartphone self-help apps, Lüdtke et al [37] found no statistically significant differences between groups.

Other Outcome Tools and Measures

Each of the following outcome measures was assessed and described in a single study (1/29, 3%): knowledge of depression (self-developed scale) [43]; problem-solving (Social Problem-Solving Inventory-Revised) [56]; mastery (Pearlin Mastery Scale) [56]; negative thinking (Automatic Thoughts Questionnaire–Revised) [43]; coping (Simplified Ways of Coping Questionnaire) [58]; physical activity (Global Physical Activity Questionnaire) [58]; dysfunctional attitudes (Dysfunctional Attitudes Scale) [33]; affect (The Positive and Negative Affect Schedule) [36]; well-being (World Health Organization Well-being Index) [39]; psychological inflexibility and experiential avoidance (Acceptance and Action Questionnaire) [40]; resilience (Resilience Scale) [44]; satisfaction with life (Satisfaction with Life Scale) [45]; impulsivity (The Barratt Impulsivity Scale) [48]; suicidality (Depressive Symptom Inventory–Suicidality Subscale) [48];...
psychological functioning (Functional Assessment Short Test) [51]; empowerment (Roger’s Empowerment Scale) [51]; and worry (Penn State Worry Questionnaire) [51]. The results for these outcomes can be found in Table S1 in Multimedia Appendix 6 [31-33,35-40,42-46,48-53,56,58].

Output Tools and Measures

Although the main aim of the selected studies was to measure the effectiveness of mHealth interventions in reducing depressive symptoms, most also measured other outputs that could be relevant in determining primary outcome measures, such as adherence and app use, acceptability, and usability. The results for these outputs can be found in Table S2 in Multimedia Appendix 6.

Discussion

Principal Findings

Our review assessed 29 studies reported in 28 articles involving a substantial number of adult patients with elevated depressive symptoms or diagnosed depression. The meta-analysis of 26 studies comparing the effectiveness of mHealth interventions with the waiting list, minimal intervention, and TAU found moderate positive effects (Hedges \( g = -0.62 \)) for mHealth, despite high levels of heterogeneity. These results align with those of 2 earlier meta-analyses comparing the efficacy of mHealth interventions and nonactive controls on reducing depressive symptoms, which showed effects of Hedges \( g = -0.56 \) and Hedges \( g = -0.51 \) [9,59]. However, these are higher than findings from other studies that included patients with any mental health issue (Hedges \( g = -0.33 \)) [60] and compared mHealth with active treatments (Hedges \( g = -0.22 \)) [9]. Owing to high heterogeneity and the small number of studies, conducting a meta-analysis to compare mHealth with other active interventions was not feasible.

The dynamic between health care professionals and patients is undergoing transformation owing to the influence of numerous technological, social, and environmental factors, leading to an evolving and changing relationship [61]. As mental health care delivery evolves toward a hybrid model incorporating both in-person and online interventions for diagnosis, therapy, and monitoring, the use of mobile devices becomes increasingly crucial, serving as an integral component in the assessment and intervention of mental health problems [62,63]. Although the number of studies assessing this type of intervention is small, the available evidence suggests that a combination of these 2 modalities can lead to better outcomes for individuals with depression. A potential explanation for the superior efficacy of hybrid therapy is the synergistic combination of app-based and face-to-face interventions. Although app-based interventions provide access to therapeutic content and activities at any time, face-to-face therapy has the advantages of personal interaction, direct guidance, and a supportive environment. An integration of these modalities provides a comprehensive treatment experience for individuals with depression, which may improve the therapeutic process and lead to better outcomes. Furthermore, the complementary nature of the 2 interventions may enhance the reinforcement of skills and strategies learned in face-to-face therapy as well as provide ongoing support and accountability, thereby potentially improving long-term symptom management. As highlighted by Ly et al [40], this could be explained by the dose-response effect, wherein lower doses of psychotherapy have been associated with poorer outcomes [64]. Moreover, hybrid therapy has the potential to be more cost-effective than traditional face-to-face treatments by combining in-person and on the web or app-based sessions, reducing medical costs per patient and increasing the capacity of therapists to treat more individuals with depression, thereby expanding access to treatment. Despite the crucial importance of implementation costs and cost-effectiveness in determining the feasibility and scalability of digital and hybrid interventions, there is a lack of sufficient evidence to date, and additional research is required to inform public and private reimbursement systems and enable investment in digital interventions.

In terms of app design, our findings suggest that incorporating CBT and acceptance frameworks can lead to a greater reduction in depressive symptoms. However, subgroup analyses by theoretical framework did not show statistically significant differences. This is consistent with existing evidence on the effectiveness of psychological interventions. Although CBT is one of the main nonpharmacological treatment options for depressive disorders, a recent network meta-analysis covering efficacy, acceptability, and long-term outcomes found little difference in results from various types of psychotherapy and concluded that most are effective and acceptable for treating adult depression [65]. Clearly, it is essential to design mHealth interventions based on evidence-based frameworks to guarantee their foundation in robust and reliable scientific evidence, and studies have highlighted the need for future research to better characterize the app features that maximize therapeutic effects [66]. However, we found that none of the individual elements in the apps (ie, psychoeducation, mood monitoring, in-app feedback, goal setting, gamification, and professional support) was significantly associated with a greater reduction in depressive symptoms. Moreover, mHealth interventions with a larger number of components are not always more successful: in some cases, simpler interventions that focus on a limited number of well-implemented and user-centered elements can be more effective. It is thus necessary to move beyond “one-size-fits-all” approaches in the design and delivery of mHealth interventions and prioritize tailored approaches that consider individual differences, needs, and preferences [67,68].

With the goal of identifying which sociodemographic and clinical characteristics of patients were associated with greater app effectiveness, we performed subgroup analyses and meta-regressions for gender, age, and baseline depression symptom severity variables. Our results show that mHealth interventions have been effective across demographic factors but may be more effective for individuals with moderate to severe depressive symptoms than for those with lower symptom levels. This is consistent with the results of a previous systematic review [59]. Furthermore, it is in line with the findings of other studies that have concluded that individuals with severe burden benefit equally or to a greater extent from low-intensity internet- and mobile-based interventions [69-71]. There are several potential explanations for these findings. One possibility is that patients with more symptoms have a greater capacity for...
definable and noticeable improvement. In addition, people with moderate to severe depressive symptoms may be more motivated to engage in psychological interventions and more likely to adhere to a treatment plan.

The disparity between RCT data and individual patient characteristics encountered in real-world health care settings is a widely acknowledged challenge in daily clinical practice [72]. To ensure the ultimate success of the mental health technology revolution, it is imperative to bolster the path toward the evaluation of implementation, bridging the gap between research findings and the unique features of each patient [73]. Although RCTs have demonstrated the effectiveness of digital interventions for addressing common mental health issues, it is crucial to shift our focus beyond these controlled settings. Unfortunately, there is a scarcity of reported data regarding the implementation of these interventions in the real-world context. The limited available data suggest that uptake and engagement vary widely among the handful of implemented digital self-help apps and programs that have reported this and that use may vary from that reported in trials [74]. It is essential to assess how these mHealth tools are used in real-life scenarios and to determine the extent to which their effectiveness endures beyond the controlled environment of research studies. This exploration beyond RCTs will provide valuable insights into their practical impact, accessibility, and overall contribution to enhancing the mental health of the population.

The increase in the use of mHealth apps has outstripped the development of international standards or practical evaluation tools to assess their effectiveness in a comprehensive and efficient manner. Despite a plethora of mHealth interventions, few have undergone rigorous scientific evaluation. In addition, most mHealth apps that have encountered any evaluation have only undergone a single study, typically with a small sample size. Only a minority of the mHealth interventions identified in our review have been subjected to evaluation in more than one study. Our results do indicate consistency in the assessment of depressive symptoms, as most studies use established and validated measurement tools, such as the Beck Depression Inventory–II, Patient Health Questionnaire-9, and Hospital Anxiety and Depression Scale. However, given the high heterogeneity of the identified measures, there appears to be a lack of consensus on how to assess other important outputs that are crucial in determining primary outcome measures, such as adherence, acceptability, usability, and app use. Furthermore, the absence of adequate regulatory bodies to oversee and regulate app development and availability has made accessing trustworthy and validated mHealth interventions a challenging process [21]. Accordingly, there remains a requirement for the development of new tools and methodologies that facilitate the assessment of various aspects of mHealth interventions intended to manage specific conditions. The results of this SR enable us to understand the effectiveness and safety of apps targeting depression that have been evaluated in RCTs, as well as the evaluation criteria used, and will serve as a starting point for the design of an evaluation tool within the context of the EvalDepApps research project [24].

Strengths and Limitations of This Study

Our study has several key strengths, including a rigorous and systematic search and selection process that ensured comprehensive coverage of the available evidence. Furthermore, the use of validated quality assessment tools facilitated a robust evaluation of the risk of bias in the included studies. Clear and transparent reporting of methods and results enhances the reproducibility of the findings and strengthens the validity and reliability of the results. However, there are also several limitations that should be considered when interpreting our results. Our search for studies was limited to those published in English or Spanish and did not incorporate gray literature, which may have excluded some relevant studies. It should also be noted that most of the reviewed studies were conducted in Western high-income countries; thus, it is unclear whether these results can be generalized to low- and middle-income countries. Our analyses revealed moderate heterogeneity that could not be fully accounted for through subgroup analyses. This heterogeneity may be due to differences in populations, interventions (including the framework, elements included, and definitions of these elements), and comparators across the trials. For example, we compared mHealth interventions with a variety of control conditions, including waiting list, minimal intervention, and TAU. Although we found no significant differences between these control conditions, the variability among them may have contributed to the overall heterogeneity. Another noteworthy limitation of our review was the exclusion of studies that did not present results from RCTs. Although observational studies and nonrandomized trials could potentially offer valuable insights into the practical use and effectiveness of mHealth in the real-world context, we decided to exclude them because of the higher susceptibility of these trial designs to various biases, which may compromise the reliability of the findings. Finally, there are important limitations associated with the small sample sizes and moderate to high risk of bias present in most of the studies reviewed.

Conclusions

This study suggests that mHealth interventions directed toward adults experiencing elevated symptoms of depression result in moderate decreases in these symptoms, regardless of age and gender, with hybrid interventions achieving the best results. However, it should be noted that most of the studies in this review had small sample sizes and were associated with a moderate to high risk of bias. In addition, a high level of heterogeneity was observed in the characteristics and components of the mHealth interventions, with no singular element found to be associated with improved outcomes. Hence, it is imperative to move beyond generic solutions when designing and delivering mHealth interventions and prioritize individualized approaches that take into consideration individual differences, needs, and preferences.
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Abstract

Background: Evidence suggests that digital mental health interventions (DMHIs) for common mental health conditions are effective. However, digital interventions, such as face-to-face therapies, pose risks to patients. A safe intervention is considered one in which the measured benefits outweigh the identified and mitigated risks.

Objective: This study aims to review the literature to assess how DMHIs assess safety, what risks are reported, and how they are mitigated in both the research and postmarket phases and building on existing recommendations for assessing, reporting, and mitigating safety in the DMHI and standardizing practice.

Methods: PsycINFO, Embase, and MEDLINE databases were searched for studies that addressed the safety of DMHIs. The inclusion criteria were any study that addressed the safety of a clinical DMHI, even if not as a main outcome, in an adult population, and in English. As the outcome data were mainly qualitative in nature, a meta-analysis was not possible, and qualitative analysis was used to collate the results. Quantitative results were synthesized in the form of tables and percentages. To illustrate the use of a single common safety metric across studies, we calculated odds ratios and CIs, wherever possible.

Results: Overall, 23 studies were included in this review. Although many of the included studies assessed safety by actively collecting adverse event (AE) data, over one-third (8/23, 35%) did not assess or collect any safety data. The methods and frequency of safety data collection varied widely, and very few studies have performed formal statistical analyses. The main treatment-related reported AE was symptom deterioration. The main method used to mitigate risk was exclusion of high-risk groups. A secondary web-based search found that 6 DMHIs were available for users or patients to use (postmarket phase), all of which used indications and contraindications to mitigate risk, although there was no evidence of ongoing safety review.

Conclusions: The findings of this review show the need for a standardized classification of AEs, a standardized method for assessing AEs to statically analyze AE data, and evidence-based practices for mitigating risk in DMHIs, both in the research and postmarket phases. This review produced 7 specific, measurable, and achievable recommendations with the potential to have an immediate impact on the field, which were implemented across ongoing and future research. Improving the quality of DMHI safety data will allow meaningful assessment of the safety of DMHIs and confidence in whether the benefits of a new DMHI outweigh its risks.

Trial Registration: PROSPERO CRD42022333181; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=333181

(JMIR Ment Health 2023;10:e47433) doi:10.2196/47433
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**Introduction**

Digital mental health interventions (DMHIs) are therapeutic interventions delivered via digital technologies, such as mobile apps, websites, or virtual reality (VR), that aim to improve patients’ mental health [1]. The effectiveness of some of these interventions has been well established and is comparable with that of face-to-face therapies for the treatment of common mental health conditions such as depression and anxiety [1,2]. A meta-analysis of 66 randomized controlled trials (RCTs) found that DMHIs are effective in treating social anxiety and general anxiety disorders [3]. There is also evidence of their effectiveness in reducing paranoia [4].

DMHIs have the potential to improve access to evidence-based mental health therapies and reach individuals who find the traditional mode of delivery for mental health care difficult [3]. Such interventions can help patients overcome the barrier of stigma by giving them the opportunity to privately seek evidence-based care without having to talk to a professional [2]. Digital interventions are medical devices, and as such, their safety is precisely defined within a regulatory context. An intervention is considered safe if its expected benefits (based on quantifiable evidence gathered to date) outweigh any residual risks, once those risks have been mitigated as far as possible [5]. This highlights the importance of systematic identification and measurement of risk before any safety claims can be made. The safety of an intervention is usually captured by the measurement of unwanted occurrences or so-called negative effects. The best way to define and categorize these in the context of psychological therapy (as opposed to medical or pharmaceutical trials) has been the subject of discussion in the literature. Some classification schemes have been proposed [6,7], including one specifically for internet interventions [8]; however, there is still no universally accepted rubric. The most widely recognized distinction is between adverse events (AEs) and serious AEs (SAEs). A recent review found that SAEs in psychotherapy trials were fairly consistently conceptualized [7], which may, in part, be due to the strict regulatory and governance requirements around such events. This obliges researchers to use a prescribed definition that is derived from the pharmaceutical industry and relatively universally accepted. For example, the United Kingdom’s Health Research Authority, the United States Food and Drug Administration, and the International Council for Harmonization all consider an SAE to include any event that results in death, disability, incapacity, hospitalization or prolongation of hospitalization, birth defects, or events that might have led to these outcomes were preventative action not taken [9-11]. In contrast, there is considerable heterogeneity in how (nonserious) AEs are conceived, measured, and recorded. In general, AEs include any negative effects or events that occur when a participant is enrolled in a clinical trial. AEs, therefore, encompass a much broader range of less severe possibilities. A systematic review on harm in psychotherapy found that AEs were mentioned significantly more often in pharmacological studies than in psychotherapy studies [7]. In that systematic review, all study protocols that addressed a DMHI (5/115, 4.3%) explicitly considered harm and aimed to assess AEs and SAEs [7]. The review speculated that harm in DMHIs might be more researched compared with face-to-face psychotherapy because of the absence of direct contact with a professional [7].

Previous research on harm concluded that side effects are unavoidable in psychotherapy [7,12]. In face-to-face psychotherapy, patients experience approximately 12 AEs per person [7]. The most widely researched risk of mental health interventions is the deterioration effect [2]. The deterioration rates reported in DMHIs (12%) are similar to those reported in patients receiving face-to-face therapies [2]. Another risk associated with mental health interventions is novel symptoms—new symptoms not previously experienced by the patient before treatment [13]. Developing dependence on intervention or therapy is a potential risk, which is why therapists usually dedicate sessions toward the end of therapy to prepare patients for termination [13]. Nonresponse (no improvement) is considered a potential negative effect because participation in an ineffective therapy may have prevented access to better alternatives, prolonged the journey to recovery, or hindered recovery [6]. A systematic review found that almost half of patients who receive face-to-face psychotherapy do not experience a significantly positive change in their symptoms posttherapy [7]. AEs, such as deterioration, novel symptoms, and nonresponse are experienced by 5% to 20% of patients [7].

A recent review of study protocols identified problematic heterogeneity in the proposed definitions and assessments of safety, as articulated in the study design stage [7]. Moreover, a recent narrative scoping review explored how AEs are reported in RCTs of DMHIs that are registered in the International Standard Randomized Controlled Trial Number Registry [14]. In this study, we conducted a systematic review of the published safety outcome data to establish the current state of practice, highlight gaps in the literature, and guide future research. Thus, this review aims to answer the following questions.

1. How are the risks and safety of DMHIs currently being assessed? (assessing risk)
2. What are the main reported risks and negative effects of DMHIs? (reporting risk)
3. How do DMHIs mitigate risk in research studies and in the postmarket phase? (mitigating risk)
4. What recommendations can be drawn for future practice based on the current findings?

**Methods**

This systematic review followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [15].

**Eligibility Criteria**

**Inclusion Criteria**

We included all study types that addressed the safety, risks, negative effects, or harm of a DMHI, not necessarily as a main outcome, in an adult sample (aged >16 years). This review includes gray literature.
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Exclusion Criteria
Studies on nonclinical digital interventions that target well-being, such as stress management, were excluded from this review. Studies published in languages other than English and those with research protocols were also excluded.

Information Sources
A total of 3 scientific databases were searched in June 2022: PsycINFO, Embase, and MEDLINE. The search did not include a limit on the date or language of the publication. A secondary search was then conducted on the web to retrieve any further safety-related information on the interventions identified in this review.

Search Strategy
The search strategy was run on the 3 selected databases as shown in Textbox 1.

Textbox 1. Search strategy.

1. appab,ti.
2. apps.ab,ti.
3. digital.ab,ti.
4. wearable device.ab,ti.
5. virtual reality.ab,ti.
6. e-mental health.ab,ti.
7. e-health.ab,ti.
8. internet based.ab,ti.
9. mobile health.ab,ti.
10. telehealth.ab,ti.
11. “risk*”.ab,ti.
12. “safe*”.ab,ti.
13. “negative effect*”.ab,ti.
14. “adverse event*”.ab,ti.
15. harm.ab,ti.
16. mental health.ab,ti.
17. 1 or 2 or 3 or 4 or 5 or 6 or 7 or 8 or 9 or 10
18. 11 or 12 or 13 or 14 or 15
19. 16 and 17 and 18

Selection Process
One author (RT) conducted the search, removed duplicates, and exported the results to Rayyan, software used to collaborate between reviewers [16]. The retrieved abstracts were independently screened by 4 reviewers (RT, CF, CWH, and C Hampshire) against the inclusion and exclusion criteria. Cohen κ was calculated to assess the interrater reliability between the 4 reviewers and was equal to 0.42, indicating moderate agreement [17]. When the screening was complete, the reviewers met to discuss and resolve any disagreements, which resulted in a unanimous decision in all cases. The full texts of the final agreed list of the included studies were retrieved and screened by RT against the inclusion and exclusion criteria. This was verified by the other reviewers (CF, CWH, and C Hampshire).

Data Collection Process
One author (RT) extracted relevant data from the studies included in this review.

Data Items
The following characteristics of each included study were extracted: title; study design; country and year of publication; sample size; group size (if the study included more than one); study aim; and the relevant Participants, Intervention, Comparison, and Outcome (PICO) details.

The following safety-related data reported in the included studies were extracted: the method of assessment used to measure safety, main findings related to the safety of the DMHI, and measures used to minimize risk. Missing data were reported. Publications were also searched to collect any information about AEs that occurred during the study but were not explicitly reported as AEs by the authors.

Publicly available data on the safety of the interventions identified in this review (intended purpose, contraindications, warnings, or any other safety measures) were extracted from a secondary web-based search.
Study Risk of Bias Assessment

The risk of bias was assessed by 1 reviewer (RT) and verified by another (CWH). Version 2 of the Cochrane risk-of-bias tool for randomized trials (RoB 2) was used to assess the risk of bias in RCTs [18]. RoB 2 estimates the risk of bias that arises because of the randomization process, deviations from intended interventions, missing outcome data, measurement of the outcome, and the selection of the reported result [18]. The Critical Appraisal Skills Programme (CASP) Cohort Study appraisal tool was used to assess the risk of bias in pre-post studies [19]. The tool assesses the risk of bias arising from a study’s validity, bias in recruitment, exposure, outcome measurement, confounding factors, and reporting of results [19].

Effect Measures

The outcomes of this review were mostly qualitative (information about safety and risks); thus, no effect measure was used in the synthesis of the results.

Synthesis Methods

A statistical synthesis method such as meta-analysis was not possible because the outcomes were qualitative (information about safety and risks). The results were synthesized and presented in the form of tables. Where appropriate, descriptive statistics such as percentages were used. In addition, we calculated odds ratios and their CIs, for all studies where sufficient data were available, to ascertain whether the probability of experiencing an AE significantly differed between study arms.

Results

Study Selection

The initial search yielded 3049 results of which 23 were included in this review. In all, 1043 duplicates were removed. At the abstract screening stage of 1934, further papers were excluded for the following reasons: do not address digital mental health, do not address mental health, and do not address safety. Of the remaining 72 papers, 65 full-text articles were available and assessed for eligibility. See Figure 1 for the PRISMA flowchart with further details, including reasons for exclusion at this stage.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart.
Study Characteristics

Of the 23 included studies, 17 (74%) were RCTs and the rest were pre-post studies. The publication dates ranged between 2008 and 2022, with more than 80% (19/23) of the studies published starting from 2018. The sample sizes ranged from 7 to 3755. One-third (8/23, 35%) of the included studies involved collaborations between 2 or more countries. In total, 37 countries were included in the included studies. The most prevalent country was the United Kingdom (10/23, 43%). The countries involved were mainly high income (22/23, 96%) and Western (20/23, 87%). See Table 1 for more details of the study’s characteristics.

Data from the included studies were extracted using PICO criteria:

1. Participants (P): Most (15/23, 65% studies) of the samples in the included studies were clinical: psychosis [4,19-24], depression [25-27], anxiety [28-30], body dysmorphia [31], and eating disorders [32]. Some of the samples represented specific groups, such as first responders who worked during the COVID-19 pandemic [33], veterans with traumatic experiences [34], and physically healthy patients [35,36]. Four of the included studies recruited healthy individuals and screened them for target mental health issues such as suicide [37,38], trauma [39], and insomnia [40].

2. Intervention (I): All interventions in the included studies were digitally delivered. Eleven of them were internet-based programs [25-27,30-35,38,39]. 8 were mobile apps [4,19-21,28,29,37,40]. 3 were VR-based [22-24], and 1 was social media-based [36].

3. Comparison (C): The 17 RCTs included in this review had different comparison groups. The majority (8/17, 47%) of the comparison groups received treatment as usual [4,20-22,26,34,36,40]. Four comparison groups were waitlist groups [23,29,38,39], 2 were supportive therapy [31,35], 1 was psychoeducation [27], 1 was healthy [28], 1 was a similar neutral intervention [37], and 1 was a similar active intervention [19].

4. Outcome (O): Interventions in the included studies aimed to improve a specific mental health disorder or symptom cluster: depression [25-27,33,35,36], anxiety [22,29,30,33], paranoia [4,23,24], psychosis [19-21,40], suicidal ideation [37,38], posttraumatic stress disorder [33,34,39], eating disorders [32], body dysmorphia [31], and loneliness [28].

Table 1 and Multimedia Appendix 1 [4,20-41] provides more detailed information on the characteristics of the studies and PICO data for each included study.
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Study design</th>
<th>Total number of participants, N</th>
<th>Study aim</th>
<th>Participants</th>
<th>Intervention</th>
<th>Intervention desired outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arjadi et al</td>
<td>RCT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>313</td>
<td>Investigate the efficacy of internet-based behavioral activation with lay counselor support compared with web-based minimal psychoeducation without support for depression in Indonesia.</td>
<td>Those aged 16 y or older or who met the criteria for major depressive disorder or persistent depressive disorder based on the Structured Clinical Interview for DSM-&lt;sup&gt;5b&lt;/sup&gt;</td>
<td>Guided Act and Feel Indonesia—the program consists of a series of 8 weekly structured modules that can be completed in 30-45 min per module, including psychoeducation about depression and the basic background of behavioral activation, monitoring mood and behavior or activities, expansion of potential mood-independent pleasurable activities, and building a strategy for relapse prevention</td>
<td>Alleviate depression</td>
</tr>
<tr>
<td>Pot-Kolder et al</td>
<td>RCT</td>
<td>116</td>
<td>Investigate the effects of VR-CBT on paranoid thoughts and social participation</td>
<td>Meets the DSM-4&lt;sup&gt;d&lt;/sup&gt; diagnosis of a psychotic disorder or paranoid ideation in the past month or aged 18-65 y</td>
<td>VR-CBT—consisting of 16 individual therapy sessions</td>
<td>Improve social participation in people with paranoia</td>
</tr>
<tr>
<td>Enander et al</td>
<td>RCT</td>
<td>94</td>
<td>Evaluate the efficacy of therapist guided internet based CBT&lt;sup&gt;e&lt;/sup&gt; program for body dysmorphic disorder (BDD-NET) compared with web-based supportive therapy</td>
<td>Aged 18 y or over or a principal diagnosis of body dysmorphic disorder according to the DSM-5</td>
<td>Therapist-guided, internet-based CBT program for body dysmorphic disorder (BDD-NET) - 12 wk long</td>
<td>Decrease the severity of body dysmorphic disorder symptoms</td>
</tr>
<tr>
<td>Nissling et al</td>
<td>Single arm (pre- and postdesign)</td>
<td>9</td>
<td>Assess patient experiences; the feasibility, safety, and acceptability; and preliminary effectiveness on anxiety and depression, empowerment, and adherence to treatment in an 8-wk peer-supported CBT&lt;sup&gt;f&lt;/sup&gt; program for patients with anxiety disorders treated in primary care</td>
<td>Aged 18+ y or meeting the diagnostic criteria for an anxiety disorder</td>
<td>iCBT+peer support—includes 13 different tools, and the treatment consists of 8 modules meant to be completed within 8 wk</td>
<td>Alleviate anxiety</td>
</tr>
<tr>
<td>Hamatani et al</td>
<td>Single arm (pre- and postdesign)</td>
<td>7</td>
<td>Evaluate the feasibility of iCBT via videoconference for patients with bulimia nervosa or binge-eating disorder</td>
<td>A primary diagnosis of bulimia nervosa or binge-eating disorder according to the DSM-5 criteria or female or aged 16-65 y</td>
<td>iCBT via videoconference—16 weekly sessions via videoconference with real-time therapist support</td>
<td>Reduce eating disorder symptoms</td>
</tr>
<tr>
<td>van Luenen et al</td>
<td>RCT</td>
<td>188</td>
<td>Investigate the effectiveness of the intervention on depressive symptoms in people living with HIV</td>
<td>HIV positive for at least 6 mo or aged 17+ y or presence of mild to moderate depressive symptoms (PHQ-9&lt;sup&gt;g&lt;/sup&gt; score&gt;4 and &lt;20)</td>
<td>8-wk-long internet-based intervention (available in Dutch and English) consisted of cognitive behavioral therapy, with minimal telephone coaching</td>
<td>Alleviate depression</td>
</tr>
<tr>
<td>Freeman et al</td>
<td>RCT</td>
<td>3755</td>
<td>Assess whether treating insomnia leads to a reduction in paranoia and hallucinations</td>
<td>Attending university or positive screen for insomnia, as indicated by a score of 16 or lower on the SCI&lt;sup&gt;h&lt;/sup&gt; or aged 18+ y</td>
<td>Sleepio—digital CBT for insomnia—6 weekly sessions lasting an average of 20 min each</td>
<td>Decrease paranoia and hallucinations</td>
</tr>
<tr>
<td>Study, year</td>
<td>Study design</td>
<td>Total number of participants, N</td>
<td>Study aim</td>
<td>Participants</td>
<td>Intervention</td>
<td>Intervention desired outcome</td>
</tr>
<tr>
<td>------------</td>
<td>--------------</td>
<td>-------------------------------</td>
<td>----------</td>
<td>-------------</td>
<td>-------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Görges et al [27], 2018</td>
<td>Single arm or pre- and postdesign</td>
<td>81</td>
<td>Investigate the level of satisfaction with a positive psychology web-based training among patients with mild and moderate depression or dysthymia</td>
<td>Aged 18+ y or diagnosis of unipolar depression or dysthymia past or present according to the MIII</td>
<td>“Glück kommt selten allein”—the program comprises 7 modules; each module comprises 2-3 exercises and is meant to be completed within 1 wk</td>
<td>Reduce depression symptoms</td>
</tr>
<tr>
<td>Krupnick et al [28], 2017</td>
<td>RCT</td>
<td>34</td>
<td>Assess feasibility, acceptability, and safety of the intervention under study</td>
<td>Aged 18+ y or veteran or had an intake session through the Trauma Services Program</td>
<td>WIRED—10 sessions of a writing intervention</td>
<td>Alleviate PTSD symptoms</td>
</tr>
<tr>
<td>Bragesjö et al [29], 2023</td>
<td>RCT</td>
<td>102</td>
<td>Assess the efficacy of CIPE as compared with the waiting list in a larger sample and with a longer controlled follow-up period</td>
<td>Adult or exposed to a traumatic event within 2 mo or at least some symptoms of posttraumatic stress</td>
<td>CIPE - 3 wk long</td>
<td>Alleviate PTSD symptoms</td>
</tr>
<tr>
<td>Trottier et al [30], 2022</td>
<td>Single arm or pre- and postdesign</td>
<td>21</td>
<td>Assess the feasibility, acceptability, and initial efficacy of RESTORE in health care workers on the frontline of the COVID-19 pandemic</td>
<td>Canadian health care worker, first responder, or military member who experienced a traumatic or extremely stressful event related to COVID-19 in the course of their work or moderate or more severe symptoms of anxiety, depression, or PTSD symptoms</td>
<td>RESTORE is a web-based guided transdiagnostic intervention, including cognitive-behavioral interventions</td>
<td>Alleviate anxiety, depression, and PTSD</td>
</tr>
<tr>
<td>Gunley et al [31], 2022</td>
<td>RCT</td>
<td>74</td>
<td>Establish the feasibility of undertaking a definitive RCT to determine the effectiveness of a blended digital intervention for relapse prevention in schizophrenia</td>
<td>Aged 16+ y or had a schizophrenia or related diagnosis confirmed via case records or experienced a relapse within the previous 2 y</td>
<td>EMPOWER—designed to enable participants to monitor changes in their well-being daily using a mobile phone. Participants could use their own mobile phone.</td>
<td>Prevent relapse</td>
</tr>
<tr>
<td>Torok et al [32], 2022</td>
<td>RCT</td>
<td>455</td>
<td>Investigate the efficacy of the life-buoy smartphone app in reducing the severity of suicidal thoughts when compared with an attention-matched smartphone app (LifeBuoy-C)</td>
<td>Between 18 and 25 y of age or in the community (nonclinical sample) or responded in the positive to the question “have you experienced suicidal thoughts in the past 12 months?”</td>
<td>LifeBuoy—a 6-wk self-guided smartphone app based on DBT to improve emotion regulation and distress tolerance</td>
<td>Decrease the severity of suicidal ideation symptoms</td>
</tr>
<tr>
<td>Bucci et al [33], 2018</td>
<td>RCT</td>
<td>36</td>
<td>Assesses the feasibility and acceptability of Actissist, a digital health intervention grounded in the cognitive model of psychosis that targets key early psychosis domains</td>
<td>In current contact with Early Intervention Services or at least 4-wk stabilization of positive symptoms (score &lt;3 on the PANSS items) or aged 16+ y</td>
<td>Actissist—a 12-wk digital health intervention grounded in the cognitive model of psychosis that targets key early psychosis domains</td>
<td>Alleviate psychotic symptoms</td>
</tr>
<tr>
<td>Steare et al [34], 2020</td>
<td>RCT</td>
<td>40</td>
<td>Test the feasibility and acceptability of a RCT to evaluate a smartphone-based self-management tool in Early Intervention in Psychosis services</td>
<td>Aged 16+ y or had experienced at least one episode of psychosis</td>
<td>My journey 3—designed to help Early Intervention in Psychosis service users recognize early warning signs of illness, recognize and monitor symptoms, and create plans for their recovery</td>
<td>Promote self-management posttreatment (psychosis)</td>
</tr>
<tr>
<td>Study, year</td>
<td>Study design</td>
<td>Total number of participants, N</td>
<td>Study aim</td>
<td>Participants</td>
<td>Intervention</td>
<td>Intervention desired outcome</td>
</tr>
<tr>
<td>-------------</td>
<td>--------------</td>
<td>-------------------------------</td>
<td>-----------</td>
<td>--------------</td>
<td>--------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Guo et al [35], 2020</td>
<td>RCT</td>
<td>300</td>
<td>Assess the efficacy of a WeChat-based intervention, Run4Love, with a RCT among 300 PLWHD in China</td>
<td>Aged 18+ y or HIV seropositive or elevated depressive symptoms (measured by the CES-D ≥16)</td>
<td>Run4Love—the program comprises of 2 major components: the adapted cognitive behavioral stress management course and physical activity promotion</td>
<td>Alleviate depression</td>
</tr>
<tr>
<td>Carl et al [36], 2020</td>
<td>RCT</td>
<td>256</td>
<td>Investigate the efficacy of a novel digital CBT program in those with GAD for outcomes of anxiety, worry, depressive symptoms, sleep difficulty, well-being, and participant-specific quality of life</td>
<td>Aged 18+ y or a diagnosis of general anxiety disorder</td>
<td>Daylight—digital cognitive behavioral therapy for anxiety</td>
<td>Alleviate anxiety</td>
</tr>
<tr>
<td>Lim et al [37], 2019</td>
<td>2 groups (pre-post)</td>
<td>20</td>
<td>Evaluate the acceptability, feasibility, and safety of the program in lonely young people with or without a mental-health diagnosis of social anxiety disorder</td>
<td>Aged 18-25 y or engaged with a current mental health service, general practitioner (or was engaged at time of assessment) or current DSM-5 of social anxiety disorder assessed by the SCID or UCLA Loneliness Scale score &gt;38</td>
<td>Connect+—the 6-wk program delivers positive psychology content designed to improve relationship quality</td>
<td>Decrease loneliness</td>
</tr>
<tr>
<td>Mühlmann et al [38], 2021</td>
<td>RCT</td>
<td>402</td>
<td>Investigate the effectiveness of a guided internet-based self-help program compared with a waiting list control group in reducing suicidal ideation</td>
<td>Aged 18+ y with suicidal ideation</td>
<td>Online Living under control self-help program—6 modules of a self-help program for suicidal ideation based on CBT</td>
<td>Decrease suicidal ideation</td>
</tr>
<tr>
<td>Yeung et al [39], 2018</td>
<td>RCT</td>
<td>75</td>
<td>Evaluate the acceptability, feasibility, and effectiveness of using the Chinese translated version of MoodGYM (MoodGYM [C]) as an adjunctive intervention for the treatment of depressive symptoms in patients at outpatient clinics in a hospital in Beijing, China</td>
<td>Aged 18+ y or significant depressive symptoms as judged by the patients’ treating clinicians</td>
<td>MoodGYM—4 wk of a web-based computerized CBT</td>
<td>Alleviate depression</td>
</tr>
<tr>
<td>Fornells-Ambrojo et al [40], 2008</td>
<td>Single arm or pre- and postdesign</td>
<td>20</td>
<td>Investigate the acceptability and safety of using VR with individuals with current persecutory delusions</td>
<td>Diagnosis of nonaffective psychosis or a score of at least moderate severity on the Suspiciousness item (P6) of the PANSS or current persecutory delusion</td>
<td>VR—a VR underground train containing neutral characters</td>
<td>Use of VR with individuals with persecutory delusions</td>
</tr>
<tr>
<td>Freeman et al [41], 2022</td>
<td>RCT</td>
<td>346</td>
<td>Evaluate the efficacy of an automated VR cognitive therapy (gameChange) to treat avoidance and distress in patients with psychosis, and to analyze how and in whom it might work</td>
<td>Aged 16+ y or with a clinical diagnosis of a schizophrenia spectrum disorder or an affective diagnosis with psychotic symptoms or self-reported difficulties going outside due to anxiety</td>
<td>The gameChange VR therapy (6 wk) aims for participants to relearn safety by testing their fear expectations around other people</td>
<td>Decrease agoraphobia symptoms</td>
</tr>
</tbody>
</table>
Study, year | Study design | Total number of participants, N | Study aim | Participants | Intervention | Intervention desired outcome
--- | --- | --- | --- | --- | --- | ---
Garety et al [4], 2021 | RCT | 362 | Examine the effectiveness of SlowMo therapy in reducing paranoia and in improving reasoning, quality of life and well-being, and to examine its mechanisms of action, moderators of effects and acceptability | Aged 18+ y or persistent (≥ 3 mo) distressing paranoia or a diagnosis of schizophrenia-spectrum psychosis | SlowMo—consists of 8 individual face-to-face sessions, with each module addressing a specific topic and typically lasting 60-90 min. The therapy was delivered by trained therapists within a 12-wk time frame and was assisted by a web-based application, delivered using the SlowMo web app. | Decrease paranoia

aRCT: randomized controlled trial.  
bDSM-5: Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition.  
cVR-CBT: virtual reality–based cognitive behavioral therapy.  
dDSM-4: Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition.  
eCBT: cognitive behavioral therapy.  
fICBT: internet-based cognitive behavioral therapy.  
gPHQ-9: Patient Health Questionnaire-9.  
hSCI: sleep condition indicator.  
iMIIN: Mini International Neuropsychiatric Interview.  
jWIRED: warriors internet Recovery and Education.  
kPTSD: posttraumatic stress disorder.  
lRESTORE: condensed internet-delivered prolonged exposure.  
mRE: Recovering from Extreme Stressors Through Online Resources and E-health.  
EMPOWER: Early Signs Monitoring to Prevent Relapse in Psychosis and Promote Well-Being, Engagement, and Recovery.  
DBT: dialectical behavior therapy.  
PANSS: Positive and Negative Syndrome Scale.  
PLWH: people living with HIV and depression.  
CES-D: Centre for Epidemiologic Studies-Depression Scale.  
GAD: General Anxiety Disorder.  
SCID: Structured Clinical Interview for DSM Disorders.  
UCLA: University of California, Los Angeles.  
VR: virtual reality.

**Risk of Bias in Studies**

The RoB 2 tool was used to assess risk of bias in the 17 included RCTs. More than half (9/17, 53%) of the RCTs has some risk of bias. A total of 4 (24%) RCTs had an overall low risk of bias, and another 4 (24%) had an overall high risk of bias. Randomization, missing outcome data, and outcome measurements were the main sources of bias. See Multimedia Appendix 2 [4,18,20-22,25,26,28,29,31-36,38,39,41] for more details on the RoB 2 tool findings. The CASP tool was used to assess the risk of bias in the 6 pre-post studies. The main risk of bias among these studies was identifying and accounting for the confounding variables. See Multimedia Appendix 3 [19,23,24,27,30,37,40] for the results of the CASP tool.

**Results Synthesis**

**Assessing Safety**

The main method used to assess safety in the included studies was to collect and report AEs data during clinical trials or other research studies. Most studies (10/23, 57%) actively collected AE data, that is, proactively and systematically asked participants about the occurrence of an AE [4,20,22,24,27,29,31-33,36-38,40]; 2 (9%) studies passively collected AE data, that is, only recorded AE data that were spontaneously reported by participants [26,41]; and more than one-third (8/23, 35%) of the studies did not collect any safety data to assess risk [21,23,25,28,30,34,35,39].

Studies have varied widely in terms of the collection and monitoring of safety data. Some collected only SAE data [33] or only current suicide-related AE data [33,38], whereas others collected self-report measures (no further details were provided) [22,29] or used standardized measures, such as the Fear of Recurrence Scale [31] and the Symptom Checklist [36], while others specifically collected information on symptom deterioration [20]. A study using a VR-based intervention asked participants whether they experienced anxiety, nausea, or disorientation (known side effects of VR) after the intervention [40]. In another study, therapists asked participants about their general physical and mental health and encouraged them to report AEs via email [24]. Lim et al [37] measured the frequency of AE data (without specifying how) throughout the study (33 days) and assessed seriousness but found none. Garety et al [4] actively collected AE data over the period of the trial (24-week follow-up) and categorized AEs based on their severity (mild,
moderate, severe), relatedness to the intervention, and seriousness. Görges et al [27] actively collected AE data during the 4 main assessment points of the trial and categorized them based on relatedness to the intervention; they also conducted the Patient Health Questionnaire-9 weekly to identify any deterioration in mood or suicidal ideation and conducted the Inventory for the Assessment of Negative Effects of Psychotherapy.

Studies that actively collected risk or safety data varied according to how often they collected the data. Some risk data were collected after every session [24,40], during the main study time points [27,32], weekly [29], mid- and posttreatment [22], postintervention [36], when triggered by a self-report measure [20,38], and throughout the trial plus the follow-up period [4]. Others were unclear about how often they collected the AE data [31,33,37].

**Reporting Risk**

Only one study (EMPOWER [Early Signs Monitoring to Prevent Relapse in Psychosis and Promote Well-Being, Engagement, and Recovery], an app to help prevent relapse in psychosis) reported an SAE related to the DMHI. In this instance, a participant was admitted to the hospital for a physical health complaint that they considered related to feeling overwhelmed by installing the app [31]. Across studies, the main reported AE related to the DMHI was symptom deterioration [27,31,36,38]. Other reported risks include increased anxiety, distress, or depression [22,28,31], triggering traumatic memory [31], increased sleep disturbances [22], and frequent self-monitoring resulting in distress and unhelpful rumination [31]. Technical difficulties were reported in 2 studies [31,36]. In 1 study, 22.6% of the participants felt that they or their problems were not taken seriously by the intervention and 8.1% felt dependent on the program [27].

A total of 7 studies reported that they found no AEs [20,21,24-26,35,37]. However, 2 of these studies reported that participants experienced a deterioration in symptoms [25] and novel symptoms in which sleep treatment led to a sustained increase in mania [26]. Similarly, in another 5 studies, AE data were reported but AEs were not considered by the authors (not reported as such), such as symptom deterioration [23,32,36], changes in medication or treatment [28], and technical problems [34]. See Tables 2 and 3 for more details on the main AE-related findings per study included.
Table 2. Studies’ risk-related qualitative findings.

<table>
<thead>
<tr>
<th>Study, year</th>
<th>AEb or risk or harm or negative effects main findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arjadi et al [20], 2018</td>
<td>No AEs were reported in either group.</td>
</tr>
<tr>
<td>Pot-Kolder et al [21], 2018</td>
<td>No AEs were reported in either group.</td>
</tr>
<tr>
<td>Enander et al [22], 2016</td>
<td>No SAEs were reported. 15 (32%) participants in the BDD-NET group and 6 (13%) in the supportive therapy group reported mild AEs (increased levels of anxiety and general negative well-being) at the beginning of the trial, which had subsided for everyone at 3 mo, except for 4 participants in the BDD-NET group. Of these, 2 participants reported increased sleep disturbances because of heightened anxiety levels attributed to the exposure exercises, 1 reported depressive mood, and 1 reported that the insight gained throughout the treatment regarding time spent on concerns about appearance was emotionally painful but also enhanced motivation to make changes. After the start of treatment, 1 participant in the BDD-NET group had been prescribed an antidepressant. At follow-up, 3 participants in the BDD-NET group and 2 participants in the control received a new additional treatment. The occurrence of adverse events during treatment was not related to responder status at follow-up ($\chi^2=0.9$; $P=0.34$).</td>
</tr>
<tr>
<td>Nissling et al [23], 2020</td>
<td>No SAEs were reported during the treatment period or in the interviews with the participants.</td>
</tr>
<tr>
<td>Hamatani et al [24], 2019</td>
<td>No mental or physical AEs were reported.</td>
</tr>
<tr>
<td>van Luenen et al [25], 2018</td>
<td>No AEs were reported.</td>
</tr>
<tr>
<td>Freeman et al [26], 2017</td>
<td>No AEs were reported.</td>
</tr>
<tr>
<td>Görges et al [27], 2018</td>
<td>At follow-up, 14.8% of the participants showed worse depression. Subjective deterioration attributed to the program was at 4.8%. A total of 4 AEs (deteriorations in mood) were possibly related to the intervention. According to the INEP, 8.4% of the participants experienced a negative effect at posttreatment; 2.2% reported negative effects due to the program and 6.2% due to other reasons. At follow-up, negative effects rose to 12.2%. However, negative effects attributed to the program decreased to 1.7%. At posttreatment, 22.6% of the participants felt that they or their problems were not taken seriously by the program, and 8.1% of the participants stated that they felt dependent on the content of the program at posttreatment. However, at follow-up, none of the participants felt this way anymore.</td>
</tr>
<tr>
<td>Krupnick et al [28], 2017</td>
<td>Two people chose to get in touch with the therapist during the course of the study because of distress following an early session, but others may have simply chosen to stop the intervention in the face of discomfort.</td>
</tr>
<tr>
<td>Bragesjö et al [29], 2023</td>
<td>No SAEs were found. In the treatment group, 16 participants (31%) reported a total of 63 AEs (mild to moderate). In the waiting list, 11 participants (21%) reported a total of 35 AEs. Note that in the 27 participants that reported AEs, the average number of reported events were 4 in the treatment group and 3 in the waiting list group. AEs reported: increase in number of intrusive memories of the index event and a previous event, initial symptom exacerbation, increase in depressive symptoms or anxiety, sleep problems, panic attacks, increase in stress, anger or irritability, severe distress during exposure, tiredness, memory impairment, migraine, increase in impulsivity and pain.</td>
</tr>
<tr>
<td>Trotter et al [30], 2022</td>
<td>There were no participants withdrawn for safety-related reasons.</td>
</tr>
<tr>
<td>Gumley et al [31], 2022</td>
<td>There was a total of 54 AEs, affecting 29 people. Around half of all events across arms were classified as SAEs, and the vast majority of these were anticipated. There was one death during the study. Six events were related to a study procedure, 1 of which was serious (threat made to a member of research). There were 13 app-related AEs, affecting 11 people, 1 of which was serious (brief hospital admission for a physical health complaint, which the service user described as being in part related to feeling overwhelmed by the recent installation of the app—viewed from the study). Nonserious app-related AEs: 4 instances in which the app caused unhelpful rumination. In 1 of these instances, where the self-monitoring approach was described as counter to the service user’s usual coping strategy of “burying things,” the participant withdrew from the study. Other participants described feeling forced to think about being unwell because of questions in the app, with 1 person suggesting less frequent monitoring in future iterations. Unhelpful rumination of this type was identified by 1 participant as an issue when they were well, whereas a second person was affected when they felt more depressed. Two participants specifically cited increased paranoia because of the app. A further participant identified that personalized question content unhelpfully triggered traumatic memories of psychosis. One participant reported experiencing increased anxiety. In 1 case a participant reported increased worry because of losing their provided mobile phone. One participant experienced distress because of a technical fault. The study also reported on intensity, relatedness, and whether it was anticipated or not.</td>
</tr>
<tr>
<td>Torok et al [32], 2022</td>
<td>No SAEs (suicide attempts requiring medical care) were reported.</td>
</tr>
<tr>
<td>Bucci et al [33], 2018</td>
<td>No SAEs were reported.</td>
</tr>
<tr>
<td>Steare et al [34], 2020</td>
<td>No SAEs were reported.</td>
</tr>
<tr>
<td>Guo et al [35], 2020</td>
<td>No AEs were reported.</td>
</tr>
</tbody>
</table>
### AE or risk or harm or negative effects main findings

<table>
<thead>
<tr>
<th>Study, year</th>
<th>AE or risk or harm or negative effects main findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carl et al [36], 2020</td>
<td>One participant only, in the treatment group, reported experiencing an AE related to difficulty accessing the intervention, which the participant deemed as distressing and as contributing to increased anxiety. This event was reported to the Ethics Committee. Participants in the treatment group reported significantly fewer occurrences of unwanted symptoms during the study period, including low mood, fatigue or exhaustion, extreme sleepiness, feeling agitated, difficulty remembering things, headache or migraine, difficulty concentrating and focusing on things, reduced motivation or energy, blurred vision, dizziness, and feeling irritable.</td>
</tr>
<tr>
<td>Lim et al [37], 2019</td>
<td>No AEs were reported.</td>
</tr>
<tr>
<td>Mühlmann et al [38], 2021</td>
<td>In all, 28 (16.8%) participants reported negative effects: 1 unclassifiable, 19 negative emotions or felt worse, 5 increase in suicidal ideation, 3 felt stressed or guilty for not having worked more on the program. Half of the participants that reported negative effects experienced clinically significant improvement in suicidal ideation postintervention. In all, 27 (6.7%) participants—12 in the control group versus 15 in the intervention group—had attempted suicide within the first 6 wk. A total of 44 participants (10.9%) had attempted suicide during the entire period of the study, 22 in each group. Four deaths were reported between postintervention and follow-up, 2 in each group (2 by suicide—one in the intervention group and one in the control group).</td>
</tr>
<tr>
<td>Yeung et al [39], 2018</td>
<td>No SAEs were reported.</td>
</tr>
<tr>
<td>Fornells-Ambrojo et al [40], 2008</td>
<td>The VR experience did not raise levels of anxiety or symptoms of simulator sickness. No side effects were reported at the follow-up.</td>
</tr>
<tr>
<td>Freeman et al [41], 2022</td>
<td>There were 25 AEs (in 21 patients) in the VR therapy group and 29 AEs (in 19 patients) in the usual care alone group (P=.66). There were 12 SAEs (in 9 patients) in the VR therapy group and 8 SAEs (in 7 patients) in the usual care alone group (P=.37).</td>
</tr>
<tr>
<td>Garety et al [4], 2021</td>
<td>In all, 19 participants in the treatment group and 21 participants in the control group reported 54 AEs (51 serious events, no deaths). More than half of the AEs were mental health hospital admission or crisis referrals (SlowMo, n=13; TAU, n=16) or physical health crises (SlowMo, n=8; TAU, n=2), none of which was rated as being related to participation in the trial. One SAE in the TAU group was rated as “definitely related” to trial involvement: it involved a complaint made when the research team shared information with the clinical team under a duty of care. None of the AEs were related to the treatment. The types of AEs reported included physical, self-harm, serious violent incident (survivor or accused), referrals to crisis care, admission to psychiatric hospital, and other, along with intensity and relatedness to the intervention.</td>
</tr>
</tbody>
</table>

---

| a | AE: adverse event. |
| b | SAE: serious adverse event. |
| c | INEP: Inventory for the Assessment of Negative Effects of Psychotherapy. |
| d | VR: virtual reality. |
| e | TAU: treatment as usual. |
Table 3. Studies’ risk-related quantitative findings.

<table>
<thead>
<tr>
<th>Study, year</th>
<th>Number of participants, N</th>
<th>Intervention group sample size, n (%)</th>
<th>Control group sample size, n (%)</th>
<th>Total number of SAEs(^a), n</th>
<th>Total number of AEs(^b), n</th>
<th>Number of participants who experienced an AE in the intervention group, n (%)</th>
<th>Number of participants who experienced an AE in the control group, n (%)</th>
<th>Values, OR(^c) (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arjadi et al [20], 2018</td>
<td>313</td>
<td>159 (50.8)</td>
<td>154 (49.2)</td>
<td>0</td>
<td>0</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>— (^{d})</td>
<td>—</td>
</tr>
<tr>
<td>Pot-Kolder et al [21], 2018</td>
<td>116</td>
<td>58 (50)</td>
<td>58 (50)</td>
<td>0</td>
<td>0</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Enander et al [22], 2016</td>
<td>94</td>
<td>47 (50)</td>
<td>47 (50)</td>
<td>0</td>
<td>21</td>
<td>15 (31.9)</td>
<td>6 (12.8)</td>
<td>3.2 (1.12-9.19) (^{0.03})</td>
<td>—</td>
</tr>
<tr>
<td>Nissling et al [23], 2020</td>
<td>9</td>
<td>N/A (^f)</td>
<td>N/A</td>
<td>0</td>
<td>Not reported</td>
<td>N/A</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hamatani et al [24], 2019</td>
<td>7</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
<td>N/A</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>van Luenen et al [25], 2018</td>
<td>188</td>
<td>97 (51.6)</td>
<td>91 (48.4)</td>
<td>0</td>
<td>0</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Freeman et al [26], 2017</td>
<td>3755</td>
<td>1891 (50.4)</td>
<td>1864 (49.6)</td>
<td>0</td>
<td>0</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Görges et al [27], 2018</td>
<td>81</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
<td>4</td>
<td>N/A</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Krupnick et al [28], 2017</td>
<td>34</td>
<td>18 (52.9)</td>
<td>16 (47.1)</td>
<td>0</td>
<td>Not reported</td>
<td>N/A</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bragesjö et al [29], 2023</td>
<td>102</td>
<td>51 (50)</td>
<td>51 (50)</td>
<td>0</td>
<td>98</td>
<td>16 (31.4)</td>
<td>11 (21.6)</td>
<td>1.66 (0.68-4.05) (^{0.26})</td>
<td>—</td>
</tr>
<tr>
<td>Trottier et al [30], 2022</td>
<td>21</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
<td>Not reported</td>
<td>N/A</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gumley et al [31], 2022</td>
<td>74</td>
<td>42 (56.8)</td>
<td>31 (41.9)</td>
<td>27</td>
<td>54</td>
<td>29 (69)</td>
<td>25 (80.6)</td>
<td>0.54 (0.18-1.62) (^{0.27})</td>
<td>—</td>
</tr>
<tr>
<td>Torok et al [32], 2022</td>
<td>455</td>
<td>228 (50.1)</td>
<td>227 (49.9)</td>
<td>0</td>
<td>Not reported</td>
<td>N/A</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bucci et al [33], 2018</td>
<td>36</td>
<td>24 (66.7)</td>
<td>12 (33.3)</td>
<td>0</td>
<td>Not collected</td>
<td>N/A</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Steare et al [34], 2020</td>
<td>40</td>
<td>20 (50)</td>
<td>20 (50)</td>
<td>0</td>
<td>Not reported</td>
<td>N/A</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Guo et al [35], 2020</td>
<td>300</td>
<td>150 (50)</td>
<td>150 (50)</td>
<td>0</td>
<td>0</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Carl et al [36], 2020</td>
<td>256</td>
<td>128 (50)</td>
<td>128 (50)</td>
<td>0</td>
<td>1</td>
<td>1 (0)</td>
<td>0 (0)</td>
<td>3.02 (0.12-74.92) (^{0.45})</td>
<td>—</td>
</tr>
<tr>
<td>Lim et al [37], 2019</td>
<td>20</td>
<td>9 (45)</td>
<td>11 (55)</td>
<td>0</td>
<td>0</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mühlmann et al [38], 2021</td>
<td>402</td>
<td>196 (48.8)</td>
<td>206 (51.2)</td>
<td>44</td>
<td>72</td>
<td>22 (11.2; SAE only)</td>
<td>22 (10.7; SAE only)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yeung et al [39], 2018</td>
<td>75</td>
<td>37 (49.3)</td>
<td>38 (50.7)</td>
<td>0</td>
<td>Not reported</td>
<td>N/A</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Fornells-Ambrojo et al [40], 2008</td>
<td>20</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
<td>N/A</td>
<td>0 (0)</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
One study analyzed whether negative effects (feeling worse, increased suicidal ideation, feeling stressed, or guilty for using the program) affected the effectiveness of the intervention. They found that out of the 14% (n=28) of people who reported a negative effect, 50% (n=14) experienced clinically significant improvement [38]. However, without a suitable comparator condition (eg, the proportion experiencing improvement in the absence of negative effects), this finding is difficult to interpret.

### Odds Ratio Secondary Data Analysis

The data (number of participants who experienced an AE per group) in Table 2 shows that 6 (35%) out of the 17 RCTs collected and reported sufficient data to calculate odds ratios and CIs. Two of these studies conducted similar analyses by statistically comparing the occurrence of AEs between the treatment and control groups, and both found no significant differences [22,41], consistent with our odds ratio findings. In the remaining 4 studies, our odds ratio analysis revealed that one study showed a significantly elevated risk of harm. In this case, those receiving the intervention were over 3 times more likely to experience an AE during the study, compared with those in the control arm. In contrast, the authors reported that the number of AEs experienced during the study was not related to the responder status at follow-up (P=.34) [22]. The authors concluded that their DMHI was safe, with no occurrence of SAEs.

### Mitigating Risk—in the Research Stage

Researchers and authors differ in the actions taken to minimize risk in their studies. One study explicitly described providing participants with support resources [20]. One study excluded participants who could not provide contact details for an emergency contact person [38]. Most of the studies minimized risk by excluding specific clinical groups from their samples such as individuals with a high risk of suicide [20,22-24,28-30,32,37-39,41], individuals with bipolar or manic disorder [20,22,24,29,32,36,39], individuals experiencing psychosis or diagnosed with a psychotic disorder [20,22,24,28,29,32,36,37,39], individuals with a personality disorder [4,22,37,41], those at high risk of self-harm [37,39], and individuals with severe depression [29]. Overall, 9 (39%) of the 23 included studies did not explicitly report any other safety precautions [21,25-27,31,33-35,40].

### Mitigating Risk—Postmarket

A web-based secondary search was conducted to identify any further available safety information for the interventions under review. Six (26%) of the 23 interventions in this review were accessible to users or patients [22,26,30,33,36,39]. The search identified the safety information for all 6 interventions. This information was available on app stores [33], interventions’ websites [30,39], in the instructions for use [26,36], privacy policy [26], and a publicly available analysis that was performed by the Improving Access to Psychological Therapies program in the United Kingdom for one of the products [22].

Different safety strategies have been implemented for different interventions. All 6 interventions identified the indications and contraindications for use. Only 2 studies specified the minimum age required for users to use the intervention [26,39]. One intervention (BDD-NET, an internet-based cognitive behavioral therapy program for body dysmorphic disorder) highlighted the need for therapists to be trained before administering the program [22]. BDD-NET is also the only intervention that sends trigger alerts to therapists regarding potential risks [22]. The MoodGYM program suggested that its users contacted a health professional if they scored above 2 to 3 on their depression quiz [39]. Actissist (an intervention for psychosis) specified that its users should only use the intervention under the supervision of a qualified health care professional [33]. Some interventions highlighted that they are not substitutes for therapy or medication [26,30,33,36]. Three interventions stated that they were not intended for emergency use and provided their users with resources in the case of an emergency [26,36,39]. These interventions also encouraged users to consult their physician if their symptoms worsened [26,36,39]. Finally, only 2 interventions made their AE data publicly available to users through their instructions for use (not in an academic publication) [26,36]. There was no information available on whether any of these 6 interventions continued to monitor risk and update their safety procedures postmarket phase.

## Table 2

<table>
<thead>
<tr>
<th>Study, year</th>
<th>Number of participants, N</th>
<th>Intervention group sample size, n (%)</th>
<th>Control group sample size, n (%)</th>
<th>Total number of SAEs&lt;sup&gt;a&lt;/sup&gt;, n</th>
<th>Total number of AEs&lt;sup&gt;b&lt;/sup&gt;, n</th>
<th>Number of participants who experienced an AE in the intervention group, n (%)</th>
<th>Number of participants who experienced an AE in the control group, n (%)</th>
<th>ORc (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freeman et al [41], 2022</td>
<td>346</td>
<td>174 (50.3)</td>
<td>172 (49.7)</td>
<td>20</td>
<td>54</td>
<td>30 (17.2)</td>
<td>26 (15.1)</td>
<td>1.17 (0.66-2.08)</td>
<td>.59</td>
</tr>
<tr>
<td>Garety et al [4], 2021</td>
<td>362</td>
<td>181 (50)</td>
<td>181 (50)</td>
<td>51</td>
<td>54</td>
<td>25 (13.8)</td>
<td>26 (14.4)</td>
<td>0.96 (0.53-1.73)</td>
<td>.88</td>
</tr>
</tbody>
</table>

<sup>a</sup>SAE: serious adverse event.  
<sup>b</sup>AE: adverse event.  
<sup>c</sup>OR: odds ratio.  
<sup>d</sup>Not available.  
<sup>e</sup>Significant at P<.05.  
<sup>f</sup>N/A: not applicable.
**Discussion**

This is the first review to systematically evaluate literature on the safety of DMHIs. It aimed to better understand how DMHIs assess, report, and mitigate risk and identify any emerging recommendations, building on previous work [6,7].

**Principal Findings**

**Assessing Risk**

Only two-thirds (15/23, 65%) of the studies included in this review assessed risk, although this is an improvement compared with the findings of a systematic review conducted in 2017, where none of the 9 included studies assessed safety or the occurrence of AEs [42,43]. We recommend that safety assessment should be systematically assessed in every DMHI study (recommendation 1). However, this is not a new recommendation. In 2014, colleagues were urging researchers to “…systematically probe for negative effects whenever conducting clinical trials involving Internet interventions, as well as to share their findings in scientific journals” [7]. Studies varied in how often they collected risk data, whether it was weekly, every session, until follow-up, or just postintervention. The minimal approach was the passive collection of spontaneously reported AEs. By contrast, the most proactive actively collected data on any AE (irrespective of relatedness to the intervention) using a regularly repeated measure or set of questions. To effectively assess safety, research using DMHIs should actively and regularly collect safety data both throughout intervention delivery and after the intervention until follow-up (recommendation 2). Others have suggested minimum midtreatment, at the end of treatment, and at one follow-up time point [8]. The frequency of safety data collection should be as high as possible while balancing the burden on the research team and participants. In the digital context, there is potential for automating negative effect reporting within the technology itself [14]. The collection of sufficient safety data observations is also a prerequisite for conducting formal statistical analyses of these data, a point we return to below.

The methods used to assess safety varied widely between studies and included standardized instruments, bespoke questionnaires, or unspecified “self-report.” This review highlights the need for a minimum agreed upon standard for assessing risk data in DMHIs. A recent narrative scoping review on identifying and categorizing AEs in DMHIs suggested using the digital functionality of DMHIs to streamline the process of detecting harm and AEs in these interventions [44]. Regardless, the methods and instruments used to measure safety should be reported in sufficient detail to permit replication (recommendation 3).

In the analyses of collected risk data, only 2 studies conducted statistical analyses to compare whether the occurrence of AEs significantly varied between the control and treatment groups. Neither found statistical support for significant differences. This provides evidence consistent with the treatments being safe [22,41]. The odds ratio analysis presented in this review illustrates another possible comparison that could add value but has not yet been used. For example, according to this metric, participants in the intervention group of one study were 3 times more likely to experience AEs compared with those in the control group; however, unaware of this, the study authors deemed the DMHI safe [22]. Thus, rates of harm should be statistically compared between study arms and across different studies using standardized quantitative metrics (recommendation 4). Irrespective of the specific analytical approach used, formal statistical analysis of AE data, interpreted in the wider context of a study, is a key requirement to allow stakeholders to make fully informed, evidence-based judgments about safety. Our suggestions include reporting the mean (and median) SAEs per participant for each study, listing the number of SAEs for each participant, and reporting odds ratios, as illustrated here.

**Reporting Risk**

Symptom deterioration was one of the main risks reported in this review, similar to face-to-face therapies [13,45]. Some studies have argued that short-term and transient deterioration of symptoms during psychological therapy can be a normal and integral part of treatment [46,47]. Others argue that AEs are negatively correlated with positive therapy outcomes and are not expected to be a lasting consequence of effective therapy [48,49]. If deterioration is an expected part of the treatment, this should be acknowledged a priori, and a quantitative threshold is identified to define this as an AE (recommendation 5). The Australian National Safety and Quality Digital Mental-Health Standards state “Recognizing and responding to acute deterioration” as one of their standards [50]. Moreover, a review on the identification of AEs in DMHIs suggested the development of a digitally delivered symptom checklist and setting predefined cutoffs to detect symptom deterioration in DMHIs [44].

This review also highlighted the lack of agreement and conceptual clarity regarding which events are considered AEs. All 7 studies in this review that reported “no AEs” in their publication reported events that indicated an AE, such as deterioration in symptoms and novel symptoms, but did not categorize them as AEs. This finding is in line with a recent review on the topic, which found that authors presented events that indicated an AE or SAE but did not categorize it as such [44]. The authors of that review speculated that the difficulties faced in classifying AEs in DMHIs were due to the lack of guidelines [44]. Researchers have previously highlighted the need to improve the classification of AEs in DMHIs [7,14]. A consensus classification framework for AEs would allow the field to more clearly establish whether the benefits of a new DMHI outweigh the risks, and how it compares to alternative treatment options.

**Mitigating Risk**

The main method used to mitigate risk during DMHI trials and research studies was the exclusion of at-risk groups, such as those at high risk of suicide or those diagnosed with a specific mental health condition or severity of the condition. The literature shows that individuals with suicidal thoughts and behaviors are routinely excluded from mental health research because of concerns about safety or lack of resources to implement effective risk management measures [1].
Exclusive practices are unintentionally reinforced by regulatory requirements that prioritize safety over inclusivity, resulting in narrow and specific indications for use. This is justifiable for new, untested treatments. However, once basic safety parameters are established, the ongoing exclusion of more vulnerable groups is a serious limitation that the research community must address. Exclusive practices do not reflect the real world, limit generalizability, and deny the possible benefits of DMHIs for more risky segments of the target population [1]. The research community is urged to seek future opportunities to assess the safety of their interventions in specific groups that they have previously excluded [51]. Safety and efficacy should be assessed in high-risk groups with appropriate safeguards (recommendation 6).

The included studies mainly used their risk-related findings to conclude the safety of the DMHI under study rather than to inform future practice, product iterations, or safety measures. Only one study used risk data to make suggestions for possible safety measures needed in similar DMHIs in the future. The authors suspected that one of the modules that required engaging with people was responsible for the deterioration experienced by their users [27]. As a result, they suggested excluding similar exercises from similar interventions or introducing them toward the end to reduce possible negative effects [27]. In addition, most of the safety information provided publicly to users, although necessary, was not provided by the risk data collected in their respective studies. For example, although research studies excluded at-risk groups when assessing safety, these groups were often not excluded when the DMHI was implemented. Safety data collected during the research phase should be used to inform risk mitigation postmarket (recommendation 7).

It seems that assessing risk in the research phase is an independent process from mitigating risk in the postmarket phase. We speculate that this was due to the quality of the safety data collected during the research phase. To use risk data from the research phase of the DMHI in the mitigation process, studies need to enhance the assessment and analysis of safety in the ways recommended above. In addition, research is needed to assess the effectiveness of common methods used to mitigate risks in psychotherapy in a digital context. Ideally, such findings can result in a list of actions to mitigate specific identified risks that have been proven to be effective.

Limitations
This study has some limitations. Most RCTs included in this review had some concerns about the risk of bias. More than one-quarter (6/23, 26%) of the included studies were not RCTs, and thus had concerns around “confounding variables.” Finally, most of the included studies were conducted in the high-income Western world; thus, their generalizability is limited. Only studies published in English were included in this review. Only studies including adult populations were included in this review. In addition, our search results were dictated by the words included in our search strategy (safety, risk, negative effects, AEs, etc), meaning that we only extracted and reviewed studies that assessed risk. This may have led to an inflation of studies that assessed and reported AEs, as studies that did not explicitly state that they assessed the risks of a DMHI (eg, did not label their findings as such) will have been excluded.

Conclusions
This review highlights that the approach to assessing and mitigating risk in DMHIs varies widely and is sometimes inadequate. To formulate a set of 7 recommendations (see Textbox 2 for the full list), we focused on relatively indisputable points that are specific, measurable, and achievable. This review also endorses the widely recognized need for collaboration between key stakeholders, including academics, health professionals, developers, product managers, commissioners, and regulatory bodies, to reach a consensus on how the risks of DMHI should be assessed, reported, and mitigated. Standardized definitions and guidelines are needed to provide professionals with tools to reliably assess the safety of their interventions, manage risk, and protect patients and users from unnecessary harm. Finally, research on patients or users’ experiences and their concerns about the safety of DMHIs is needed, as it is currently nonexistent.

Textbox 2. Full list of recommendations.

- Recommendation 1: Safety assessment as standard—risk and safety should be systematically and proactively assessed in every digital mental health intervention (DMHI) study
- Recommendation 2: Frequency of safety assessment—risk and safety assessments should take place at prespecified, regular intervals throughout both the intervention and follow-up phases
- Recommendation 3: Measures of safety assessment—the methods and instruments used to measure safety should be reported in sufficient detail to permit replication
- Recommendation 4: Statistical comparison—rates of harm should be statistically compared both between study arms and across different studies using standardized quantitative metrics
- Recommendation 5: Symptom Deterioration—if deterioration is an expected part of treatment, this should be acknowledged a priori, and a quantitative threshold identified for defining this as an adverse event
- Recommendation 6: Inclusivity—safety and efficacy should be assessed in high-risk groups, with appropriate safeguards
- Recommendation 7: Postmarket mitigation—safety data collected during the research phase should be used to inform risk mitigation postmarket
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Abstract

Background: Recent years have highlighted an increasing need to promote mental well-being in the general population. This has led to a rapidly growing market for fully automated digital mental well-being tools. Although many individuals have started using these tools in their daily lives, evidence on the overall effectiveness of digital mental well-being tools is currently lacking.

Objective: This study aims to review the evidence on the effectiveness of fully automated digital interventions in promoting mental well-being in the general population.

Methods: Following the preregistration of the systematic review protocol on PROSPERO, searches were carried out in MEDLINE, Web of Science, Cochrane, PsycINFO, PsycEXTRA, Scopus, and ACM Digital (initial searches in February 2022; updated in October 2022). Studies were included if they contained a general population sample and a fully automated digital intervention that exclusively used psychological mental well-being promotion activities. Two reviewers, blinded to each other’s decisions, conducted data selection, extraction, and quality assessment of the included studies. Narrative synthesis and a random-effects model of per-protocol data were adopted.

Results: We included 19 studies that involved 7243 participants. These studies included 24 fully automated digital mental well-being interventions, of which 15 (63%) were included in the meta-analysis. Compared with no intervention, there was a significant small effect of fully automated digital mental well-being interventions on mental well-being in the general population (standardized mean difference 0.19, 95% CI 0.04-0.33; P=.02). Specifically, mindfulness-, acceptance-, commitment-, and compassion-based interventions significantly promoted mental well-being in the general population (P=.006); insufficient evidence was available for positive psychology and cognitive behavioral therapy-based interventions; and contraindications were found for integrative approaches. Overall, there was substantial heterogeneity, which could be partially explained by the intervention duration, comparator, and study outcomes. The risk of bias was high, and confidence in the quality of the evidence was very low (Grading of Recommendations, Assessment, Development, and Evaluations), primarily because of the high rates of study dropout (average 37%; range 0%-85%) and suboptimal intervention adherence (average 40%).

Conclusions: This study provides a novel contribution to knowledge regarding the effectiveness, strengths, and weaknesses of fully automated digital mental well-being interventions in the general population. Future research and practice should consider these findings when developing fully automated digital mental well-being tools. In addition, research should aim to investigate positive psychology and cognitive behavioral therapy–based tools as well as develop further strategies to improve adherence and
reduce dropout in fully automated digital mental well-being interventions. Finally, it should aim to understand when and for whom these interventions are particularly beneficial.

**Trial Registration:** PROSPERO CRD42022310702; https://tinyurl.com/yctcywy7

---
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**Introduction**

**General Background**

Mental well-being is commonly defined as a complex construct that includes a subjective experience (subjective well-being, which is often referred to as “happiness”) [1] and a process of self-realization (psychological well-being) [2,3]. Traditionally, it was thought that mental well-being would arise in the absence of mental illness, as they were considered opposite ends of 1 continuum [4]. However, the absence of mental illness was found to be insufficient to produce good mental well-being [5]. The dual-continuum model has identified that mental well-being and mental illness are 2 distinct but related continua instead [6], both of which could be considered part of mental health [7]. It is important to focus exclusively on the effective promotion of mental well-being [8], as only a small proportion of the general population has optimal levels of mental well-being [7,9].

In addition, mental well-being in the general population is crucial for allowing society and the individuals within it to thrive. Improved mental well-being is connected to increased productivity, personal growth, a higher quality of life, stronger social cohesion, and more fulfilling and lasting relationships, as well as a decreased likelihood of developing diseases and mental illnesses and a longer lifespan [5,7,10,11]. Promoting mental well-being in the general population is therefore considered a fundamental goal by the World Health Organization (WHO), as described in the Mental Health Action Plan 2013-2030 [12]. Mental well-being promotion interventions provide “various activities or practices that aim to promote, build on, increase or foster primarily individuals’ strengths, resourcefulness or resiliency” [10].

Evidence suggests that a variety of psychological approaches are effective in promoting mental well-being, including acceptance and commitment therapy (ACT), compassion, cognitive behavioral therapy (CBT), mindfulness, positive psychology, and multitheoretical interventions [7]. These psychological approaches were found to have small to moderate effects on mental well-being in the general population, whereby mindfulness-based interventions (MBIs) and multicomponent positive psychology interventions were particularly efficacious [7,13]. Further meta-analyses focusing on positive psychology interventions, MBIs, and ACT-based interventions separately also found similar effects on mental well-being [14-16].

However, these systematic reviews did not focus on fully automated digital interventions. Fully automated digital interventions are interventions that are delivered entirely by the technology itself, not requiring any form of human support (by clinicians or nonclinicians) [17]. Although fully automated digital interventions might be less effective, as recent research has found that any form of human support enhances the effectiveness of interventions [18], fully automated digital interventions allow for great scalability and are highly cost-effective and accessible [19]. Therefore, fully automated digital interventions provide a particularly pertinent way to promote mental well-being in the general population.

Overall, there is a need to systematically review the evidence of the effectiveness of fully automated digital mental well-being interventions to improve mental well-being (which includes subjective and psychological well-being) in the general population. Furthermore, an understanding of what psychological approaches work when delivered fully automated digitally and for whom (as one approach does not suit all) [20] is needed.

**Main Objective**
This systematic review aims to understand the effectiveness of fully automated digital interventions in promoting mental well-being in the general population.

**Secondary Objectives**
Furthermore, the systematic review aims to explore the effectiveness of fully automated digital mental well-being interventions across psychological approaches and population subgroups.

---

**Methods**

**Study Protocol**
The systematic review protocol was registered on PROSPERO (CRD42022310702). The Cochrane handbook was used when designing and conducting the systematic review [21], and PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines were followed for reporting of the systematic review [22].

**Eligibility Criteria**
Studies were included if they used a fully automated digital intervention that aimed to promote mental well-being in the general population.

The study needed to include adults, meaning that the population needed to be aged ≥18 years. General population was further defined as any adult population subgroup that was not a clinical population and was not specifically recruited by the researchers because of (expected) lower mental well-being baseline scores.

Digital interventions were defined according to the National Institute for Health and Care Excellence [17] as interventions that are delivered through hardware and electronic devices (eg,
smartwatches and smartphones), software (e.g., computer programs and apps), and websites. The intervention needed to be fully automated, which means it should be delivered by the technology itself entirely, independent from health care professionals, and not containing any other form of social support [17]. For example, a digital web-based intervention in which video content was delivered automatically would have been included, whereas a digital video call intervention in which a health care professional delivered content would have been excluded. Although the content should be delivered entirely by the technology itself, the elements of the study could still have been conducted by the researchers. For example, researchers could have screened, obtained measures, and obtained informed consent (digitally or in person), after which they could have provided the participants with access to the intervention.

Furthermore, the intervention needed to use individual mental well-being promotion, defined by the WHO as “various activities or practices that aim to promote, build on, increase or foster primarily individuals’ strengths, resourcefulness or resiliency” [10]. This should be a psychological intervention.

Interventions that included physical activity–related or lifestyle-related interventions were excluded. If an intervention contained elements that did not include mental well-being promotion, they would also be excluded, as the detection of the effectiveness of mental well-being promotion strategies would not be possible. For example, an MBI would have been included; however, an MBI that included a yoga session would have been excluded.

The outcome needed to consider a validated measure of mental well-being, including psychological well-being or subjective well-being.

Finally, studies needed to investigate the effectiveness of this digital intervention on mental well-being. Therefore, quantitative randomized and nonrandomized studies of interventions, such as before-after studies, were considered appropriate, as they can provide insights into the effectiveness of interventions [23]. For further details regarding the inclusion and exclusion criteria, please refer to the protocol [24].

**Searches**

The initial search was conducted in February 2022 and updated using a title and keyword search in October 2022. The databases searched included MEDLINE, Web of Science, Cochrane, PsycINFO, PsycEXTRA, Scopus, and ACM Digital. Combinations of the following key search terms were used: “mental well-being,” “mental wellbeing,” “psychological well-being,” “psychological wellbeing,” “subjective well-being,” and “subjective wellbeing,” in combination with “digital*,” “online,” “internet,” “web-based,” “app,” “apps,” “smartphone application*,” and “mobile application*.” No restrictions were applied. Refer to Multimedia Appendix 1 [25-42] for the detailed searches conducted in each database.

**Study Selection**

Each record was double screened, and the reviewers were blinded to each other’s decisions throughout the process. To ensure consistency and quality of the screening process, the lead author (JG) screened all records, and double screening was conducted by MB, ET, and MZ. After screening 10.71% (776/7764) of the records, interreviewer reliability was calculated, which ranged from moderate to substantial agreement (Cohen $\kappa$=0.54-0.79) [43]. Inconsistencies in the screening process were discussed, and conflicts were resolved through discussion. If conflicts remained, an additional discussion with a third, senior reviewer (BA) was conducted. Upon completion of the screening, interreviewer reliability was recalculated (Cohen $\kappa$=0.42-0.80), and conflicts were again resolved using the same process. This process was then repeated for full-text screening.

**Data Extraction**

Before data extraction, the Cochrane data collection form was adapted and pre piloted for this review. Data extraction included information regarding the study population, participant demographics, and setting; details of the intervention and control conditions (such as duration, frequency, timing, and activities); study methodology; recruitment and study completion rates; outcomes, outcome measures, and times of measurement; and information for the assessment of the risk of bias (RoB). Two reviewers (JG and AM) independently extracted all relevant data from the included studies and held meetings to discuss any discrepancies in data extraction. When conflicting views on the data extraction occurred, a third, senior reviewer (BA) advised on how to resolve the issue. Missing data were sought by contacting the lead author of the study via email, which was identified through the journal paper.

**RoB Assessment**

RoB was assessed independently by 2 reviewers (JG and AM) using the Cochrane RoB 2.0 tool for randomized controlled trials (RCTs) [44]. No standardized tools were available for noncontrolled before-after studies; therefore, the National Institutes of Health tool, “Quality Assessment Tool for Before-After (Pre-Post) Studies with No Control Group,” was used as a guidance to provide an indication of the RoB in these studies [45]. However, it was considered that these studies would provide a lower quality of evidence. Following the RoB assessments, discussions were held to discuss conflicts, and any remaining disagreements were resolved through verbal discussion with a third reviewer (BA).

**Data Synthesis and Meta-Analysis**

Mean, SD, and total number of participants were extracted for each postintervention mental well-being outcome in the study arms that met the inclusion criteria of the digital mental well-being intervention and control group. The effect estimates were averaged, where the studies included multiple study outcomes. This method was also adapted for multiarm studies because it was considered meaningful to combine the intervention effects, as all the included intervention arms were digital mental well-being interventions. In addition, this avoided double counting of participants in the control group. Standardized mean differences (SMDs) were used in a random-effects model.

Initially, both the per-protocol (PP) and intention to treat (ITT) data were extracted. However, only PP data were included in...
the meta-analysis, as high dropout rates (ranging up to 85%) led to ITT data being less meaningful.

Visual inspection of the forest plot and the chi-square and $I^2$ tests were used to assess heterogeneity. A value of >50% was considered to represent substantial heterogeneity. Heterogeneity was explored, interpreted, and contextualized.

**Results**

**Description of Studies**

An initial search yielded 12,672 records. Following deduplication, 7764 records were screened in Covidence (Veritas Health Innovation). A total of 7526 records were excluded following title and abstract screening, and 238 records were sought for retrieval for full-text screening. A total of 230 full-text records were screened, leading to the exclusion of another 213 records. The most common reasons for exclusion were the population being a clinical population, intervention not solely using mental well-being promotion, intervention not being fully automated and digital, or that the study was still ongoing. For full details of the study selection process, refer to Figure 1.

An updated title and keyword search in October 2022 yielded another 525 records. After deduplication, 366 articles were screened in Covidence. A total of 347 articles were excluded, and full texts of 19 articles were obtained. Furthermore, 17 articles were excluded following full-text screening.

**Figure 1.** PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of the search strategy outcomes.
Narrative Summary

A total of 18 records containing 19 studies were included in this systematic review, including 17 RCTs and 2 non-RCTs before-after trials.

Table 1. Characteristics of the included studies.

<table>
<thead>
<tr>
<th>Study, year</th>
<th>Population</th>
<th>Setting</th>
<th>Comparator</th>
<th>Outcomea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 3 from Avey et al [25], 2022</td>
<td>Employees</td>
<td>United States and Australia</td>
<td>Unknown</td>
<td>PWBb</td>
</tr>
<tr>
<td>Bakker et al [26], 2018</td>
<td>General population</td>
<td>Australia</td>
<td>Waitlist control</td>
<td>MWBc</td>
</tr>
<tr>
<td>Brazier et al [27], 2022</td>
<td>Trainees</td>
<td>United Kingdom</td>
<td>Waitlist control</td>
<td>MWB</td>
</tr>
<tr>
<td>Champion et al [28], 2018</td>
<td>Employees</td>
<td>United Kingdom and United States</td>
<td>Waitlist control</td>
<td>SWBd</td>
</tr>
<tr>
<td>Chung et al [29], 2021</td>
<td>Students</td>
<td>Australia and United Kingdom</td>
<td>Waitlist control</td>
<td>MWB</td>
</tr>
<tr>
<td>Study 1 from Di Consiglio et al [30], 2021</td>
<td>Students</td>
<td>Italy</td>
<td>Active control</td>
<td>PWB</td>
</tr>
<tr>
<td>Study 2 from Di Consiglio et al [30], 2021</td>
<td>Students</td>
<td>Italy</td>
<td>None</td>
<td>PWB</td>
</tr>
<tr>
<td>Eisenstadt et al [31], 2021</td>
<td>Real-world app users</td>
<td>United Kingdom</td>
<td>None</td>
<td>MWB</td>
</tr>
<tr>
<td>Gammer et al [32], 2020</td>
<td>Mothers of infants aged &lt;1 y</td>
<td>United Kingdom</td>
<td>Waitlist control</td>
<td>MWB</td>
</tr>
<tr>
<td>Liu et al [33], 2021</td>
<td>Students</td>
<td>China</td>
<td>Placebo</td>
<td>SWB</td>
</tr>
<tr>
<td>Ly et al [34], 2017</td>
<td>General population</td>
<td>Sweden</td>
<td>Waitlist control</td>
<td>PWB and SWB</td>
</tr>
<tr>
<td>Mak et al [35], 2018</td>
<td>General population</td>
<td>China</td>
<td>Active control</td>
<td>MWB</td>
</tr>
<tr>
<td>Manthey et al [36], 2016</td>
<td>General population</td>
<td>Germany</td>
<td>Active control</td>
<td>SWB</td>
</tr>
<tr>
<td>Mitchell et al [37], 2009</td>
<td>Adults</td>
<td>Australia</td>
<td>Placebo</td>
<td>PWB</td>
</tr>
<tr>
<td>Neumeier et al [38], 2017</td>
<td>Employees</td>
<td>Germany and Australia</td>
<td>Waitlist control</td>
<td>SWB</td>
</tr>
<tr>
<td>Pheh et al [39], 2020</td>
<td>General population</td>
<td>Malaysia</td>
<td>Active control</td>
<td>MWB</td>
</tr>
<tr>
<td>Schulte-Frankenfeld and Trautwein [40], 2021</td>
<td>Students with a part-time job</td>
<td>Germany</td>
<td>Waitlist control</td>
<td>SWB</td>
</tr>
<tr>
<td>Shin et al [41], 2020</td>
<td>Students</td>
<td>United States</td>
<td>Placebo</td>
<td>SWB</td>
</tr>
<tr>
<td>Walsh et al [42], 2019</td>
<td>Students</td>
<td>Canada</td>
<td>Active control</td>
<td>PWB</td>
</tr>
</tbody>
</table>

Setting and Participants

Studies mainly occurred in Western countries; the participants were primarily female and highly educated; and the study populations were students, employees, mothers, and other general population samples (Table 1).

Table 2. Characteristics of the included studies.

Psychological Approaches

Several different psychological approaches were used, including the following: (1) mindfulness, ACT, and self-compassion; (2) positive psychology; (3) cognitive behavioral; and (4) integrative (Table 2). The most frequently used psychological approach was mindfulness, ACT, and self-compassion. General intervention activities and behavior change techniques, such as well-being tips and behavior change techniques to form habits, were adopted across psychological approaches and in most interventions (Textbox 1).

The intervention content was primarily developed by the study researchers and clinical psychologists (15/19, 79% of studies), some studies collaborated with companies or digital laboratories to develop the intervention (2/19, 11%), and some studies tested a preexisting intervention developed by a company (2/19, 11%).
Table 2. Description of intervention characteristicsa.

<table>
<thead>
<tr>
<th>Psychological approach underpinning the intervention</th>
<th>Activities or practices</th>
<th>Studies adopting the approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness, ACTb, and self-compassion</td>
<td>• Meditation: awareness of inner experiences, present moment, and acceptance</td>
<td>[28,29,32,35,39,40,42]</td>
</tr>
<tr>
<td></td>
<td>• Overcoming obstacles in mindfulness meditation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Body scan</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Increasing awareness through biofeedback</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Being mindful in daily life</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Loving-kindness meditation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Compassionate journaling and breaks</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Self-kindness activities</td>
<td></td>
</tr>
<tr>
<td>Positive psychology</td>
<td>• Gratitude (gratitude diary and letter)</td>
<td>[33,36-38,41]</td>
</tr>
<tr>
<td></td>
<td>• Positive future imagination</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Best possible self</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Counting blessings</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Random acts of kindness</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Replaying positive experiences</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Using strengths</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Savoring the moment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Wearing a smile</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Brainstorming meaningfulness</td>
<td></td>
</tr>
<tr>
<td>Cognitive behavioral approach</td>
<td>• Mood-related activities (eg, mood tracker, mood diary, and mood improvement activities)</td>
<td>[26,37]</td>
</tr>
<tr>
<td></td>
<td>• Challenging thoughts and behaviors</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Problem-solving</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Goal setting (SMARTc goals and planning)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Committed actions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Journaling</td>
<td></td>
</tr>
<tr>
<td>Integrative approach</td>
<td>• A combination of intervention activities or practices of these psychological approaches</td>
<td>[25,27,30,31,34]</td>
</tr>
</tbody>
</table>

aFor more detailed intervention description, refer to Multimedia Appendix 2.
bACT: acceptance and commitment therapy.
cSMART: Specific, Measurable, Achievable, Relevant, and Time-bound.

Textbox 1. General psychological intervention components.

**General intervention components adopted across interventions**

- Psychoeducation (eg, on emotions, needs, values, and mental illness)
- Support-seeking information
- Well-being tips

**Behavior change techniques adopted across interventions [55]**

- Habit formation
- Goal setting
- Action planning (eg, implementation intentions)
- Prompts or cues
- Self-monitoring of behavior or outcome of behavior
- Self-assessment of affective consequences
- Feedback on behavior
- Material or nonspecific reward
**Intervention Delivery**

A total of 24 fully automated digital mental well-being interventions were included. The interventions were app based (n=10), web based (n=11), both app and web based (n=2), and SMS text message (n=1) interventions (Table 3).

### Table 3. Intervention characteristics and dropout.

<table>
<thead>
<tr>
<th>Study, year</th>
<th>Participants randomized, N&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Intervention</th>
<th>Duration</th>
<th>Frequency</th>
<th>Mode of delivery</th>
<th>Dropout, n (%)&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 3 from Avey et al [25], 2022</td>
<td>102</td>
<td>Resilience intervention</td>
<td>10 wk</td>
<td>Weekly</td>
<td>App based</td>
<td>3 (2.9)</td>
</tr>
<tr>
<td>Bakker et al [26], 2018</td>
<td>226</td>
<td>Moodkit, Moodprism</td>
<td>30 d</td>
<td>Daily</td>
<td>App based</td>
<td>108 (47.8)</td>
</tr>
<tr>
<td>Braziern et al [27], 2022</td>
<td>279</td>
<td>Dear Doctor</td>
<td>10 mo</td>
<td>Fortnightly</td>
<td>SMS text message</td>
<td>126 (45.2)</td>
</tr>
<tr>
<td>Champion et al [28], 2018</td>
<td>74</td>
<td>Headspace</td>
<td>30 d</td>
<td>Daily</td>
<td>App based</td>
<td>12 (16.2)</td>
</tr>
<tr>
<td>Chung et al [29], 2021</td>
<td>427</td>
<td>Brief MBI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>6 wk</td>
<td>Weekly</td>
<td>Web based</td>
<td>280 (65.6)</td>
</tr>
<tr>
<td>Study 1 from Di Consiglio et al [30], 2021</td>
<td>24</td>
<td>Noibene</td>
<td>3 mo</td>
<td>4 times</td>
<td>Web based</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Study 2 from Di Consiglio et al, [30], 2021</td>
<td>178</td>
<td>Noibene</td>
<td>None</td>
<td>None</td>
<td>Web based</td>
<td>119 (66.9)</td>
</tr>
<tr>
<td>Eisenstadt et al [31], 2021</td>
<td>115</td>
<td>Paradym</td>
<td>2 wk</td>
<td>Daily</td>
<td>App based</td>
<td>81 (70.4)</td>
</tr>
<tr>
<td>Gammertime et al [32], 2020</td>
<td>206</td>
<td>Kindness For Mums Online</td>
<td>5 wk</td>
<td>Weekly</td>
<td>Web based</td>
<td>80 (38.8)</td>
</tr>
<tr>
<td>Liu et al [33], 2021</td>
<td>1000</td>
<td>Positive psychology intervention</td>
<td>1-3 d</td>
<td>Twice</td>
<td>Web based</td>
<td>132 (13.2)</td>
</tr>
<tr>
<td>Ly et al [34], 2017</td>
<td>30</td>
<td>Shim</td>
<td>2 wk</td>
<td>Daily</td>
<td>App based</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Mak et al [35], 2018</td>
<td>2282</td>
<td>Mindfulness-based program and self-compassion program</td>
<td>28 d</td>
<td>Daily</td>
<td>App based and web based</td>
<td>1933 (84.7)</td>
</tr>
<tr>
<td>Manthey et al [36], 2016</td>
<td>666</td>
<td>Best possible self and gratitude</td>
<td>8 wk</td>
<td>Weekly</td>
<td>Web-based video</td>
<td>112 (16.8)</td>
</tr>
<tr>
<td>Mitchell et al [37], 2009</td>
<td>160</td>
<td>Strengths intervention and problem-solving intervention</td>
<td>3 wk</td>
<td>Daily</td>
<td>Web based</td>
<td>111 (77.6)</td>
</tr>
<tr>
<td>Neumeier et al [38], 2017</td>
<td>431</td>
<td>PERMA&lt;sup&gt;e&lt;/sup&gt; program and gratitude program</td>
<td>7 d</td>
<td>Daily</td>
<td>App based</td>
<td>128 (29.7)</td>
</tr>
<tr>
<td>Phehl et al [39], 2020</td>
<td>206</td>
<td>Brief MBI</td>
<td>1 d</td>
<td>Once</td>
<td>Web based</td>
<td>100 (48.5)</td>
</tr>
<tr>
<td>Schulte-Frankenfeld and Trautwein [40], 2021</td>
<td>99</td>
<td>Balloon</td>
<td>8 wk</td>
<td>Daily</td>
<td>App based</td>
<td>35 (35.4)</td>
</tr>
<tr>
<td>Shin et al [41], 2020</td>
<td>630</td>
<td>Gratitude writing</td>
<td>20 min</td>
<td>Once</td>
<td>Web based</td>
<td>49 (7.8)</td>
</tr>
<tr>
<td>Walsh et al [42], 2019</td>
<td>108</td>
<td>Wildflowers</td>
<td>3 wk</td>
<td>Daily</td>
<td>App based</td>
<td>22 (20.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>This table represents the general characteristics of the studies included in this systematic review. Only interventions of the studies that met the inclusion criteria are presented in this table.

<sup>b</sup>N denotes the number of participants randomized in the study, irrespective of whether people conducted baseline and follow-up assessments.

<sup>c</sup>Dropout rates are calculated from randomization to final assessment.

<sup>d</sup>MBI: mindfulness-based intervention.

<sup>e</sup>PERMA: Positive emotion, Engagement, Relationships, Meaning, Accomplishment.

### Intervention Duration, Frequency, and Timing

The participants were expected to use the intervention for substantially varied duration across interventions, ranging from 1 single session to 10 months, and there did not appear to be a clear end strategy across interventions. Most commonly, intervention use was recommended daily for up to 30 days, weekly for up to 8 weeks, and fortnightly for up to 10 months. Participants were often encouraged to use and access the intervention content for 5 to 15 minutes at a time, irrespective of the duration of the intervention.

### Level of Automation of Interventions

Access was generally automated with instant, sequential, or weekly access to content (Table 4). Most digital content was delivered in a standard way, and tailoring and dynamic delivery of content occurred in only 2 mental well-being interventions [34,42].
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Intervention</th>
<th>Frequency of content release</th>
<th>How access to intervention content was provided</th>
<th>Tailoring of content to improve or maintain engagement</th>
<th>Other digital intervention strategies to improve or maintain engagement</th>
<th>Actual engagement with intervention content (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 3 from Avey et al [25], 2022</td>
<td>Resilience intervention</td>
<td>Unknown</td>
<td>Unknown</td>
<td>None</td>
<td>None</td>
<td>Unknown</td>
</tr>
<tr>
<td>Bakker et al [26], 2018</td>
<td>Moodkit</td>
<td>Instant access</td>
<td>N/A</td>
<td>N/A</td>
<td>None</td>
<td>Unknown</td>
</tr>
<tr>
<td>Bakker et al [26], 2018</td>
<td>Moodprism</td>
<td>Instant access</td>
<td>N/A</td>
<td>Feedback on mental well-being</td>
<td>None</td>
<td>Unknown</td>
</tr>
<tr>
<td>Brazier et al [27], 2022</td>
<td>Dear Doctor</td>
<td>Fortnightly</td>
<td>Automated text message</td>
<td>None</td>
<td>None</td>
<td>Unknown</td>
</tr>
<tr>
<td>Champion et al [28], 2018</td>
<td>Headspace</td>
<td>Sequential access</td>
<td>Automated access upon completion of step in the app</td>
<td>None</td>
<td>None</td>
<td>20.7</td>
</tr>
<tr>
<td>Chung et al [29], 2021</td>
<td>Brief MBI</td>
<td>Fortnightly or weekly</td>
<td>Unknown</td>
<td>None</td>
<td>Notifying of new content</td>
<td>Unknown</td>
</tr>
<tr>
<td>Study 1 from Di Consiglio et al [30], 2021</td>
<td>Noibene</td>
<td>Instant access</td>
<td>N/A</td>
<td>None</td>
<td>None</td>
<td>100</td>
</tr>
<tr>
<td>Study 2 from Di Consiglio et al [30], 2021</td>
<td>Noibene</td>
<td>Instant access</td>
<td>N/A</td>
<td>None</td>
<td>None</td>
<td>Unknown</td>
</tr>
<tr>
<td>Eisenstadt et al [31], 2021</td>
<td>Paradym</td>
<td>Unknown</td>
<td>Unknown</td>
<td>None</td>
<td>Push notification</td>
<td>32.1</td>
</tr>
<tr>
<td>Gammer et al [32], 2020</td>
<td>Kindness for Mums Online</td>
<td>Weekly</td>
<td>Unknown</td>
<td>None</td>
<td>None</td>
<td>Unknown</td>
</tr>
<tr>
<td>Liu et al [33], 2021</td>
<td>Positive psychology intervention</td>
<td>Sequential access</td>
<td>Unknown</td>
<td>None</td>
<td>None</td>
<td>Unknown</td>
</tr>
<tr>
<td>Ly et al [34], 2017</td>
<td>Shim</td>
<td>Upon opening of app</td>
<td>Automated by digital conversational agent</td>
<td>On the basis of individual and external factors (e.g., time of day)</td>
<td>None</td>
<td>126.5</td>
</tr>
<tr>
<td>Mak et al [35], 2018</td>
<td>Mindfulness-based Program</td>
<td>Weekly</td>
<td>Unknown</td>
<td>None</td>
<td>Sticker earning and alarm feature</td>
<td>29.5</td>
</tr>
<tr>
<td>Mak et al [35], 2018</td>
<td>Compassion-based program</td>
<td>Weekly</td>
<td>Unknown</td>
<td>None</td>
<td>Sticker earning and alarm feature</td>
<td>32.2</td>
</tr>
<tr>
<td>Manthey et al [36], 2016</td>
<td>Best possible self</td>
<td>Weekly</td>
<td>Automated email</td>
<td>None</td>
<td>None</td>
<td>Unknown</td>
</tr>
<tr>
<td>Manthey et al [36], 2016</td>
<td>Gratitude</td>
<td>Weekly</td>
<td>Automated email</td>
<td>None</td>
<td>None</td>
<td>Unknown</td>
</tr>
<tr>
<td>Mitchell et al [37], 2009</td>
<td>Strengths intervention</td>
<td>Instant access</td>
<td>N/A</td>
<td>None</td>
<td>Interactive features and automated email reminders</td>
<td>Unknown</td>
</tr>
<tr>
<td>Mitchell et al [37], 2009</td>
<td>Problem-solving intervention</td>
<td>Instant access</td>
<td>N/A</td>
<td>None</td>
<td>Interactive features and automated email reminders</td>
<td>Unknown</td>
</tr>
<tr>
<td>Neumeier et al [38], 2017</td>
<td>PERMA program</td>
<td>Sequential access</td>
<td>Automated access upon completion of step in program</td>
<td>None</td>
<td>None</td>
<td>Unknown</td>
</tr>
<tr>
<td>Neumeier et al [38], 2017</td>
<td>Gratitude program</td>
<td>Sequential access</td>
<td>Automated access upon completion of step in program</td>
<td>None</td>
<td>None</td>
<td>Unknown</td>
</tr>
<tr>
<td>Pheh et al [39], 2020</td>
<td>Brief MBI</td>
<td>Instant access</td>
<td>N/A</td>
<td>None</td>
<td>A reminder was sent if a session was missed.</td>
<td>40.2</td>
</tr>
<tr>
<td>Schulte-Frankenfeld and Trautwein [40], 2021</td>
<td>Balloon</td>
<td>Sequential access</td>
<td>Automated access upon completion of step in the app</td>
<td>None</td>
<td>None</td>
<td>Unknown</td>
</tr>
</tbody>
</table>
Intervention Engagement

Overall, intervention engagement was suboptimal, below the required or recommended intervention engagement levels (Table 4). On average, participants engaged in 40.2% (median) of the recommended intervention sessions or days. Only few studies (3/19, 16%) contained optimal levels of engagement, engaging in the recommended intervention sessions or days or more [30,34,41]. Studies attempted to improve intervention engagement in a variety of different ways (Tables 2 and 4), including (1) sending automated email reminders or notifications to use the intervention, (2) increasing participant motivation (eg, increasing awareness of potential benefits and using in-app reward earning features), (3) increasing habit formation, and (4) tailoring intervention content based on external factors (such as time of day) or internal factors (such as suggestion of a specific activity based on someone’s mood).

Although caution should be used when interpreting the impact of these strategies on the engagement with the intervention because of the variety and inconsistency in reporting, preliminary results imply that tailored content improves engagement more than interventions that use reminders (habit formation and prompts) or sticker earning features (nonspecific rewards). Furthermore, it seems that interventions that require little engagement—engaging once or 4 times in the intervention—engaging more than interventions that use reminders (habit formation and prompts) or sticker earning features (nonspecific rewards). Furthermore, it seems that interventions that require little engagement—engaging once or 4 times in the intervention. This in line with studies showing that engagement was generally highest at the start of the intervention and decreased with time.

Study Dropout and Attrition

Dropout occurred at any point throughout the study period when a participant failed to complete the research protocol associated with the digital intervention [56]. On average, there was a 37% dropout rate (mean), which ranged from 0% to 85% in the studies (Table 3). Strategies used to reduce study dropout included monetary incentives, the intervention being a mandatory element of university courses, and follow-up of participants by sending email reminders.

There were a range of findings across studies on the association between participants’ demographic characteristics and dropout. One study found that male participants were more likely to drop out [36], whereas others (2/19, 11%) found no difference [27,31]. Some studies (2/19, 11%) found that participants who remained in the study were older [35,38], although other studies (2/19, 11%) did not find this effect [31,36]. One study found that educational level was higher among participants who dropped out [35], whereas another study did not find this effect [38].

Several studies have compared whether baseline mental well-being was associated with dropout. Most studies (5/19, 26%) did not find any differences in baseline mental well-being levels between participants who did and did not drop out [27,29,32,35,36]. However, 1 study found that participants with lower mental well-being and higher levels of anxiety, depression, and distress were more likely to drop out [30], whereas another study found that participants with higher mental well-being and lower levels of anxiety, depression, and distress were more likely to drop out [31].

Few studies (2/19, 11%) excluded participants from their analysis (considered them to have dropped out) if they did not adhere with the intervention content at a minimum required level [37,42]; most studies (17/19, 89%) included participants with any level of intervention engagement.

Outcomes

A variety of validated standardized questionnaires were used to measure mental well-being across studies, including the WHO 5 item mental well-being index and Warwick-Edinburgh Mental Well-Being Scale for mental well-being, Psychological Well-Being scale and Flourishing Scale for psychological well-being, and Satisfaction with Life Scale and Positive And Negative Affect Schedule for subjective well-being (Table 1). Nevertheless, the authors of 1 study created and validated their own mental well-being questionnaires, which included a combination of different measures. Although not included in this systematic review (as it is not considered the primary aim of mental well-being promotion), most studies (17/19, 89%) included additional outcome measures such as distress, depression, anxiety, and stress.
RoB Assessments

Generally, the RoB of the included studies was considered to be high (Table 5). High levels of dropout and nonadherence led to a high RoB in domain 2 of Cochrane’s RoB-2.0 tool. This domain assesses RoB because of deviations from the intended interventions (effect of adhering to the intervention) and leads to high RoB, as the included studies did not appropriately account for intervention nonadherence in their analysis. For example, the Cochrane RoB-2.0 tool recommends using an instrumental variable analysis or inverse probability weighting to appropriately account for nonadherence; however, none of the included studies conducted these analyses.

Table 5. Bias assessment using Cochrane’s risk of bias (RoB) 2.0 tool.

<table>
<thead>
<tr>
<th>Study, year</th>
<th>Randomization process</th>
<th>Deviation from intended intervention</th>
<th>Missing outcome data</th>
<th>Measurement of outcome</th>
<th>Selection of the reported results</th>
<th>Overall RoB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 3 from Avey et al [25], 2022</td>
<td>Some concerns</td>
<td>High</td>
<td>Low</td>
<td>Some concerns</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Bakker et al [26], 2018</td>
<td>Some concerns</td>
<td>High</td>
<td>Low</td>
<td>Some concerns</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Brazier et al [27], 2022</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Some concerns</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Champion et al [28], 2018</td>
<td>Some concerns</td>
<td>High</td>
<td>Low</td>
<td>Some concerns</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Chung et al [29], 2021</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Study 1 from Di Consiglio et al [30], 2021</td>
<td>Some concerns</td>
<td>Low</td>
<td>Low</td>
<td>Some concerns</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Gammer et al [32], 2020</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Some concerns</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Liu et al [33], 2021</td>
<td>Some concerns</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Ly et al [34], 2017</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Some concerns</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Mak et al [35], 2018</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Some concerns</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Manthey et al [36], 2016</td>
<td>Low</td>
<td>High</td>
<td>Some concerns</td>
<td>Low</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Mitchell et al [37], 2009</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Neumeier et al [38], 2017</td>
<td>Some concerns</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Pheh et al [39], 2020</td>
<td>Some concerns</td>
<td>High</td>
<td>High</td>
<td>Some concerns</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Schulte-Frankenfeld and Trautwein [40], 2021</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Some concerns</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Shin et al [41], 2020</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Some concerns</td>
<td>High</td>
</tr>
<tr>
<td>Walsh et al [42], 2019</td>
<td>Low</td>
<td>High</td>
<td>Some concerns</td>
<td>High</td>
<td>Some concerns</td>
<td>High</td>
</tr>
</tbody>
</table>

aThe National Institutes of Health bias assessment tool: before-after studies with no control group was used for study 2 from Di Consiglio et al [30], 2021 (overall RoB: high) and Eisenstadt et al [31], 2021 (overall RoB: high).
bThe overall RoB judgement for that specific study.
cSome concerns: indicates that the authors considered there to be some concerns with the RoB for that study on that specific domain of the Cochrane RoB-2.0 tool.
dHigh: indicates that the authors considered there to be a high RoB for that study on that specific domain of the Cochrane RoB-2.0 tool.
eLow: indicates that the authors considered there to be a low RoB for that study on that specific domain of the Cochrane RoB-2.0 tool.

Furthermore, domain 4 in the RoB-2.0 tool, assessing RoB in measuring the outcome, led to a high RoB because of the nature of the research being fully automated and digital. Self-report measures were used to digitally assess mental well-being; however, participants were aware of the intervention they received when self-reporting their mental well-being scores, as most studies (11/19, 58%) included a waitlist control group. Although active controls account for this issue, these control interventions also contained high levels of dropout and therefore might not be appropriate as a control group [35].

A high RoB was also detected in studies because of the lack of general high-quality research practice. For example, several studies (7/19, 37%) did not provide any information regarding the randomization process, most studies did not preregister (12/19, 63%), and studies that did preregister (2/19, 11%) sometimes did not indicate their preintended analysis plan.

Intervention Effects

All studies included fully automated digital mental well-being interventions in the general population and were therefore considered sufficiently homogeneous for a meta-analysis. Methodological homogeneity was also considered, which led to a comparison across RCTs only, as these were considered sufficiently homogeneous for a meta-analysis. Considering the incredibly high range of missing values, a meta-analysis based on ITT data was considered inappropriate; therefore, we conducted a meta-analysis based on PP data instead. Nevertheless, this increases the risk of underestimating or overestimating the real effect, which should be considered when...
interpreting the meta-result. Full PP data were available for a subset of 12 studies. A random-effect model was applied, as different measures were used to measure the same multidimensional construct mental well-being. Average effect estimates were computed for each study, with negative affect scores reversed to ensure that a higher score in each study indicated elevated levels of mental well-being. SMDs, 95% CIs, and 2-sided \( P \) values were calculated.

**Outlier**

During data extraction, the negative affect score in the intervention group of 1 study [33] was flagged by both reviewers as unexpectedly high, and further information was sought to identify what could potentially explain this unusually large result. Normative data for negative affect was mean 14.8 (SD 5.4) [57]; however, the negative affect score in the waitlist control group in this study was mean 26.98 (SD 5.19). When exploring this data further, no methodological or clinical differences could reliably explain this result in our opinion. In addition, when included in the meta-analysis, CIs were entirely outside the range of any other study, and heterogeneity was incredibly high (92%; Multimedia Appendix 3). Removing this study from the meta-analysis reduced the overall heterogeneity from 92% to 50%. Therefore, the study was considered an outlier and was excluded from the meta-analysis.

**Main Effect**

The pooled SMD, for the 12 trials, calculated using a random-effects model was 0.19 (95% CI 0.04-0.33; \( P=.01 \)), indicating a small clinical effect in favor of digital mental well-being interventions (Figure 2). There was substantial heterogeneity (\( I^2=50\% \)).

**Sensitivity Analyses**

As there was substantial heterogeneity (\( I^2=50\% \)), sensitivity analyses were performed to explore, interpret, and contextualize heterogeneity. First, intervention duration was explored using subgroups of interventions lasting up to 2 weeks (short), 2 to 6 weeks (medium), and >6 weeks (long).

A small significant effect was found for short interventions (SMD 0.24, 95% CI 0.04-0.45; \( P=.02 \)) and medium interventions (SMD 0.29, 95% CI 0.05-0.52; \( P=.02 \)); however, no effect was found for long interventions (SMD 0.02, 95% CI \(-0.22\) to 0.26; Figure S1 in Multimedia Appendix 4). No significant levels of heterogeneity were present in either of the 2 subgroups (all \( P>.05 \)), although substantial heterogeneity remained in studies that used a waitlist control comparator (\( I^2=53\% \)).

Finally, a sensitivity analysis was performed based on the outcomes of mental well-being, psychological well-being, and subjective well-being. A small significant effect was found on subjective well-being (SMD 0.23, 95% CI 0.04-0.42; \( P=.02 \)). However, no significant effect was found on mental well-being (SMD 0.14, 95% CI \(-0.12\) to 0.40; \( P=.31 \)) or psychological well-being (SMD 0.26, 95% CI \(-0.08\) to 0.59; \( P=.14 \); Figure S3 in Multimedia Appendix 4). Despite reducing heterogeneity in subjective well-being and psychological well-being, substantial heterogeneity was found in mental well-being (\( I^2=72\% \)).

**Reporting Bias**

Visual inspection of the funnel plot, which appeared asymmetrical, indicated evidence of reporting bias (Figure 3). Few smaller studies were found, and larger random variation would be expected within smaller studies; this is potentially because of a publication bias, although other aspects such as heterogeneity can also cause asymmetrical funnel plots.
Figure 3. Funnel plot. Asymmetrical plot due to the presence of publication bias or low methodological quality studies. The funnel plot only represents studies that were included in the main per-protocol meta-analysis. SMD: standardized mean difference.

Certainty of Body of Evidence (Grading of Recommendations, Assessment, Development, and Evaluations)

The certainty of the body of evidence was assessed using Grading of Recommendations, Assessment, Development, and Evaluations [59]. The evidence was downgraded because of high RoB (effect of adhering to the intervention; Table 5), inconsistency (heterogeneity was considered substantial; Figure 2), imprecision (wide CIs and insufficiently small sample sizes were observed; Figure 2), and publication bias (visual asymmetry in the funnel plot; Figure 3). Thus, we consider a very low confidence in the quality of evidence of the main PP meta-effect (Figure 2), meaning that we are very uncertain about the estimate of the effect.

Subgroup Analysis

An a priori subgroup analysis was planned to detect the effects of digital mental well-being interventions across individual differences (eg, age, sex, and educational level). Nevertheless, insufficient data were available for a meaningful comparison to be made.

Another a priori subgroup analysis was planned to identify the effectiveness across psychological approaches. Mindfulness, ACT, and self-compassion interventions were the most common. A total of 7 studies were included in this subgroup. A small significant effect was found for fully automated digital mindfulness, ACT, and self-compassion interventions to promote mental well-being in the general population (SMD 0.26, 95% CI 0.08-0.44; P=.006), with moderate levels of heterogeneity (I²=44%; Figure 4). The positive psychology intervention subgroup only included 2 studies, and there were significant levels of heterogeneity (P=.03; I²=78%). Studies investigating CBT-based interventions did not contain any PP data and could therefore not be included as a subgroup in the analysis. The final subgroup included an integrative approach; 3 studies contained sufficient PP data to be included. There was no significant level of heterogeneity in this subgroup (P=.53; I²=0%); however, integrative approaches did not have a significant effect on mental well-being in the general population (P=.33).

Overall, no significant subgroup difference was found when comparing the effects of mindfulness, ACT, self-compassion, positive psychology, and integrative interventions on mental well-being (P=.06).
Figure 4. Subgroup analysis of different psychological approaches to promote mental well-being [27-30,32,34-36,38-40,42].

<table>
<thead>
<tr>
<th>Study, year</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>Std. Mean Difference IV, Random, 95% CI</th>
<th>Std. Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness, ACT &amp; self-compassion</td>
<td>26</td>
<td>4.23</td>
<td>29</td>
<td>24.64</td>
<td>5.44</td>
<td>33</td>
<td>5.6%</td>
<td>0.27 [-0.23, 0.77]</td>
<td></td>
</tr>
<tr>
<td>Champion, 2018</td>
<td>3.32</td>
<td>0.6</td>
<td>79</td>
<td>3</td>
<td>0.65</td>
<td>68</td>
<td>9.3%</td>
<td>0.51 [0.18, 0.84]</td>
<td></td>
</tr>
<tr>
<td>Chong, 2020</td>
<td>49.3</td>
<td>6.48</td>
<td>54</td>
<td>46.35</td>
<td>7.45</td>
<td>88</td>
<td>8.8%</td>
<td>0.41 [0.07, 0.76]</td>
<td></td>
</tr>
<tr>
<td>Hakim, 2018</td>
<td>3.37</td>
<td>1</td>
<td>183</td>
<td>3.41</td>
<td>0.99</td>
<td>98</td>
<td>12.0%</td>
<td>-0.04 [-0.29, 0.21]</td>
<td></td>
</tr>
<tr>
<td>Pheh, 2020</td>
<td>54.78</td>
<td>22.26</td>
<td>82</td>
<td>53.37</td>
<td>22.76</td>
<td>79</td>
<td>9.9%</td>
<td>0.06 [-0.25, 0.37]</td>
<td></td>
</tr>
<tr>
<td>Schulte-Frankenfeld, 2021</td>
<td>6.65</td>
<td>1.29</td>
<td>30</td>
<td>6.04</td>
<td>1.41</td>
<td>34</td>
<td>5.7%</td>
<td>0.44 [-0.05, 0.94]</td>
<td></td>
</tr>
<tr>
<td>Walsh, 2019</td>
<td>61.89</td>
<td>11.77</td>
<td>45</td>
<td>57.65</td>
<td>11.01</td>
<td>41</td>
<td>7.0%</td>
<td>0.37 [-0.06, 0.80]</td>
<td></td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td></td>
<td></td>
<td>502</td>
<td></td>
<td></td>
<td>433</td>
<td></td>
<td>58.4%</td>
<td>0.26 [0.08, 0.44]</td>
</tr>
</tbody>
</table>

Heterogeneity: $I^2 = 0.03$; $Chi^2 = 10.78$, $df = 6 (P = .10)$; $P = 44$

Test for overall effect: $Z = 2.17$ ($P = .03$)

Discussion

Main Effect

The aim of this systematic review and meta-analysis was to understand the effectiveness of fully automated digital interventions in promoting mental well-being in the general population. We evaluated 24 fully automated digital mental well-being interventions lasting from a single session to 10 months, with daily, weekly, and biweekly delivery. After the intervention, we found a small significant effect of fully automated digital mental well-being interventions compared with control groups on mental well-being in the general population.

The effect found in this meta-analysis of fully automated digital interventions (SMD 0.19) was smaller than the effect found in previous meta-analyses of nonautomated mental well-being interventions (effect sizes ranging between 0.26 and 0.42) [7,15,16]. This could highlight the importance of nonspecific psychological factors, such as the therapeutic relationship and social support, in the effectiveness of these psychological interventions. In contrast, this could also indicate the importance of social support in the adherence to mental well-being interventions. Previous research found that improved adherence was linked to better mental well-being outcomes and that adherence tended to be higher in nonautomated interventions [18,56]. As suboptimal intervention adherence was observed in this review, with average engagement in 40% of the intervention content, it is likely that the reported effectiveness in this review is an underestimation of the potential effectiveness of fully automated digital interventions that could be achieved when reaching optimal levels of engagement (the level of engagement recommended by the researchers). Nevertheless, the recommended engagement levels differed tremendously between studies, and studies lacked a clear end strategy.

Exploratory Findings

We found that short (<2 wk) and medium (<6 wk) interventions were effective in promoting mental well-being in the general population but long (>6 wk) interventions were not. This could be further related to intervention adherence, as (in line with previous research findings) intervention adherence reduced with time [56]. It does appear that the optimal intervention duration may also depend on the outcome that is being targeted. Research has found that short interventions led to a greater effect on subjective well-being, whereas long interventions had a greater effect on psychological well-being [60]. As most studies (9/19, 47%) in this review included a subjective well-being outcome, this might explain why shorter interventions were found to be effective in this review.

In contrast to prior research, our exploratory analysis showed no significant effect on general mental well-being outcomes (eg, Warwick-Edinburgh Mental Well-Being Scale) [7,15]. Measures of general mental well-being might lack the sensitivity to detect subtle changes occurring within the general population. This could be attributed to the concise nature of mental well-being measures, which encompass both subjective and psychological aspects [47]. Previous research includes a clinical population alongside a general population and nonautomated interventions alongside fully automated digital mental well-being interventions [7,14,15]. Both these factors increase the effectiveness of mental well-being interventions, which could lead to a sufficiently large effect to detect using a general mental well-being measure.

Furthermore, we found a small significant effect when comparing a fully automated digital mental well-being intervention with a waitlist control group, although no significant
effect was found when comparing it with an active or placebo control group. The effect when compared with an active and placebo control is expected to be smaller than the effect when compared with a passive control [61]. This indicates that the effects of mental well-being interventions and other psychological interventions (eg, active control) on mental well-being do not currently differ.

**Subgroup Effects**

It was not possible to analyze the effects of digital mental well-being promotion across population subgroups (based on age, sex, socioeconomic status, and educational level) because of a lack of studies reporting these results separately.

Nevertheless, studies did provide exploratory findings on the relationship between individual differences and dropout in fully automated digital mental well-being interventions. These exploratory findings indicated largely conflicting evidence on whether and how individual differences were related to dropout, which is in line with previous research findings [56].

A subgroup analysis comparing psychological approaches adopted in fully automated digital mental well-being interventions indicated a small significant effect of fully automated digital mindfulness-, ACT-, and compassion-based interventions on mental well-being in the general population, with most studies (7/19, 37%) adopting this psychological approach. The effectiveness of fully automated digital positive psychology and CBT-based approaches remains largely unknown. A potential explanation for this is the large focus of CBT-based interventions on symptom reduction rather than on mental well-being improvement [62]. Furthermore, positive psychology interventions have been criticized recently because of the limited ability of studies to replicate positive psychology results [63], potentially leading to fewer studies investigating positive psychology interventions.

Finally, although several studies (6/19, 32%) have adopted an integrative approach, we did not find an effect of fully automated digital integrative approaches on mental well-being in the general population. This contradicts previous meta-analytic findings that found a significant effect of multitheoretical interventions on mental well-being in the general population [7]. Nevertheless, previous meta-analysis also found a smaller effect for multitheoretical interventions compared with MBIs [7], indicating that these interventions might generally be less effective. This might explain why no effect of integrative approaches was found in fully automated digital interventions.

**Limitations**

Several methodological limitations should be recognized; however, as they could have impacted the findings of this systematic review. First, the specific search terms adopted in this systematic review limit the findings. Although searches should aim to be as comprehensive as possible, it is necessary to balance sensitivity and specificity when conducting searches [64]. The specificity adopted in this systematic review may not have allowed the searches to be comprehensive, as the literature uses many different terms to describe fully automated digital mental well-being interventions. Second, the inclusion criteria in this systematic review are ambiguous and require judgement [64]. This subjectivity could lead to lower reproducibility of the findings and random errors and biases [65]. Finally, the review adopts an exclusive focus on mental well-being (which includes both subjective and psychological well-being). Although improving mental well-being could be considered the primary aim of digital mental well-being promotion [10], the exclusive focus on mental well-being does not allow the review to provide insights into indirect positive or negative intervention effects.

In addition to methodological limitations, we observed several limitations of the included studies that lowered confidence in the quality of evidence (Grading of Recommendations, Assessment, Development, and Evaluations). We saw a high RoB in the included studies because of the following reasons: (1) missing outcome data—although it is unknown what impact the dropout has on the overall effect (eg, underestimation or overestimation) as reasons for dropout remain largely unknown; (2) the effect of adherence—suboptimal adherence might lead to an underestimation of the effectiveness; and (3) measurement of the outcome—because of the use of self-report measures while participants are aware of their allocated intervention, potentially leading to overestimation of the effectiveness. In addition, we also found a lack of general high-quality research practice in studies. Several studies were underpowered, did not provide sufficient information regarding randomization, and did not preregister or contain a prespecified analysis plan.

Furthermore, we detected a publication bias of the studies included in the meta-analysis. This publication bias indicated that smaller studies with a larger random variation were largely missing, perhaps because they were less likely to be published.

Finally, the fully automated digital mental well-being interventions were primarily delivered in a Western context and typically included a sample of participants who were highly educated and female, which might limit the generalizability of the findings. In particular, there is evidence that females and highly educated individuals might engage with and therefore benefit from these interventions differently.

**Recommendations for Future Research**

The systematic review findings lead to several implications for future research. First, future research should aim to focus in more detail on supporting engagement and reducing dropout in fully automated digital mental well-being interventions—by understanding the impact of behavioral strategies, such as habit formation and nonspecific rewards [55], and also by examining what is considered effective engagement—the target level of intervention engagement needed for change [66]. This will allow for evidence-based recommendations of the level of intervention engagement in future research and practice and for studies to adopt effective end strategies.

Second, future research should look to understand how automated digital interventions can be tailored to deliver relevant content according to the preferences of the user and whether tailoring is necessary to ensure intervention effectiveness and whether acceptability can be ensured across different populations (eg, Western vs non-Western) and...
intervention types (eg, positive psychology vs mindfulness and ACT).

Finally, we recommend that future research strictly follows high-quality research recommendations, such as the CONSORT (Consolidated Standards of Reporting Trials) statement [67], when investigating fully automated digital mental well-being interventions to allow for higher confidence in the quality of the evidence.

Conclusions
Overall, this review provides a novel insight into the effectiveness of fully automated digital mental well-being interventions in the general population. It shows that fully automated digital mental well-being interventions can effectively promote mental well-being in the general population (particularly when adopting a mindfulness-, ACT-, and self-compassion–based approach), despite low levels of intervention adherence and high study dropout.

Acknowledgments
The authors are grateful for the support of the librarians at the University of Bath and advice from Emma Fisher in conducting the meta-analysis. This work was supported by the Economic and Social Research Council (grant 2572559) and Cyberlimbic Systems Ltd.

Data Availability
For the purpose of open access, the author has applied a Creative Commons Attribution (CC-BY) license. Data supporting this study are openly available from UK Data Service.

Authors' Contributions
JG, BA, MB, CC, and TT designed the study, created the study protocol, and developed the study methodology. Then study selection took place which was conducted by JG, MB, ET, MZ, and BA. This was followed by data extraction and quality assessment which JG, AM and BA conducted. The data was then analyzed by JG, BA, MB, and CC. After which it was written-up and edited by JG, BA, MB, CC, AM, TT, MB, ET, and MZ.

Conflicts of Interest
JG received partial funding for this research project from Cyberlimbic Systems Ltd. TT is the chief executive officer and cofounder of Cyberlimbic Systems Ltd. BA received funding from the National Institute of Health Research and the UK Research and Innovation on the topic of digital health interventions. BA also sits on the scientific advisory board of the Medito Foundation and earGym. The remaining authors have no conflicts of interest to declare.

Multimedia Appendix 1
Search strategy per database.
[DOCX File, 21 KB - mental_v10i1e44658_app1.docx ]

Multimedia Appendix 2
Table with detailed intervention description.
[DOCX File, 28 KB - mental_v10i1e44658_app2.docx ]

Multimedia Appendix 3
Main per-protocol analysis including outlier [27-30,32-36,38-40,42].
[DOCX File, 35 KB - mental_v10i1e44658_app3.docx ]

Multimedia Appendix 4
Exploring heterogeneity [27-30,32,34-36,38-40,42].
[DOCX File, 114 KB - mental_v10i1e44658_app4.docx ]

Multimedia Appendix 5
PRISMA Checklist.
[PDF File (Adobe PDF File), 69 KB - mental_v10i1e44658_app5.pdf ]

References


Abbreviations

ACT: acceptance and commitment therapy

CBT: cognitive behavioral therapy
CONSORT: Consolidated Standards of Reporting Trials
ITT: intention to treat
MBI: mindfulness-based intervention
PP: per-protocol
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
RCT: randomized controlled trial
RoB: risk of bias
SMD: standardized mean difference
WHO: World Health Organization
Virtual Partnership Addressing Mental Health Crises: Mixed Methods Study of a Coresponder Program in Rural Law Enforcement

M Muska Nataliansyah¹, MPH, MD, PhD; Kimberly A S Merchant², MA; J Priyanka Vakkalanka³, PhD; Luke Mack⁴,⁵, MA; Seth Parsons⁴,⁶, MD; Marcia M Ward², PhD

¹Department of Surgery, Collaborative for Healthcare Delivery Science, Medical College of Wisconsin, Milwaukee, WI, United States
²Department of Health Management and Policy, College of Public Health, University of Iowa, Iowa City, IA, United States
³Department of Emergency Medicine, University of Iowa Carver College of Medicine, Iowa City, IA, United States
⁴Avel eCare, Sioux Falls, SD, United States
⁵Department of Family Medicine, University of South Dakota Sanford School of Medicine, Sioux Falls, SD, United States
⁶Department of Psychiatry, University of South Dakota Sanford School of Medicine, Sioux Falls, SD, United States

Corresponding Author:
M Muska Nataliansyah, MPH, MD, PhD
Department of Surgery
Collaborative for Healthcare Delivery Science
Medical College of Wisconsin
8701 Watertown Plank Road
Milwaukee, WI, 53005
United States
Phone: 1 4149551402
Email: mnataliansyah@mcw.edu

Abstract

Background: A mental health crisis can create challenges for individuals, families, and communities. This multifaceted issue often involves different professionals from law enforcement and health care systems, which may lead to siloed and suboptimal care. The virtual crisis care (VCC) program was developed to provide rural law enforcement with access to behavioral health professionals and facilitated collaborative care via telehealth technology.

Objective: This study was designed to evaluate the implementation and use of a VCC program from a telehealth hub for law enforcement in rural areas.

Methods: This study used a mixed methods approach. The quantitative data came from the telehealth hub’s electronic record system. The qualitative data came from in-depth interviews with law enforcement in the 18 counties that adopted the VCC program.

Results: Across the 181 VCC encounters, the telehealth hub's recommended disposition and the actual disposition were similar for remaining in place (n=141, 77.9%, and n=137, 75.7%, respectively), voluntary admission (n=9, 5.0%, and n=10, 5.5%, respectively), and involuntary committal (IVC; n=27, 14.9%, and n=19, 10.5%, respectively). Qualitative insights related to the VCC program's implementation, use, benefits, and challenges were identified, providing a comprehensive view of the virtual partnership between rural law enforcement and behavioral health professionals.

Conclusions: Use of a VCC program likely averts unnecessary IVCs. Law enforcement interviews affirmed the positive impact of VCC due to its ease of use and the benefits it provides to the individuals in need, the first responders involved, law enforcement resources, and the community.

(JMIR Ment Health 2023;10:e42610) doi:10.2196/42610
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Introduction

Background

A mental health crisis can cause an emergency response, disruption, and long-term problems for individuals, families, and communities [1,2]. This multifaceted issue often involves law enforcement, health care, and justice systems, potentially leading to siloed and suboptimal care [3]. Enhancement in collaborative responses to and outcomes of mental health crises requires improving the care delivery model and organization of resources [4,5].

Various crisis response models have been developed to address the need for appropriate emergency responses for people with mental health conditions [6]. Among these models, 2 major examples are the crisis intervention team (CIT) model and the corespondent model [7]. The CIT model requires 40 hours of training to equip law enforcement officers with the needed knowledge and skills to coordinate mental health care. In contrast, the corespondent model emphasizes pairing law enforcement officers with behavioral health professionals [6,7]. Although law enforcement officers are often provided with some crisis intervention training, there are indications that working with behavioral health professionals can add layers of expertise and improve the service to communities [7,8]. Considering the potential value of partnership in addressing mental health crises, this study was designed to evaluate the implementation and use of a virtual crisis care (VCC) program from a telehealth hub for law enforcement in rural areas.

Coresponder Model

Studies have shown that having behavioral health professionals collaborate with law enforcement officers on mental health crisis calls reduces the burden on the justice system and improves access to mental health care [9,10]. Most studies have been conducted on in-person mental health services in urban areas [11-14]. However, many rural areas are experiencing a workforce shortage of qualified behavioral health professionals, which makes the in-person corespondent model largely infeasible. An alternative is bringing a behavioral health professional virtually to a crisis encounter via telehealth to support law enforcement officers as they assist people in rural and underserved communities by offering timely behavioral health services.

One primary challenge in mental health emergencies encountered by law enforcement officers is the decision to commit people with mental health conditions involuntarily. This decision can be resource intensive and lead to suboptimal care [15]. A survey of involuntary admitted individuals showed that most of them felt pressured to be hospitalized and were more likely to report a subjective lack of improvement [16]. Studies also found that involuntary commitment (IVC) is associated with poorer outcomes [17,18]. Legal procedures related to IVCs can vary by state and may include extensive requirements for documentation [19]. However, in most states, the IVC process requires a mental illness diagnosis and a judge’s signature to issue the IVC order [19]. Since geographical boundaries, local policies, and limitation of resources can shape the delivery of care, there is a need to explore the implementation of a corespondent model in rural areas [3,4,20]. This is especially relevant in South Dakota, where more than half of the population lives in rural areas and an estimated 10% of all emergency calls involve a person who may have a mental health crisis [21].

Virtual Crisis Care Program

The Leona M. and Harry B. Helmsley Charitable Trust provided Avera eCARE (now known as Avel eCare) with a grant to establish and implement telehealth programs that would help meet the behavioral health needs of rural communities in South Dakota. Specifically, the grant supported the development of a mobile crisis care service for law enforcement and probation officers called VCC.

The VCC’s pilot program was initiated in the field in January 2020. Over the subsequent first 9 months of the pilot program, the service was implemented in 18 county sheriff departments and 1 judicial circuit court probation district representing probation offices within 8 (44.4%) of those counties. Avera eCARE served as the hub for the VCC program and staffed it at all times with qualified behavioral health professionals who had experience in providing virtual and in-person consultations. Law enforcement officers in the participating rural counties were trained and supplied with electronic tablets to connect with the VCC hub for virtual mental health crisis support. The hub provided training materials and conducted sessions to help law enforcement officers get accustomed to the service. Law enforcement officers used VCC to acquire immediate and timely mental health evaluations by professionals trained in communicating and recognizing when someone would be a danger to themselves or others. The recommendations provided by the VCC connection informed the decisions made by law enforcement officers in caring for individuals in crisis.

The COVID-19 pandemic provided an opportunity to showcase the value of telehealth to bridge this partnership. The use of familiar technology also contributed to the positive response and willingness to implement the innovative program. Overall, the virtual consultation aimed to de-escalate and stabilize the mental health condition of an individual during a crisis situation. After responding to a crisis call and conducting an initial assessment, law enforcement officers decided whether to offer and initiate the VCC service. Following a telehealth consultation with the person in crisis using the provided tablets, the VCC behavioral health professional shared their recommendation with law enforcement officers, who ultimately decided the disposition of the individual. Means restriction (ie, reducing a suicidal individual’s access to lethal means) and safety planning (ie, reducing the risk of harm to oneself) were strategies used to help individuals remain in place [22,23]. The hub team strived to collaboratively partner with local mental health community organizations to further assist the individuals establish outpatient resources, if needed.
Methods

Study Design
Using a mixed methods explanatory design, an independent team of researchers gathered data using both quantitative and qualitative approaches. The telehealth hub collected all quantitative data in its electronic record system. Variables assessed included the gender of the person served, mental health conditions identified at the time of the encounter, and the location of use. Specifically for location, home was identified when the incidence occurred at a residence, the jail was the county detention facility, and the community included any other public place or property. The recommended disposition by the telehealth hub and the actual disposition, which was verified by each county, were also captured and evaluated. These included remaining in place or getting admitted to a mental health facility (further classified as voluntary or involuntary). There may have also been continued law enforcement involvement until the individual was stabilized.

We tabulated several county-level measures to describe the rurality of these areas, health care coverage, and area deprivation. For rurality, we used the second-level rural-urban commuting area codes to classify as rural and also report the population density of these counties [24]. For health care access measures, we used data from the County Health Rankings data for these counties, including ratios of primary care providers and mental health providers [25]. Additionally, we described these counties by a measure of the area deprivation index percentile, comparing the rankings of these counties with national percentiles [26].

In-depth qualitative interviews were conducted to collect insights from users of the service. We used purposive sampling by inviting law enforcement officers from counties that adopted the VCC program to participate in a semistructured interview. These contacts were provided to the research team by the VCC hub team, indicating that the counties had experience using VCC and were willing to share perspectives. In the end, we were able to collect insights from the listed key informants who were most familiar with the VCC program from 10 different counties. This completion allowed us to be more confident in the generated findings, since it included the vast majority and full range of usage in the total sample. The telephone interviews—each ranging between 30 and 60 minutes—took place between January and May 2021. Two experienced qualitative researchers conducted the interviews. Both have years of experience conducting telehealth research and qualitative methods. Questions addressed topics including why their county was interested in VCC, the motivation to use the service, descriptions of typical and unique situations when used, community reactions and the willingness to use, and overall opinion of the service. We used these questions not only to gain insights into the implementation process but also to acquire some idea of how the community responded to the availability of VCC service.

The qualitative component included 14 interviews with 15 law enforcement officers in sheriff’s departments in 10 counties, with 1 (10%) county extending interviews to city police department users. The interviews were audio-recorded, transcribed, and reviewed independently by 2 research team members. One coder had a background in health organization and implementation science, and the other was a qualitative specialist, having studied telehealth applications in multiple settings. They used an inductive qualitative analysis approach to identify relevant quotes and themes related to VCC use [27,28]. The researchers then met to discuss their findings, which led to the identification of themes and a composition of relevant quotes. The coders discussed the emerging findings with another research team member to enhance the validity of the results. Any discrepancies were discussed until consensus was reached. A final step was to classify the themes into domains and review all coding with the full research team. The process generated 3 domains that contained associated themes: (1) the implementation of VCC domain includes themes relevant to the initiation of the service, the need for the program, and why the program is important to law enforcement; (2) the use of VCC domain includes themes relevant to the experience of using the service or how law enforcement officers include the VCC program in their daily routine; and (3) the benefits and challenges of VCC domain includes themes relevant to the opinions of the service with lessons learned. The availability of multiple collaborators with different backgrounds and familiarity with the subject facilitated discussions with valuable perspectives that complemented each other. We used Microsoft Excel to manage and categorize quotes from different interviewees into themes and domains. The research followed the Consolidated Criteria for Reporting Qualitative Research (COREQ) for reporting purposes [29].

Ethical Considerations
The project protocol was reviewed by the Institutional Review Board (IRB) of the University of Iowa and did not meet the regulatory definition of human subjects’ research, because the information sought from interviewees would not be private information concerning the interviewee—it would be information about the VCC services. All methods were carried out in accordance with relevant guidelines and regulations. Participation was voluntary, and no compensation was provided. Participants’ identities were confidential and de-identified, and data were presented anonymously.

Results

VCC Use in a Rural Setting
In total, 18 counties and 1 judicial circuit court probation district implemented VCC during the pilot program, accounting for 181 encounters during the study period (Table 1). Usage varied from 0 to 34 encounters per site and was unrelated to the length of time in use. About two-thirds of the consultations were with men (n=113, 62.4%), one-third with women (n=67, 37.0%), and 1 (0.6%) was missing this data. The most common location for using the service was in the community (n=81, 44.8%), followed by home (n=73, 40.3%), with a smaller percentage occurring in jail (n=27, 14.9%).
Encounters resulted in VCC consultations for various mental health situations, of which suicidal ideation or self-harm represented over half of all encounters (n=97, 53.6%). Other mental health situations identified for VCC consultations included depression or anxiety (n=48, 26.5%), aggressive or disruptive behavior or bullying (n=29, 16.0%), and delusion or hallucinations (n=7, 3.9%).

The 18 counties in this assessment have 78 census tracts included in them, of which 50 (64%) are considered rural, as defined by their rural-urban commuting area codes. The median population density (people per square mile) is 166 (IQR 8-1139). The average ratios for primary care providers and mental health providers per population are 1:1935 and 1:1004, respectively. Using the area deprivation index percentile comparing these counties to national estimates, the median percentile was 72 (IQR 58-82), indicating a relatively high level of socioeconomic disadvantage.

The behavioral health professional at the telehealth hub made recommendations directly to law enforcement officers at the conclusion of the VCC encounter (Table 2). The most common recommendation was that the person remain in place (n=141, 77.9%). The behavioral health professional occasionally recommended that the person in crisis be voluntarily admitted (n=9, 5.0%) or be involuntarily committed (n=27, 14.9%). Overall, the actual disposition agreed with the recommended disposition by VCC for 92% of encounters with a known disposition (ie, neither disposition was missing). The telehealth hub's recommended disposition and actual disposition were similar for remaining in place (n=141, 77.9%, and n=137, 75.7%, respectively) and voluntary admission (n=9, 5.0%, and n=10, 5.5%, respectively). In most encounters, the law enforcement officers followed the VCC providers’ recommendation but gave a rationale for the few instances when other actions were taken. Differences in recommended and actual dispositions for IVCs were primarily due to encounters in the community, such that only 8 (9.9%) of the community encounters resulted in an IVC compared to the recommended 14 (17.3%). Considering the limited sample, we only presented a descriptive statistic and did not conduct further statistical analyses to avoid misinterpretation of the results.

### Table 1. Characteristics of individuals by VCC encounter setting.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=181), n (%)</th>
<th>Community (n=81, 44.8%), n (%)</th>
<th>Home (n=73, 40.3%), n (%)</th>
<th>Jail (n=27, 14.9%), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>113 (62.4)</td>
<td>43 (53.1)</td>
<td>46 (63.0)</td>
<td>24 (88.9)</td>
</tr>
<tr>
<td>Female</td>
<td>67 (37.0)</td>
<td>37 (45.7)</td>
<td>27 (37.0)</td>
<td>3 (11.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.6)</td>
<td>1 (1.2)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Nature of request</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suicidal ideation or self-harm</td>
<td>97 (53.6)</td>
<td>44 (54.3)</td>
<td>37 (50.7)</td>
<td>16 (59.3)</td>
</tr>
<tr>
<td>Depression or anxiety</td>
<td>48 (26.5)</td>
<td>24 (29.6)</td>
<td>19 (26.0)</td>
<td>5 (18.5)</td>
</tr>
<tr>
<td>Aggressive behavior</td>
<td>29 (16.0)</td>
<td>11 (13.6)</td>
<td>13 (17.8)</td>
<td>5 (18.5)</td>
</tr>
<tr>
<td>Delusion or hallucinations</td>
<td>7 (3.9)</td>
<td>2 (2.5)</td>
<td>4 (5.5)</td>
<td>1 (3.7)</td>
</tr>
</tbody>
</table>

aVCC: virtual crisis care.

<table>
<thead>
<tr>
<th>Dispositions</th>
<th>Community (n=81, 44.8%), n (%)</th>
<th>Home (n=73, 40.3%), n (%)</th>
<th>Jail (n=27, 14.9%), n (%)</th>
<th>Total rec.a (N=181), n (%)</th>
<th>Total act.b (N=181), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remain in place</td>
<td>63 (77.8)</td>
<td>64 (79.0)</td>
<td>51 (69.9)</td>
<td>46 (63.0)</td>
<td>27 (100.0)</td>
</tr>
<tr>
<td>Voluntary admissionc</td>
<td>2 (2.5)</td>
<td>3 (3.7)</td>
<td>7 (9.6)</td>
<td>7 (9.6)</td>
<td>0</td>
</tr>
<tr>
<td>IVCd</td>
<td>14 (17.3)</td>
<td>8 (9.9)</td>
<td>13 (17.8)</td>
<td>11 (15.1)</td>
<td>0</td>
</tr>
<tr>
<td>Law enforcement (other)c</td>
<td>0</td>
<td>4 (4.9)</td>
<td>0</td>
<td>1 (1.4)</td>
<td>0</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (2.5)</td>
<td>2 (2.5)</td>
<td>2 (2.7)</td>
<td>8 (11.0)</td>
<td>0</td>
</tr>
</tbody>
</table>

aRec: recommended disposition by the virtual crisis care (VCC) program.
bAct: actual disposition by law enforcement personnel.
cAdmissions included higher levels of care in a health care setting, such as inpatient stay, emergency department visit, or transfer to a psychiatric facility.
dIVC: involuntary committal.
eContinuous monitoring by law enforcement until the individual was stabilized.
Insights Into VCC Implementation in Rural Settings

In-depth interviews with 15 law enforcement officers from 10 counties provided helpful information about learning points from the VCC implementation in rural areas. These 10 counties experienced 155 (85.6%) of the 181 VCC encounters completed over the 18-month pilot.

Identified themes were grouped into 3 main categories: the initiation/implementation of VCC, the use of VCC, and the benefits and challenges of VCC (Table 3). Selected quotes representing the themes are presented in Table 4.

Table 3. Qualitative insights into the VCCa program.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theme 1: implementation of VCC</td>
<td>• Demographic and geographic setting</td>
</tr>
<tr>
<td></td>
<td>• Resource-intensiveness of IVCsb</td>
</tr>
<tr>
<td></td>
<td>• Relevant technology and service training</td>
</tr>
<tr>
<td>Theme 2: use of VCC</td>
<td>• Presenting the service</td>
</tr>
<tr>
<td></td>
<td>• The consultation process</td>
</tr>
<tr>
<td></td>
<td>• Recommendations and decisions</td>
</tr>
<tr>
<td>Theme 3: benefits and challenges of VCC</td>
<td>• Mitigation of IVC procedures</td>
</tr>
<tr>
<td></td>
<td>• Better documentation for mental health crisis encounters</td>
</tr>
<tr>
<td></td>
<td>• Providing quality and efficient access to mental health experts</td>
</tr>
<tr>
<td>Subtheme 3A: benefits</td>
<td>• Technical concerns</td>
</tr>
<tr>
<td></td>
<td>• Limited network availability</td>
</tr>
</tbody>
</table>

aVCC: virtual crisis care.
bIVC: involuntary committal.
<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theme 1: implementation of VCC</strong></td>
<td></td>
</tr>
<tr>
<td>Demographic and geographic setting</td>
<td>“We serve about 2350 square miles. We're a big county, but not a big population.” [Site C]</td>
</tr>
<tr>
<td>Resource-intensiveness of IVCs b</td>
<td>“Usually, we burn about 24 man-hours every time we have a mental health commitment that’s involuntary. And under state law, we're obligated. If we feel that a person is a harm to them self or to others, we're obligated to act. And so, it utilizes a lot of manpower and man-hours to accomplish that goal.” [Site I]</td>
</tr>
<tr>
<td>Relevant technology and service training</td>
<td>“The majority of the training was how to use the tablets, how to log-in to those, how to make sure they're working, and then real simple instructions on going forward. We went through the criteria on what was needed for us to make the phone call, the questions we needed to ask of the person in crisis, the information we needed to gather before we made the phone call and got online with the doc.” [Site M]</td>
</tr>
<tr>
<td><strong>Theme 2: use of VCC</strong></td>
<td></td>
</tr>
<tr>
<td>Presenting the service</td>
<td>“So, if it's in the home, we'll talk to them about that we've got these options that we could take them in or we have a nice new program where they can talk with a behavioral health professional on an iPad within the comfort of their own home. And then that way somebody who is more trained than I am with mental health and counseling will have an opportunity to talk with them. If they agree to that, then we'll call the iPad, get that set up, call ahead for the online behavioral health professional, and inform them of the situation and the person's name.” [Site A]</td>
</tr>
<tr>
<td>The consultation process</td>
<td>“If it's a person who I feel shouldn't be left alone, I stay in the room. But, normally, after gaining rapport with them and speaking with them, I tell them, “Hey, I'm going to give you some one-on-one time with the mental health professional. If you need anything, I'll be in the next room.” I feel like by me stepping out of the room and giving them some one-on-one time, it really opens them up to saying more to the mental health professional who's on the other end of the tablet.” [Site H]</td>
</tr>
<tr>
<td>Recommendations and decisions</td>
<td>“And then when they're done, we would talk to the behavioral health professional and see what their recommendations are knowing that we're on scene and we still have the final say. But we'll take that into consideration.” [Site N]</td>
</tr>
<tr>
<td><strong>Theme 3A: benefits of VCC</strong></td>
<td></td>
</tr>
<tr>
<td>Potential mitigation of IVC procedures</td>
<td>“I think any of them that we've done the [VCC] on and follow the [mental health professional] recommendations to either turn to a safety plan or return to their home environment, I think all of those were prevented IVCs. I'm not saying they would've all been ordered for continued detention after the IVC, but I think every one of those 34 that the recommendation was to not continue with the IVC, which I think we've had two out of the 34 that they said, yeah, you should do an IVC anyway. So, 32 of them I think were prevented involuntary commitments.” [Site J]</td>
</tr>
<tr>
<td>Better documentation for mental health crisis encounters</td>
<td>“It's documented very well. The whole encounter is very detailed in how it's logged. I think it's beneficial for us to get [the VCC report] back so we can write our report and be thorough.” [Site N]</td>
</tr>
<tr>
<td>Providing quality and efficient access to mental health experts</td>
<td>“Using the [VCC] system has been fantastic both from the officer's point of view and from the client's point of view, the person who’s in crisis. Because they tell us that. They don't get hauled away, taken away to a facility in another community where they're held until they're evaluated and deemed whether or not they can go home. In these cases [where VCC is used], they’ve been able to talk with somebody. A lot of times that seems to help, just being able to vent to the right person and then come up with some sort of game plan, a plan of action for them to follow up on whether it's seeing a behavioral health professional or whatever it may be.” [Site K]</td>
</tr>
<tr>
<td><strong>Theme 3B: challenges of VCC</strong></td>
<td></td>
</tr>
<tr>
<td>Technical concerns</td>
<td>“I know the one time with my juvenile, I called the number. I got a hold of the behavioral health professional. We set up an appointment via the iPad, but for some reason it wasn't connecting. I thought I had good cell reception. I don't know if it was some technical issue, but we just overcame that and she just talked to him on my cell phone.” [Site F]</td>
</tr>
<tr>
<td>Limited network availability</td>
<td>“It happened one time where the internet was a little tough to deal with. And the only thing that happened was the subject and [mental health professional], they could hear each other, but as far as the screen and stuff, the screen would kind of pause. That has happened the one time, but everybody could hear everything. It was just you couldn't have that screen-to-screen interaction.” [Site B]</td>
</tr>
</tbody>
</table>

aVCC: virtual crisis care.
bIVC: involuntary committal.
**The Implementation of VCC**

The themes presented in this section highlight factors that influenced VCC implementation. The first factor that motivated VCC implementation was the demographic and geographic setting. The South Dakota county sheriff departments serve extensive rural areas with limited resources. Beyond the regular population of local counties, tourist activity can skyrocket the number of people and increase the workload for small county sheriff departments.

The second factor that motivated VCC implementation was the resource-intensiveness of IVCs. One important responsibility of county sheriff departments in South Dakota is to transport to mental health facilities individuals who are being involuntarily committed due to mental health crises. These transfers take time and money due to long travel distances—up to 500 miles in some cases; if the transfer is unnecessary, it creates undue strain on the person in crisis, the health system, and local law enforcement.

The third factor influencing VCC implementation was relevant training from the telehealth hub. As soon as county sheriff departments were on board to participate in this pilot VCC program, the VCC hub implementation staff provided equipment and training to the county law enforcement officers. The interviewees indicated the equipment was easy to use and simple to implement and that the training was straightforward. Test calls were encouraged, and ongoing training, troubleshooting, and communication were always available.

**The Use of VCC**

The themes in this section illustrate the process of using the VCC service. The first step in the consultation process was presenting the service to individuals with mental health conditions. Law enforcement officers responded to calls—most of them coming from family members or neighbors who had concerns for friends or loved ones—that presented requests ranging from welfare checks to crisis intervention. As shown in Table 1, more than half of the requests involved suicidal ideation or self-harm. Once law enforcement responded to a call of this nature, they then determined whether to use VCC based on their experience, comfort in offering, and the person in crisis.

The second step was to allow the individual in crisis time and space to consult with the VCC behavioral health professional, while maintaining safety for all. The telehealth encounter using the electronic tablet took between 15 and 60 minutes, depending on the circumstances. At the final step of the encounter, the behavioral health professional reconnected with law enforcement and provided a recommendation. Law enforcement officers had the option of carrying through with the VCC recommendation or choosing a different course of action based on additional knowledge or extenuating circumstances.

In this study, law enforcement overwhelmingly followed the VCC behavioral health professional’s recommendation, but in the few instances when other actions were taken, they gave a rationale for the departure. These exceptions included hearing the person lie, intoxication, having the person attempt self-harm after the call, being called back to the home within hours, having the safety plan refused or not implemented after the call, or, in several situations, having to follow through with an arrest warrant.

**The Benefits and Challenges of VCC**

The themes in this section summarized lessons learned from the VCC pilot program and included insights into the benefits and challenges of the VCC service.

**Benefits**

According to law enforcement, the various benefits of the VCC program have shown a positive direct impact on individuals experiencing mental health crises and the law enforcement officers involved, plus the broader value of having the service in these rural communities.

The first benefit of VCC is potential mitigation of IVC procedures, which could lighten the use of already limited resources. South Dakota has a legal procedure that law enforcement must follow for IVC. This includes proper documentation, evaluations by a qualified mental health professional, and forms to be signed, followed by County Bureau of Mental Illness review and decision, which can be a lengthy process [30]. One interviewee shared that before a resource like VCC was available, just the mention or threat of suicide would prompt an IVC in past scenarios. Multiple interviewees emphasized how working with the VCC hub behavioral health professional facilitates an opportunity to acquire more information, promote crisis reduction, work out a safety plan, and frequently prevent an IVC from occurring.

The second benefit was better documentation for mental health crisis encounters. Postencounter reports from VCC behavioral health professionals shared with law enforcement provided a detailed, timed report about the encounter and interaction with the individual in crisis and the rationale for the disposition recommendation. This documentation has proven helpful to the sheriff departments, which attach the information to law enforcement incident reports, by developing a history and patterns for individuals that could be beneficial in the future, as verification for decisions to pursue IVCs when necessary and as documentation of actions supporting stay-in-place decisions.

A third benefit of VCC was providing the rural community with quality and efficient access to mental health experts. Quality elements of VCC, such as timeliness, convenience, and expertise in assessment, were noted as benefits. It was noted that the virtual conversation between the individual in crisis and the behavioral health professional often diffuses the situation. Officers commented that they greatly value the involvement of expertly trained behavioral health professionals. In addition, interviewees reported that VCC helps them do their jobs better for the communities they serve.

**Challenges**

As in any pilot program, the law enforcement participants understood VCC to be a work in progress. From their experience, interviewees provided suggestions for improvements to further meet law enforcement needs.

One of the challenges was presenting the VCC technology out in the field. When the VCC program was initialized, some
officers experienced technical difficulties or connectivity issues. Another difficulty was encouraging an irrational person in crisis to interact with the telehealth tablet and engage the VCC behavioral health professional. However, as 1 officer stated, the timing worked in favor of VCC because COVID-19 has led to many people becoming more familiar with using virtual platforms for communication.

Another challenge was limited network availability in highly rural areas. To address this issue, law enforcement officers used an internet hotspot or cell phone booster technology in patrol cars and were aware of locations in the county where broadband service was available. In fact, when preparing to launch VCC in some counties, the officers did sweeps of their counties’ geography to note good broadband locations. Consequently, some encounters moved from home to car or a nearby open space or building.

Discussion

Principal Findings

Law enforcement officers are commonly the first responders to a mental health crisis in rural communities. By partnering virtually with behavioral health professionals in these situations, law enforcement can address the gap in having suitable local experts to determine appropriate care. South Dakota sheriff departments got an opportunity to use technology with the VCC pilot program to virtually bring a behavioral health professional to individuals in crisis. This mixed methods study examined VCC encounter characteristics and perceptions by rural law enforcement users.

VCC consultations were frequently used for males and individuals with suicidal ideation or depression. These findings are similar to the results of existing studies on different crisis response models [7,12], although requests for aggressive or disruptive behaviors in crisis responses occurred infrequently during the VCC pilot program. This result shows the importance of having a behavioral health professional address the issue of potential self-harm and recommend proper care that is potentially lifesaving [6,9]. By having the behavioral health professional’s evaluation and recommendation for next-step care, law enforcement saved time and resources previously expended to conduct IVCs [10]. Moreover, this type of program provides an opportunity to connect individuals in mental health crises with appropriate care and resources and to avert their involvement in the criminal justice system [31,32].

The potential mitigation of IVCs was seen as 1 of VCC’s primary benefits conveyed by law enforcement during qualitative interviews. Other benefits include access to behavioral health professionals virtually because those experts are rarely available locally in rural areas. This virtual access led to crisis situations being diffused, safety plans being initiated, and better documentation of care plans and rationales. Otherwise, the limited resources and expertise in rural settings often serve as significant hurdles to providing appropriate care for individuals with mental health issues [20,33,34]. The use of technology and the availability of virtual experts can potentially overcome multiple hurdles, as shown in this study. However, technology-related challenges (ie, technical concerns and network availability) should be anticipated and addressed before program implementation.

Insights from the interviews showed that introducing technology and relevant collaborative training in the implementation phase is crucial to building law enforcement confidence and familiarity with the program. This finding is consistent with the implementation of a coresponder program in an urban area, where initial agency collaboration and team building were identified as key facilitators of the program [35]. Moreover, it is essential for law enforcement to understand their jurisdiction characteristics and resource limitations to foster motivation and buy-in for program implementation. Indeed, 1 barrier previously identified for crisis response program effectiveness is a lack of buy-in and support from related agencies [10,20]. Future implementation efforts should consider team-building activities and identify key values of the service in the local context to facilitate successful preparation.

Our study also gathered insights into service use patterns following the VCC preparation. The process of presenting the VCC service, providing space for the virtual consultation, and making a decision based on expert recommendations via a structured protocol can be considered for future use. Indeed, systematic studies have highlighted the importance of building a standardized practice for replicability and evaluation purposes without neglecting the local context [5,9]. The availability of virtual experts does not diminish law enforcement’s role in this situation. This study shows that law enforcement officers are still the primary contact and decision makers. They provided the service with a proactive approach, while considering individuals’ safety. The VCC program and technology provided law enforcement with tools to make informed decisions and facilitated better care for needed individuals. This social partnership model is perceived positively not only by law enforcement but also by individuals in crisis [36].

A prominent model for implementation in public service sectors has outlined 4 implementation phases (ie, exploration, preparation, implementation, and sustainment), including the influencing factors [37]. This study provides informative insights into law enforcement’s experience during the early phases of VCC implementation. Future studies can build upon the findings of this study and develop a focus on ways to make this crisis response model sustainable and analyze its cost-effectiveness.

Limitations

There are a couple of limitations to this study. First, the interviewees were limited to those who participated in the VCC program and research and reasons for not participating were not captured. However, the quantitative data covered a diverse group of jurisdictions and the qualitative data provided rich insights into the VCC implementation experience. Moreover, the current results are similar to the existing literature in terms of the characteristics of the persons served, while extending the application of the coresponder program model into rural settings using virtual technology. Second, for outcome disposition, there were several encounters for which no final disposition could be ascertained from counties. As a result, the true proportion of concordance between recommended and actual dispositions...
may differ. Third, we do not have information about the counterfactual condition, meaning that we cannot yet compare the effectiveness of the VCC program with counties that do not have access to the program or the condition before the implementation of the program. This limitation can be the next direction of future relevant projects.

Conclusion
Per the VCC pilot program operating in South Dakota, we found evidence from both quantitative and qualitative data that using telehealth to engage behavioral health professionals in mental health crisis encounters may positively impact efforts in addressing mental health crises. It has potentially saved individuals the stress and negative health outcomes associated with IVCs, it helps law enforcement by better preparing them to serve their local communities, and it helps counties preserve resources and reallocate time and energy otherwise dedicated toward IVCs.

Noting the acceptance and benefit to rural counties, Avera eCARE reached out to South Dakota legislators to promote the service statewide to all 66 counties. In the 2021 session, the South Dakota legislature supported the continuation and expansion of VCC services in the state [38]. As of this writing, VCC has been implemented in and serves 40 counties in South Dakota [39].
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Abstract

Background: Emerging adulthood (ages 19 to 25 years) is a developmental phase that is marked by increased mental health conditions, especially depression and anxiety. A growing body of work indicates that digital peer emotional support has positive implications for the psychological functioning of emerging adults. There is burgeoning interest among health care professionals, educational stakeholders, and policy makers in understanding the implementation and clinical effectiveness, as well as the associated mechanism of change, of digital peer support as an intervention.

Objective: This randomized controlled trial (RCT) examined the effectiveness of a digital peer support intervention over a digital platform—Acceset—for emerging adult psychological well-being with 3 primary aims. First, we evaluated the implementation effectiveness of digital peer support training for individuals providing support (befrienders) and of the digital platform for peer support. Second, we assessed the clinical outcomes of digital peer support in terms of the intervening effect on emerging adult psychological well-being. Third, we investigated the mechanism of change linking the digital peer support intervention to emerging adult psychological well-being.

Methods: This RCT involving 100 emerging adults from the National University of Singapore follows the published protocol for this trial.

Results: This RCT found effectiveness in digital peer support training—specifically, befriender’s peer support responses demonstrating significantly higher post- than pretraining scores in selfhood (posttraining score: mean 62.83, SD 10.18, and SE 1.72; pretraining score: mean 54.86, SD 7.32, and SE 1.24; \( t_{34} = 3.88; P < .001 \)). The digital peer support intervention demonstrated clinical effectiveness in enhancing selfhood, compassion, and mindfulness and lowering depressive and anxiety symptoms among seekers in the intervention group after the intervention (mean 7.15, SD 5.14; SE 0.88) than among seekers in the waitlist control group before the intervention (mean 11.75, SD 6.72; SE 0.89; \( t_{89} = 3.44; P < .001 \)). The effect of the intervention on seekers’ psychological well-being was sustained beyond the period of the intervention. The mechanism of change revealed that seekers’ engagement with the intervention had both immediate and prospective implications for their psychological well-being.

Conclusions: This RCT of a digital peer support intervention for emerging adult psychological well-being harnesses the interventional potential of 4 components of psychological well-being and elucidated a mechanism of change. By incorporating and validating the digital features and process of a peer support platform, our RCT provides the parameters and conditions for
deploying an effective and novel digital peer support intervention for emerging adult psychological well-being in real-world settings.

**Trial Registration:** ClinicalTrials.gov NCT05083676; https://clinicaltrials.gov/ct2/show/NCT05083676

*(JMIR Ment Health 2023;10:e43956)* doi:10.2196/43956

**KEYWORDS** mental health; digital health; peer support intervention; peer emotional disclosure; randomized controlled trial

**Introduction**

**Background and Rationale**

Emerging adulthood is a development phase that spans ages 19 to 25 years in most high-income economies [1]. This developmental period is characterized by heightened fluctuations in positivity (ie, the degree to which individuals experience positive emotions) and negativity (ie, the degree to which individuals experience negative emotions) [1]. These normative emotional fluctuations are associated with greater propensity for anxiety and depression, which establishes mental health as a pressing concern among emerging adults [1]. The onset of the global pandemic has resulted in increased distress and systematic changes in positivity and negativity among college students [2,3]. They experienced a decrease in positivity and an increase in negativity that were associated with greater depressive symptoms and anxiety [2,3].

COVID-19’s social implications, which involve uncertainty, insecurity, and a reduced sense of agency and self-directedness, relate most directly to emerging adulthood [4]. The prolonged isolation and reduced social connections brought about by the pandemic have driven college students’ social connections on the web [5,6]. In particular, their use of digital platforms for peer emotional sharing helped them manage intensifying concerns and intense negative feelings associated with the pandemic [7]. There is accumulating evidence underscoring the importance of peers in providing remote emotional support for emerging adults that bears on their psychological functioning [8-10]. Consequently, there is burgeoning interest in understanding digital peer emotional disclosure and support as an intervention, evaluating relevant clinical outcomes, and assessing the associated mechanisms of change [11]. To this end, this randomized controlled trial (RCT) assessed the efficacy of digital peer emotional disclosure and support systems as well as the mechanism of change.

**Digital Peer Support Intervention for Psychological Well-being**

**Overview: The Role of Emotional Disclosure**

According to the social sharing of emotions framework, emotional disclosure refers to the interpersonal communication of important and personal experiences with mild to strong positivity and negativity with one’s close social network (eg, “I was exhilarated to receive a good grade on an exam” or “I was distressed being involved in a car accident”) [12,13]. It is a psychological mechanism that facilitates emotional regulation and recovery [12,13]. Theoretically, emotional sharing has important psychoemotional and social implications [12,13]. Emotional sharing maintains one’s exposure to the emotional content and establishes emotional closeness and bonds among sharing partners [12,13]. Specifically, sharing negative emotions helps individuals deal with mental rumination and intrusive thoughts and search for meanings to integrate these experiences into one’s existing narrative. Negative emotions also stimulate social interactions to garner emotional support [12,13]. In contrast, positive emotional experiences facilitate goal achievement by providing positive feedback on successful experiences that can be integrated into one’s knowledge repertoire. Positive emotional episodes represent opportunities for capitalization of positive emotions that enhance one’s positive affect and social bonds [12,13].

The social sharing of emotions framework was originally developed to understand emotional sharing in the offline context, particularly face-to-face interactions [12], and Rime [13] has also extended the framework to the web-based context. Applying the social sharing of emotions framework, scholars have found that college students share emotions on web-based platforms and such sharing may have similar psychological implications as that documented in face-to-face interactions [14,15]. Owing to the affordances of digital platforms, such as reduced nonverbal cues and high accessibility (ie, content is easily available and shared across physical locations [16]), individuals are less apprehensive and able to share emotions with a large audience unconfined by locality. Furthermore, users can elicit immediate feedback and amplify experiences on digital platforms [16]. These features can create a climate of emotional bonding and help individuals manage emotional load, enhance social connections and support, and contribute to social integration [12,17]. An extensive body of work with college students has demonstrated that peers are the primary targets for emotional disclosure [18]. Thus, digital peer emotion sharing has the potential to increase emotion sharers’ sense of social support and the reassurance they are seeking [12,17], especially among college students, at scale.

**Effective Peer Support**

For digital peer support to be effective in mitigating emerging adults’ psychological distress, including anxiety and depression, existing literature underscores the role of 4 components [19-21]. They are (1) enhancing one’s sense of mattering (the extent to which we are important to the surrounding world and people), (2) strengthening selfhood (one’s sense of identity), (3) exploring compassion (the degree of sensitivity to one’s and others’ pain and distress, with a desire to alleviate that distress), and (4) cultivating mindfulness (paying attention to the present moment with intention and acceptance; refer to the *Methods* section for details). Research has revealed that cultivating mattering and selfhood through meaningful and intimate
relationships involving peer support has positive implications for young people’s mental well-being [22,23]. For instance, Marshall and Tilton-Weaver [23] reported that mattering to one’s close social networks, specifically peers, that is cultivated through interacting with and caring for them reduces symptoms of depression and anxiety.

As a result of the social implications of the global pandemic, there has been a corresponding surge in research to understand the role of compassion and mindfulness in relation to individuals’ psychological well-being [20,24]. Recent compassion- and mindfulness-based web-based interventions to support college students’ mental health in coping with COVID-19 conditions have demonstrated positive outcomes, including clinical efficacy [20]. Students reported significantly lower levels of stress and anxiety coupled with enhanced levels of self-compassion. These findings provide evidence of the interventional potential of these 4 components in digital peer support. Thus, building college students’ capacity to deliver these components to provide effective support may enhance their peers’ psychological well-being.

Our review of existing literature revealed a limited understanding of how peer emotional disclosure on digital platforms functions as an intervention in support of emerging adults’ psychological well-being [25-27]. The administration of peer support in the offline context, specifically over face-to-face interactions, intervening in various psychological and health outcomes among college students is well documented [28]. Traditional (offline) peer support interventions have demonstrated consistent evidence for implementation and feasibility outcomes, user acceptability, and clinical effectiveness in mediating the psychological well-being of emerging adults, particularly college students [28]. However, with regard to assessing peer support interventions for the mental health of young people, it is important to consider the mechanism of change to elucidate whether and how the intervention affects the development of psychological symptoms—how they unfold over time among emerging adults.

With the onset of the pandemic, the increase in web-based social connections among college students has underscored digital peer emotional disclosure as an intervention that may address specific areas of well-being involving anxiety, depression, and suicidal ideation [28]. As a result, there is burgeoning interest and impetus among researchers, education stakeholders, and health care professionals in establishing the role of peer support on digital platforms and evaluating its clinical effectiveness in improving the psychological well-being of emerging adults, particularly college students [26,27]. Establishing a change model provides the basis for building the therapeutic potential of digital peer support that harnesses the 4 components of emerging adult mental well-being to reduce psychological symptoms. Such findings may provide actionable knowledge for timely and relevant digital peer support for emerging adults’ psychological well-being.

**This Study**

**Overview**

Following the published protocol [29], this RCT examined the effectiveness of a digital peer support intervention for the psychological well-being of emerging adults by establishing evidence for clinical outcomes (refer to the study by Yeo et al [29] for details of the trial). In brief, this RCT validated the applicability of harnessing the mattering, selfhood, compassion, and mindfulness components in a digital peer support intervention to promote emerging adults’ mental well-being. By evaluating the mechanism of change involving digital peer support and emerging adults’ psychological functioning, this RCT provided insights into whether or how digital peer support intervened in the development of psychological symptoms. These findings may provide actionable knowledge for timely digital peer support for intervening effectively in emerging adults’ psychological functioning.

**Aims, Research Questions, and Hypotheses**

This study had 2 primary aims. First, we evaluated the digital peer support intervention in terms of training effectiveness for emerging adults providing support (befrienders), who received training in digital peer support skills from a clinical psychologist and certified counselors (moderators). Second, we investigated the clinical effectiveness for the emerging adults who anonymously share emotional experiences to seek support (seekers)—whether it enhanced the 4 components of psychological well-being, specifically, mattering, selfhood, compassion, and mindfulness, and improved the psychological well-being of emerging adults—and the associated mechanism of change linking the digital peer support intervention to emerging adult psychological well-being. As a secondary aim, we also examined the implementation outcomes in terms of feasibility and acceptability of the intervention in offering an ongoing mechanism of support and in identifying individuals with a high risk of having a mental health condition (refer to Multimedia Appendix 1).

To address the first aim, we examined the research question and hypothesis outlined inTextbox 1.

For the second aim, we investigated the research questions and hypotheses outlined inTextbox 2.
Textbox 2. Research questions and hypotheses for the second aim of this study.

- **Research question 2a**
  - Does the digital peer support intervention enhance the 4 components of psychological well-being among seekers?

- **Hypothesis 2a**
  - The digital peer support intervention increases the 4 components of psychological well-being among seekers over the course of the study across 4 time points.

- **Research question 2b**
  - Is the digital peer support intervention effective in improving emerging adult psychological well-being?

- **Hypothesis 2b**
  - The digital peer support intervention leads to significantly greater psychological well-being of seekers in the intervention group, as indexed by their lower symptoms of anxiety and depression compared with the waitlist control group. This effect is sustained beyond the period of the intervention at follow-up assessments on all seekers (carryover effects).

- **Research question 2c**
  - What is the mechanism explaining the change in seekers’ psychological well-being in relation to digital peer support?

- **Hypothesis 2c**
  - The initial level and rate of change (ie, growth factors) of befrienders’ online support predict positively the growth factors of seekers’ psychological well-being.

**Methods**

**Trial Design**

This trial is registered with the US National Library of Medicine ClinicalTrials.gov (NCT05083676). This prospective interventional study evaluated both the implementation of the digital peer support intervention (eg, fidelity, adoption, and utility) and the clinical outcomes (eg, anxiety and depressive symptoms) via an RCT. The seekers (n=50), befrienders (n=30), and moderators (n=2) in arm 1 engaged in the digital peer support intervention (Acceset platform) for 3 weeks, and the control group (n=50) in arm 2 was wait-listed for the intervention. The 4–time-point questionnaire battery on psychological well-being for arm 1 was compared with that for arm 2.

**Ethics Approval**

The study protocol received National University of Singapore (NUS) Institutional Ethics Review Board (IRB) approval in October 2021 (NUS-IRB reference S-20-144).

**Intervention**

In this study, we engaged Acceset—a stand-alone digital peer support platform that uses a digital text-based intervention involving peer disclosure for emerging adult mental well-being. Acceset incorporates characteristics of successful interventions that affect the psychological well-being of emerging adults [30,31]. Through Acceset, users (seekers) can anonymously share their emotional experiences and receive support from their peers (befrienders). These peers receive training in digital peer support skills from a clinical psychologist and certified counselors (moderators). Acceset digital peer support training for this trial intended to harness mattering, selfhood, compassion, and mindfulness—4 components that reduce emerging adults’ anxiety and depression [19-21]. The Acceset platform incorporates a collection of digital features such as emotion stamps, motivation Graphics Interchange Format emotionality, and functional adjustment stickers as markers of psychological well-being, including emotionality (ie, positivity and negativity), motivations, and functional adjustment (ie, internalizing and externalizing behaviors), respectively. During the course of the intervention, user engagement with these features on the platform served as a source of self-reported information on their psychological well-being status. The Acceset text-based peer disclosure process begins when seekers engage with the platform to seek support with managing their emotional experiences. Details on the Acceset digital peer support training, the platform, and the seeker-befriender interaction (peer support workflow; Figure 1) are provided in the protocol that outlined the RCT [29].
Figure 1. Diagrammatic flow or procedure of the intervention. CSQ-8: 8-item Client Satisfaction Questionnaire; GAD-7: 7-item Generalized Anxiety Disorder Scale; MPSS: Multidimensional Scale of Perceived Social Support; PHQ-9: 9-item Patient Health Questionnaire; RMS: Rapid Mood Screener.

Sample

Befrienders

Participants comprised emerging adults from NUS [29] (mean age 19.60, SD 0.63 years; 17/30, 57% female). The ethnic composition of the sample (23/30, 77% Chinese; 4/30, 13% Malay; 2/30, 7% Indian; and 1/30, 3% others) approximated the Singapore population (74%, 13%, and 12%, respectively [32]). On the basis of participant-reported monthly family income, most participants were from low-middle–income families (<SGD 3000 [US $2224.28]; 13/30, 43%), and the rest were from middle-high–income (>SGD 4000 [US $2965.71]; 10/30, 33%) and middle-income (SGD 3000 to SGD 4000 [US $2224.28-$2965.71]; 7/30, 23%) families. Almost two-thirds of the participants (20/30, 67%) were first-generation college students, and approximately half of them (16/30, 53%) resided at home with parents, with the rest living in campus housing (13/30, 43%) or having an alternative housing arrangement such as an off-campus rental apartment (1/30, 3%).

Seekers in the Treatment Arm

Participants (n=291; mean age 19.44, SD 1.28 years; 16/30, 53% female; 24/30, 80% Chinese; 3/30, 10% Malay; 2/30, 7% Indian; and 1/30, 3% others) were emerging adults from NUS [29]. The ethnic composition of the sample was similar to the Singapore population [32]. On the basis of participant-reported monthly family income, most of them were from middle-high–income families (>SGD 4000 [US $2965.71]; 16/30, 53%), and the rest were from middle-income (SGD 3000 to SGD 4000 [US $2224.28-$2965.71]; 8/30, 27%) and low-middle–income (<SGD 3000 [US $2224.28]; 6/30, 20%) families. Slightly more than half (17/30, 57%) of the participants
were first-generation college students, and a similar number resided at home with parents (17/30, 57%), with the rest living in campus housing (11/30, 37%) or having an alternative housing arrangement such as an off-campus rental apartment (2/30, 7%).

**Seekers in the Control Arm**

Participants (mean age 19.43, SD 0.66 years; 14/30, 47% female) were emerging adults from NUS [29]. A total of 80% (24/30) of them were Chinese, 7% (2/30) were Malay, 7% (2/30) were Indian, and 7% (2/30) were of other races. These figures were comparable with the ethnic composition of the Singapore population [32]. In total, 63% (19/30) of the participants were first-generation college students. Most of them (26/30, 87%) were living in campus housing, with the rest residing at home with parents (2/30, 7%) or having an alternative housing arrangement such as an off-campus rental apartment (2/30, 7%).

On the basis of participant-reported monthly family income, most of them were from middle-income families (>SGD 4000 [US $2965.71]; 14/30, 47%), and the rest were from low-middle–SGD 3000 to SGD 4000 [US $2224.28-$2965.71]; 7/30, 23%) and middle-high–income (>SGD 4000 [US $2965.71]; 9/30, 30%) families.

The following details are listed in the published protocol that outlined the trial [29]: (1) study setting, (2) eligibility criteria, and (3) peer support workflow.

**Measures**

**The 4 Components of Psychological Well-being (Mattering, Selfhood, Compassion, and Mindfulness)**

For each letter exchange between befriending and seekers, 2 undergraduate assistants extracted and coded the letter content on 4 components. A total of 192 letter exchanges over the 3-week intervention were extracted and coded. On average, 4.67 letters (SD 1.43) were exchanged per day. These letter exchanges were deidentified by the first author and assigned to a team of 2 undergraduate assistants who were trained on the coding procedure outlined in the study by Krippendorff [33] over 1 month until they consistently exceeded adequate reliability standards (κ>0.6 on all variables of interest; refer to Table S1 in Multimedia Appendix 1 for the coding process and samples of participants’ extracted letter exchanges). All codes presented in the following paragraphs were coded independently. The κ coefficients ranged from 0.70 to 0.85, which indicated good intrarater reliability.

To determine mattering, coders used the Rosenberg Mattering Scale with 5 items ([34]; eg, “How important are you to others?” and “How important are others in what you have to say?”) to assess the degree to which befriending and seekers’ responses indicated how important seekers are to others and the degree to which seekers’ responses indicated how important they are to others. To assess selfhood, coders rated the extent to which befriending and seekers’ responses indicated how important seekers are to others and the degree to which seekers’ self-knowledge, interpersonal self, and self-agency using the Rosenberg Global Self-Esteem Scale ([35]; eg, “the peer is a person of worth, at least on an equal plane with others” and “the peer has a number of good qualities”), the Self-Consciousness Scale ([36]; eg, “the peer is constantly examining his/her motives” and “the peer is concerned about what other people think of him/her”), the General Self-Efficacy Scale ([37]; eg, “When the peer makes plans, he/she is certain that he/she can make them work” and “the peer is a self-reliant person”), and the Social Self-Efficacy Scale ([38]; eg, “The peer does not handle himself/herself well in social gatherings” and “It is difficult for the peer to make new friends”). For seekers, coders rated the extent to which their emotional disclosure reflected self-knowledge, interpersonal self, and self-agency using the same subscales and items except with a different item stem (eg, “he/she is a person of worth, at least on an equal plane with others” and “he/she has a number of good qualities”). A composite selfhood score was obtained by averaging the ratings across all 4 selfhood scales for both befriending and seekers.

The compassion of befriending and seekers’ peer support responses and seekers’ peer emotional disclosure was assessed by coders using the Compassion Cultivation Training program [37] as reflecting (1) an awareness of distress, (2) affective concern, and (3) a responsiveness or readiness to help relieve that distress (motivational). Mindfulness was measured as a flexible cognitive state in which individuals are actively present and notice novel aspects in both the environment and one’s perspectives [39]. Befrienders’ support responses and seekers’ peer emotional disclosure were evaluated based on the degree to which they harnessed mindful self-acceptance: (1) identifying novel aspects of the situation or perspective; (2) demonstrating “work in progress” by using possibility words such as “could be” and offering other interpretations of the situation; (3) highlighting puzzles and paradoxes, for example, how individuals may feel victimized yet they are responsible for being in that situation; (4) noticing humorous aspects of the situation; (5) perceiving the situation from multiple perspectives; (6) considering alternative (useful) aspects of a problematic context or the silver lining; (7) emphasizing a mental file of positive memories; and (8) encouraging mindfulness journaling.

To assess mattering, selfhood, compassion, and mindfulness, a 4-point scale ranging from 1 (not at all) to 4 (a lot) was used by raters. On the basis of raters’ scores, the Cronbach α for the befrienders’ mattering was .86 for the first letter exchange, .84 for the second letter exchange, .87 for the third letter exchange, and .91 for the fourth letter exchange. For the seekers’ mattering, the Cronbach α was .83, .82, .77, and .74 for the first, second, third, and fourth letter exchanges, respectively. The Cronbach α for the befrienders’ selfhood was .77 for the first letter exchange, .76 for the second letter exchange, .71 for the third letter exchange, and .70 for the fourth letter exchange. For the seekers’ selfhood, the Cronbach α was .85, .88, .89, and .90 for the first, second, third, and fourth letter exchanges, respectively.

The Cronbach α for the befrienders’ compassion was .88 for the first letter exchange, .71 for the second letter exchange, .74 for the third letter exchange, and .75 for the fourth letter exchange. For the seekers’ compassion, the Cronbach α was .88, .91, .90, and .91 for the first, second, third, and fourth letter exchanges, respectively. The Cronbach α for the befrienders’ mindfulness was .76 for the first letter exchange, .80 for the second letter exchange, .73 for the third letter exchange, and .70 for the fourth letter exchange. For the seekers’ mindfulness, the Cronbach α was .84, .88, .89, and .88 for the first, second,
third, and fourth letter exchanges, respectively. The Cronbach α demonstrated adequate internal consistency in this study, similar to that established in other Asian contexts such as China—mattering (Cronbach α=.69 [40]), selfhood (self-esteem: Cronbach α=.85; self-efficacy: Cronbach α=.82; self-consciousness: Cronbach α=.6 [41,42]), compassion (Cronbach α=.88 [43]), and mindfulness (Cronbach α=.85 [43]).

Befrienders’ Peer Support Responses
We tested 1-factor versus 4-factor models for befrienders’ support (with the 4 components of psychological well-being as indicators measuring a latent construct). Results indicated acceptable to excellent fit of the 1-factor model, which was a better fit than the 4-factor model, across the 4 time points (refer to Table S2 in Multimedia Appendix 1). Thus, we created a composite peer support score with matthing, selfhood, compassion, and mindfulness scales as a set of metrics for assessing befrienders’ peer support responses for each of the 4 letter exchanges, with higher scores representing greater peer support.

Psychological Well-being (Times 1-4)
We created a latent construct with 2 indicators—anxiety and depression. Befrienders and seekers provided self-report responses to the 7-item General Anxiety Disorder Scale (GAD-7), which provides rapid screening for the presence of clinically significant anxiety symptoms, particularly in outpatient settings ([44]; eg, “feeling nervous, anxious, or on edge” and “not being able to stop or control worrying”), and the 9-item Patient Health Questionnaire (PHQ-9), which is a 9-item scale that quantifies depressive symptoms and monitors their severity ([45]; eg, “little interest or pleasure in doing things” and “feeling down, depressed or hopeless”). All the items on the GAD-7 and PHQ-9 were rated on a 4-point scale ranging from 0 (not sure at all) to 4 (nearly every day) across 4 time points: time 1 (before the intervention), time 2 (postintervention assessment; 3 weeks), time 3 (first follow-up; 6 weeks), and time 4 (second and final follow-up; 9 weeks).

We tested a 1-factor versus a 2-factor model for the seekers’ psychological well-being (with the GAD-7 and PHQ-9 items as indicators measuring a latent construct). Results indicated acceptable to excellent fit of the 1-factor model, which was a better fit than the 2-factor model, across the 4 time points (refer to Table S2 in Multimedia Appendix 1). Thus, we created a composite psychological well-being score using the GAD-7 and PHQ-9 scores as a metric for assessing psychological well-being, with lower scores representing greater well-being. The Cronbach α for seekers’ psychological well-being was .88 at time 1 (before the intervention), .94 at time 2 (postintervention assessment; 3 weeks), .93 at time 3 (first follow-up; 6 weeks), and .95 at time 4 (second and final follow-up; 9 weeks). The GAD-7 and PHQ-9 have demonstrated adequate internal consistency in Asian contexts such as China (Cronbach α=.85 and .89, respectively [46]).

Perceived Social Support (Times 1-4)
Seekers responded to the 12-item Multidimensional Scale of Perceived Social Support, which assessed perceived social support from 3 sources—family, friends, and significant others ([47]; eg, “There is a special person who is around when I am in need” and “I get the emotional help and support I need from my family”)—using a 7-point scale (1=very strongly disagree; 7=very strongly agree). The Cronbach α for seekers’ perceived social support was .88 at time 1 (before the intervention), .90 at time 2 (postintervention assessment; 3 weeks), .94 at time 3 (first follow-up; 6 weeks), and .93 at time 4 (second and final follow-up; 9 weeks). The Multidimensional Scale of Perceived Social Support has demonstrated adequate internal consistency in Asian contexts such as China (Cronbach α=.86 [48]).

Data Management and Planned Analyses
Overview
Consistent with the procedure for data management and planned analyses outlined in the study by Yeo et al [29], Acceset provided a cloud storage for depositing data on participants’ responses to all the measures as well as written letters between seekers and befrienders on the Acceset platform. Following the NUS-IRB protocol, each participant had a nonidentifying unique ID, and all data were deidentified before analyses, conducted by the lead author and 2 student interns. On the basis of a power analysis conducted before the commencement of the RCT, 50 participants each for the intervention and waitlist control groups were needed to find significant effects with the total number of outcomes examined in the RCT. Using a Monte Carlo simulation [49,50], our power analysis on the mechanism of change indicated that 100 participants provided 80% power to detect significant linkages between support from befrienders and psychological well-being of seekers based on criteria listed in the studies by Muthén and Muthén [49,50]. Our power revealed that the range of biases of the parameter and SE (0.04% to 1.40%), SE (0.05% to 1.72%), and coverage (0.94 to 1.00) met the criteria for power to approximate or exceed 80% listed in the studies by Muthén and Muthén [49,50]. For instance, the parameter and SE biases do not exceed 10% for all parameters in the model. We performed all analyses using RStudio (Posit) [51].

Aim 1
To address research question 1 and hypothesis 1, a total of 2 student assistants conducted qualitative analyses of all letter exchanges between befrienders and seekers by extracting, coding, and evaluating the degree to which befrienders’ support responses reflected the 4 components of psychological well-being—mattering, selfhood, compassion, and mindfulness. We then examined if befrienders’ pre- and posttraining peer support responses were significantly different using the independent-sample t test (2-tailed) with Bonferroni post hoc tests to control for multiple comparisons.

Aim 2
For research question 2a and hypothesis 2a, we ascertained whether the intervention increased seekers’ experience of the 4 components of psychological well-being by performing 4 sets of latent growth curve modeling to examine the changes in matthing, selfhood, compassion, and mindfulness. To model baseline mean levels and rates of change (measured as intercepts and slope factors, respectively), we used repeated-measure data comprising the 4 time points of a given composite score as
of 20 participants was used to plot and explore separately the procedure outlined in the study by Kaplan [53], a random sample likely to experience anxiety and depression [54]. Following the female students and those of low socioeconomic status (ie, monthly household income) were included as covariates as individuals [54]. The seekers’sex and socioeconomic status (ie, female individuals are more likely to provide support than male well-being. Befrienders’ sex was included as a covariate as on befrienders’ peer support predicting seekers' psychological mechanism of change by evaluating a conditional growth model. We addressed research question 2c and hypothesis 2c on the intervention on the psychological well-being of all seekers symptoms at each follow-up (weeks 6 and 9). Similarly, we (week 0) with postintervention symptoms (week 3), as well as (intervention and waitlist) by comparing baseline symptoms (90% CI 0.05-0.10) and CFI values of >0.95 were considered a good fit [52]. The linear model was nested within the quadratic and optimal-fit models, and the quadratic and optimal-fit models were not nested. Thus, the Bayesian information criterion (BIC) was used for model comparisons [53].

As for research question 2b and hypothesis 2b, we investigated whether the intervention affected seekers’ psychological well-being using independent-sample t tests (2-tailed) with Bonferroni post hoc tests. First, seekers’ experience of anxiety and depressive symptoms in the intervention group at postintervention assessment (week 3) was compared with the symptoms of the waitlist control group before the intervention (week 0). Second, we assessed the sustained effects of the intervention on the psychological well-being of all seekers (intervention and waitlist) by comparing baseline symptoms (week 0) with postintervention symptoms (week 3), as well as symptoms at each follow-up (weeks 6 and 9). Similarly, we assessed seekers’ support-seeking behaviors by comparing their perceived social support at baseline (week 0) with that at the postintervention (week 3) and follow-up (weeks 6 and 9) assessments.

We addressed research question 2c and hypothesis 2c on the mechanism of change by evaluating a conditional growth model on befrienders’ peer support predicting seekers’ psychological well-being. Befrienders’ sex was included as a covariate as female individuals are more likely to provide support than male individuals [54]. The seekers’ sex and socioeconomic status (ie, monthly household income) were included as covariates as female students and those of low socioeconomic status are more likely to experience anxiety and depression [54]. Following the procedure outlined in the study by Kaplan [53], a random sample of 20 participants was used to plot and explore separately the variability in the level and trend of befrienders’ support and seekers’ psychological well-being in college. We then examined the trajectories of befrienders’ support and seekers’ well-being by fitting individual baseline growth models following the same procedure outlined previously on assessing the trajectories of the 4 components of psychological well-being among seekers. These steps were necessary to prevent problems with specification (ie, negative residual variances) when modeling growths in digital peer support and psychological well-being simultaneously.

Results

Preliminary Analyses

The nonsignificant result from the Little Missing Completely at Random test showed that the missing data involving all the variables of interest in this study (refer to the Measures section), which ranged from 19% to 58%, were nonsystematic (χ²3783=766.0; P>.99). Thus, we handled missing data using full information maximum likelihood imputation [53]. Maximum likelihood imputation is a method that ascertains the parameter values of a model using mean and variance; it maximizes the chance that the values generated are closest to those observed.

We used multiple group confirmatory factor analyses to establish sequentially the different levels of measurement invariance of the 1-factor befriender support and 1-factor seeker psychological well-being models across 4 time points. Results revealed configural invariance (in factorial structure), metric invariance (in factor loadings), and scalar invariance (in item intercepts) with acceptable model fit indexes (RMSEA<0.08; SRMR<0.10; CFI>0.90). Comparing constrained versus unconstrained measurement models, the differences in goodness-of-fit indexes were below the recommended cutoff value of CFI=0.01 [55]. These results confirmed the longitudinal invariance of the 1-factor model for both befrienders’ support and seekers’ psychological well-being for meaningful comparisons of scores across time.

Tables 1 and 2 present the descriptive statistics and correlations among variables for each letter exchange for seekers and befrienders, respectively. Of the 4 components of psychological well-being, mattering and selfhood displayed consistently moderate and positive associations, and similar associations were documented between compassion and mindfulness for both befrienders and seekers. For seekers, perceived social support had low to moderate negative associations with psychological symptoms at each time point (eg, support and well-being at time 1 [before the intervention]) and across time (support at time 1 and well-being at time 3 [first follow-up at 6 weeks]; refer to Table S3 in Multimedia Appendix 1).
Table 1. Correlations and descriptive statistics for seekers on study variables for letter exchanges over the 3-week intervention.\textsuperscript{a}

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ma\textsuperscript{b} \textsuperscript{c}</td>
<td>d</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>Ma \textsuperscript{2}\textsuperscript{e}</td>
<td>0.26</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.86 (0.87)</td>
</tr>
<tr>
<td>3</td>
<td>Ma \textsuperscript{3}\textsuperscript{f}</td>
<td>0.43</td>
<td>0.53</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.58 (1.02)</td>
</tr>
<tr>
<td>4</td>
<td>Ma \textsuperscript{4}\textsuperscript{g}</td>
<td>0.60</td>
<td>0.58</td>
<td>0.78</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.56 (0.99)</td>
</tr>
<tr>
<td>5</td>
<td>S \textsuperscript{h} \textsuperscript{1}</td>
<td>0.18</td>
<td>0.12</td>
<td>0.11</td>
<td>0.10</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.47 (1.29)</td>
</tr>
<tr>
<td>6</td>
<td>S \textsuperscript{2}</td>
<td>0.21</td>
<td>0.06</td>
<td>0.18</td>
<td>0.22</td>
<td>0.17</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.07 (1.76)</td>
</tr>
<tr>
<td>7</td>
<td>S \textsuperscript{3}</td>
<td>0.27</td>
<td>0.13</td>
<td>0.10</td>
<td>0.22</td>
<td>0.14</td>
<td>0.38</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.39 (1.05)</td>
</tr>
<tr>
<td>8</td>
<td>S \textsuperscript{4}</td>
<td>0.27</td>
<td>0.27</td>
<td>0.28</td>
<td>0.18</td>
<td>0.21</td>
<td>0.58</td>
<td>0.41</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.63 (1.77)</td>
</tr>
<tr>
<td>9</td>
<td>C \textsuperscript{i} \textsuperscript{1}</td>
<td>0.15</td>
<td>0.26</td>
<td>0.14</td>
<td>0.15</td>
<td>0.28</td>
<td>0.13</td>
<td>0.10</td>
<td>0.24</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.63 (1.02)</td>
</tr>
<tr>
<td>10</td>
<td>C \textsuperscript{2}</td>
<td>0.10</td>
<td>0.21</td>
<td>0.28</td>
<td>0.32</td>
<td>0.18</td>
<td>0.15</td>
<td>0.11</td>
<td>0.12</td>
<td>0.44</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.53 (1.24)</td>
</tr>
<tr>
<td>11</td>
<td>C \textsuperscript{3}</td>
<td>0.15</td>
<td>0.19</td>
<td>0.26</td>
<td>0.33</td>
<td>0.16</td>
<td>0.13</td>
<td>0.22</td>
<td>0.20</td>
<td>0.35</td>
<td>0.70</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.53 (0.75)</td>
</tr>
<tr>
<td>12</td>
<td>C \textsuperscript{4}</td>
<td>0.26</td>
<td>0.29</td>
<td>0.16</td>
<td>0.46</td>
<td>0.29</td>
<td>0.10</td>
<td>0.14</td>
<td>0.24</td>
<td>0.44</td>
<td>0.78</td>
<td>0.70</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.84 (0.81)</td>
</tr>
<tr>
<td>13</td>
<td>M \textsuperscript{i} \textsuperscript{1}</td>
<td>0.19</td>
<td>0.11</td>
<td>0.16</td>
<td>0.18</td>
<td>0.19</td>
<td>0.16</td>
<td>0.16</td>
<td>0.14</td>
<td>0.16</td>
<td>0.18</td>
<td>0.17</td>
<td>0.22</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.30 (1.00)</td>
</tr>
<tr>
<td>14</td>
<td>M \textsuperscript{2}</td>
<td>0.18</td>
<td>0.19</td>
<td>0.11</td>
<td>0.17</td>
<td>0.12</td>
<td>0.13</td>
<td>0.18</td>
<td>0.14</td>
<td>0.18</td>
<td>0.30</td>
<td>0.17</td>
<td>0.13</td>
<td>0.25</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.16 (1.90)</td>
</tr>
<tr>
<td>15</td>
<td>M \textsuperscript{3}</td>
<td>0.11</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.14</td>
<td>0.15</td>
<td>0.19</td>
<td>0.21</td>
<td>0.13</td>
<td>0.15</td>
<td>0.39</td>
<td>0.17</td>
<td>0.45</td>
<td>0.60</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.91 (1.35)</td>
</tr>
<tr>
<td>16</td>
<td>M \textsuperscript{4}</td>
<td>0.20</td>
<td>0.24</td>
<td>0.17</td>
<td>0.13</td>
<td>0.27</td>
<td>0.21</td>
<td>0.12</td>
<td>0.17</td>
<td>0.26</td>
<td>0.35</td>
<td>0.30</td>
<td>0.56</td>
<td>0.56</td>
<td>0.64</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.31 (1.18)</td>
</tr>
<tr>
<td>17</td>
<td>PWB \textsuperscript{k} \textsuperscript{1}</td>
<td>0.15</td>
<td>0.12</td>
<td>0.34</td>
<td>0.15</td>
<td>0.21</td>
<td>0.11</td>
<td>0.17</td>
<td>0.38</td>
<td>0.12</td>
<td>0.10</td>
<td>0.19</td>
<td>0.16</td>
<td>0.27</td>
<td>0.14</td>
<td>0.20</td>
<td>0.28</td>
<td>—</td>
<td>10.72 (1.06)</td>
</tr>
<tr>
<td>18</td>
<td>PWB \textsuperscript{2}</td>
<td>0.05</td>
<td>0.38</td>
<td>0.24</td>
<td>0.15</td>
<td>0.24</td>
<td>0.45</td>
<td>0.23</td>
<td>0.20</td>
<td>0.17</td>
<td>0.25</td>
<td>0.26</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.19</td>
<td>0.11</td>
<td>0.52</td>
<td>—</td>
</tr>
<tr>
<td>19</td>
<td>PWB \textsuperscript{3}</td>
<td>0.17</td>
<td>0.33</td>
<td>0.42</td>
<td>0.28</td>
<td>0.32</td>
<td>0.13</td>
<td>0.15</td>
<td>0.14</td>
<td>0.18</td>
<td>0.18</td>
<td>0.11</td>
<td>0.31</td>
<td>0.17</td>
<td>0.13</td>
<td>0.15</td>
<td>0.54</td>
<td>0.76</td>
<td>—</td>
</tr>
<tr>
<td>20</td>
<td>PWB \textsuperscript{4}</td>
<td>0.08</td>
<td>0.29</td>
<td>0.36</td>
<td>0.26</td>
<td>0.10</td>
<td>0.33</td>
<td>0.23</td>
<td>0.13</td>
<td>0.13</td>
<td>0.28</td>
<td>0.10</td>
<td>0.13</td>
<td>0.34</td>
<td>0.12</td>
<td>0.25</td>
<td>0.11</td>
<td>0.52</td>
<td>0.69</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Coefficients above the diagonal refer to those for befrienders, and coefficients below the diagonal refer to those for seekers. All correlation coefficients >0.15 are significant.

\textsuperscript{b}Ma: mattering.

\textsuperscript{c}1: first letter exchange.

\textsuperscript{d}Not applicable.

\textsuperscript{e}2: second letter exchange.

\textsuperscript{f}3: third letter exchange.

\textsuperscript{g}4: fourth letter exchange.

\textsuperscript{h}S: selfhood.

\textsuperscript{i}C: compassion.

\textsuperscript{j}M: mindfulness.

\textsuperscript{k}PWB: psychological well-being.
Table 2. Correlations and descriptive statistics for befrienders on study variables for letter exchanges over the 3-week intervention.\(^a\)

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | Mean (SD) |
| 1. Ma\(^b\) | 3.14 (0.17) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 2. Ma \(^2\) | 2.91 (0.83) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 3. Ma \(^3\) | 2.59 (0.60) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 4. Ma \(^4\) | 2.00 (0.52) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 5. \(^a\) | 2.74 (1.87) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 6. S 2 | 3.43 (1.87) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 7. S 3 | 3.68 (1.17) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 8. S 4 | 3.87 (0.32) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 9. C \(^1\) | 3.03 (0.93) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 10. C 2 | 3.22 (1.11) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 11. C 3 | 3.45 (0.75) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 12. C 4 | 3.61 (0.45) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 13. M 1 | 3.87 (1.97) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 14. M 2 | 4.04 (1.78) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 15. M 3 | 4.21 (1.59) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 16. M 4 | 4.38 (1.48) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 17. PWB \(^1\) | 4.55 (1.37) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 18. PWB 2 | 4.72 (1.18) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 19. PWB 3 | 4.89 (1.09) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| 20. PWB 4 | 5.06 (1.00) | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |

\(^a\)All correlation coefficients >0.15 are significant.
\(^b\)Ma: mattering.
\(^c\)1: first letter exchange.
\(^d\)Not applicable.
\(^e\)2: second letter exchange.
\(^f\)3: third letter exchange.
\(^g\)4: fourth letter exchange.
\(^h\)S: selfhood.
\(^i\)C: compassion.
\(^j\)M: mindfulness.
\(^k\)PWB: psychological well-being.

**Main Analyses**

**Aim 1**

To address research question 1 and hypothesis 1, we examined if Accesset digital peer support training was effective in training befrienders to provide effective peer support by assessing the adoption of and fidelity to the training curriculum through the letter exchanges between seekers and befrienders. Specifically, we evaluated the text of the letter exchanges in terms of the extent to which befrienders displayed fidelity in applying the 4 components of psychological well-being—specifically, mattering, selfhood, compassion, and mindfulness—in their peer responses to seekers’ disclosures. To control for multiple comparisons, we applied the Bonferroni post hoc tests. Befrienders’ peer responses demonstrated greater selfhood (support) after training (mean 62.83, SE 10.18) than before training (mean 54.86, SE 7.32; \(t_{34}=3.88; P<.001\)). However, their support responses did not indicate greater mattering after training (mean 9.03, SE 3.87) than before training (mean 9.34, SE 3.87; \(t_{34}=0.40; P=.69\)). The same outcomes were observed for compassion after training (mean 8.57, SE 3.20) and before training (mean 9.09, SE 3.97; \(t_{34}=0.40; P=.50\)) and mindfulness after training (mean 10.00, SE 2.63) and before training (mean 11.17, SE 3.59; \(t_{34}=1.64; P=.11\)).
Aim 2

Research Question 2a and Hypothesis 2a
To address research question 2a and hypothesis 2a, we examined if the Acceset peer support training of befrienders enhanced the 4 components of psychological well-being among seekers. We compared the change in mattering, selfhood, compassion, and mindfulness scores of seekers over the course of the study. We conducted 4 sets of latent growth curve modeling to examine the trajectories of mattering, selfhood, compassion, and mindfulness by fitting individual baseline growth models. Table 3 presents the parameter estimates and fit statistics for the latent growth curve models for the 4 components of psychological well-being. For each component, we found a best-fit model. The chi-square difference tests, BICs, and the various alternative fit indexes indicated that alternative models were poorer fits. Figure 2 shows the models examined and the best-fit models for each of the 4 components of psychological well-being.

Table 3. Latent growth models for the 4 components of psychological well-being: fit indexes and estimates.

<table>
<thead>
<tr>
<th>Component and model</th>
<th>Goodness of fit</th>
<th>Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSEA&lt;sup&gt;a&lt;/sup&gt; (90% CI)</td>
<td>CFI&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mattering</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L&lt;sup&gt;f,g&lt;/sup&gt;</td>
<td>0.00 (0.00-0.05)</td>
<td>1.00</td>
</tr>
<tr>
<td>Q&lt;sup&gt;i&lt;/sup&gt;</td>
<td>0.02 (0.01-0.05)</td>
<td>0.98</td>
</tr>
<tr>
<td>NL&lt;sup&gt;j&lt;/sup&gt;</td>
<td>0.04 (0.00-0.09)</td>
<td>0.96</td>
</tr>
<tr>
<td>Selfhood</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>0.03 (0.00-0.05)</td>
<td>0.99</td>
</tr>
<tr>
<td>Q</td>
<td>0.04 (0.00-0.16)</td>
<td>0.98</td>
</tr>
<tr>
<td>NL</td>
<td>0.09 (0.00-0.17)</td>
<td>0.90</td>
</tr>
<tr>
<td>Compassion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>0.22 (0.15-0.30)</td>
<td>0.67</td>
</tr>
<tr>
<td>Q</td>
<td>0.11 (0.00-0.21)</td>
<td>0.92</td>
</tr>
<tr>
<td>NL</td>
<td>0.00 (0.00-0.04)</td>
<td>1.00</td>
</tr>
<tr>
<td>Mindfulness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>0.29 (0.22-0.37)</td>
<td>0.00</td>
</tr>
<tr>
<td>Q</td>
<td>0.17 (0.08-0.26)</td>
<td>0.00</td>
</tr>
<tr>
<td>NL</td>
<td>0.06 (0.00-0.09)</td>
<td>0.92</td>
</tr>
</tbody>
</table>

<sup>a</sup>RMSEA: root mean square error of approximation.
<sup>b</sup>CFI: comparative fit index.
<sup>c</sup>SRMR: standardized root mean square residual.
<sup>d</sup>BIC: Bayesian information criterion.
<sup>e</sup>Standardized estimate.
<sup>f</sup>L: linear.
<sup>g</sup>Italics indicate the best-fit models.
<sup>h</sup>P<.01.
<sup>i</sup>Q: quadratic.
<sup>j</sup>NL: nonlinear curve.
<sup>k</sup>P<.05.
Figure 2. Latent growth curve models for the 4 components of psychological well-being among seekers. For mattering and selfhood, the linear baseline model was the best-fitting model (in black); for compassion and mindfulness, the nonlinear curve-fitting baseline model was the best-fitting model (in red).

**Mattering**
The linear model demonstrated excellent fit, but rate of change was not significant. The initial level and rate of change in mattering did not indicate significant association ($r_{100}=0.17; P=.12$). Seekers’ sense of mattering demonstrated limited change at 0 (baseline), 3 (postintervention assessment), 6 (follow-up assessment), and 9 (follow-up assessment) weeks.

**Selfhood**
The linear model demonstrated excellent fit. The moderate initial level of selfhood increased linearly from baseline to the final follow-up assessment, and the initial level was unrelated to its rate of change ($r_{100}=0.03; P=.95$). Seekers had moderate level of selfhood development before the intervention, and the increase in selfhood at postintervention assessment was sustained at the follow-up assessments at 6 and 9 weeks.

**Compassion**
The optimal curve-fitting model revealed excellent fit. The low initial level of compassion had a sharp increase from baseline to postintervention assessment, which increased modestly at subsequent follow-up assessments. The initial level of mindfulness was not significantly related to its rate of change ($r_{100}=0.27; P=.21$). Before the Acceset peer support intervention, seekers indicated a low level of compassion that increased substantially following the intervention and modestly at the 6- and 9-week follow-ups.

**Mindfulness**
The optimal curve-fitting model demonstrated excellent fit and revealed a low initial level with sharp increase following the intervention and continued to increase subsequently but dipped slightly at the last follow-up assessment. The initial level of mindfulness was not significantly related to its rate of change ($r_{100}=0.33; P=.56$). Seekers experienced a pronounced increase in mindfulness from baseline to postintervention assessment, and this continued to increase at the 6-week follow-up. However, mindfulness decreased slightly at 9 weeks—the final follow-up.

**Research Question 2b and Hypothesis 2b**
As for research question 2b and hypothesis 2b, congruent with our hypothesis, engagement with Acceset digital peer support led to improved mental well-being of seekers in the intervention group, particularly lower psychological symptoms (postintervention assessment; mean 7.15, SE 0.88; Table 4), as compared with the waitlist control group (before the intervention; mean 11.75, SE 0.89; $t_{89}=3.44; P<.001$). We assessed the sustained effect of the digital peer support intervention beyond the period of the intervention by evaluating...
the change in mental well-being of the participants in both groups (intervention and control) after 3, 6, and 9 weeks from the baseline using self-report questionnaires. In conducting independent-sample t tests, we controlled for multiple comparisons using Bonferroni post hoc tests. Seekers experienced less psychological symptoms at postintervention assessment (ie, 3 weeks; mean 9.49, SE 1.16; \( t_{46} = 3.14; P = .003 \)) and at the first follow-up (ie, 6 weeks; mean 8.45, SE 1.30; \( t_{38} = 3.20; P = .003 \)), but not at the second follow-up (ie, 9 weeks; mean 10.26, SE 1.51; \( t_{38} = 1.74; P = .09 \)), than they did at baseline (mean 12.06, SE 1.20). Seekers’ support-seeking behaviors beyond the Acceset platform were assessed through their perceived social support at weeks 6 and 9. Compared with baseline (mean 63.38, SE 1.50), seekers’ perceived social support did not differ significantly at weeks 3 (mean 63.92, SE 1.35; \( t_{62} = 0.43; P = .67 \)), 6 weeks (mean 62.25, SE 2.09; \( t_{44} = 0.44; P = .66 \)), and 9 weeks (mean 62.60, SE 2.38; \( t_{42} = 0.46; P = .65 \)).

Table 4. Descriptive statistics for support and psychological well-being among seekers in the treatment and control arms at baseline, postintervention assessment, and follow-ups.

<table>
<thead>
<tr>
<th></th>
<th>Baseline(^a), mean (SD)</th>
<th>Postintervention assessment(^b), mean (SD)</th>
<th>First follow-up(^c), mean (SD)</th>
<th>Second follow-up(^d), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSS(^e)</td>
<td>63.47 (9.71)</td>
<td>66.06 (7.92)</td>
<td>61.35 (9.15)</td>
<td>60.60 (11.20)</td>
</tr>
<tr>
<td>PWB(^f)</td>
<td>10.16 (3.22)</td>
<td>7.15 (0.88)</td>
<td>9.71 (2.99)</td>
<td>10.18 (3.45)</td>
</tr>
<tr>
<td><strong>Control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSS</td>
<td>62.39 (8.99)</td>
<td>61.78 (8.33)</td>
<td>63.15 (9.04)</td>
<td>64.60 (10.31)</td>
</tr>
<tr>
<td>PWB</td>
<td>11.75 (2.97)</td>
<td>8.13 (1.15)</td>
<td>7.19 (1.89)</td>
<td>10.34 (3.99)</td>
</tr>
</tbody>
</table>

\(^a\)First time point (before the intervention; 0 weeks).
\(^b\)Second time point (3 weeks).
\(^c\)Third time point (6 weeks).
\(^d\)Fourth time point (9 weeks).
\(^e\)PSS: perceived social support.
\(^f\)PWB: psychological well-being.

Additional independent t tests were conducted to determine if seekers who provided data across all 4 time points were different from those who discontinued the study and provided less data points, which could bias our results. We expected instances when seekers and befriending partners dropped out of the study, for example, when seekers indicated high risk of depression and suicidality during the course of the study. It was also possible that befriending partners discontinued the letter exchange with seekers because the letter content caused distress to the befriending partners. In such cases, the platform informed the seekers and sought their consent to end the letter thread or continue the letter exchange with a new befriending partner.

For research question 2c and hypothesis 2c, we elucidated the mechanism of change linking the digital peer support intervention to emerging adult mental well-being (Figure 3) by assessing whether and how the initial level and rate of change from baseline to weeks 3, 6, and 9 in befriending partners’ support related to seekers’ initial level and rate of change in mental well-being.

The findings revealed that the conditional growth model on the growth factors of befriending partners’ support that predicted seekers’ psychological well-being demonstrated acceptable fit (N=100, \( \chi^2_{19} = 71.4; P<.001; \ RMSEA=0.06; 90\% \ CI 0.02-0.08; \ SRMR=0.08; \ CFI=0.98; \ BIC=4599.26 \)). None of the covariates for befriending partners’ support and seekers’ psychological well-being were significant. The initial level of seekers’ experience of psychological symptoms positively predicted the rate of change (ie, increase) in befriending partners’ support (\( r_{100}=0.74; P<.001 \)). Seekers with lower mental well-being at the start of the study, who reported more depressive and anxiety symptoms, experienced a greater rate of increase in support from befriending partners over the course of 21 days or 3 weeks of the intervention using the Acceset platform. The rate of change or increase in befriending partners’ support positively predicted the rate of change or decrease in seekers’ psychological symptoms (\( r_{100}=0.22; P<.001 \)). In other words, befriending partners’ support that increased over the course of the intervention led to the decrease in depressive and anxiety symptoms among seekers at postintervention assessment (3 weeks) and at the follow-up assessments (6 and 9 weeks). Thus, seekers’ engagement with the digital peer support intervention over the Acceset platform demonstrated both immediate (at 3 weeks after the intervention) and prospective implications for enhanced mental well-being.
Figure 3. Conditional growth model on befrienders’ support and seekers’ psychological well-being (befrienders: n=30 emerging adults; seekers: n=100 emerging adults). All path coefficients are standardized, with SEs in parentheses; none of the covariates were significant, and they were not included in this model. **P<.01.

Discussion

Principal Findings

This RCT assessed the effectiveness of a digital peer support intervention on emerging adults’ psychological well-being—specifically, anxiety and depressive symptoms. In total, 2 aims were explored. First, we assessed the training effectiveness of the digital peer support training and intervention. Befrienders’ adoption of and fidelity to the training program was indicated by the extent to which their peer support responses demonstrated the 4 components of well-being—mattering, selfhood, compassion, and mindfulness. Hypothesis 1 was partially supported; befrienders’ peer support responses demonstrated significantly higher post- than pretraining scores for selfhood but not for the other 3 components.

Second, we examined the clinical efficacy of the digital peer support intervention on seekers’ psychological well-being. We found evidence for hypothesis 2a in that the intervention enhanced 3 components of psychological well-being among seekers over the course of the study; these were selfhood, compassion, and mindfulness. Our findings provided evidence for hypothesis 2b. Specifically, seekers in the intervention group had improved psychological well-being with lower symptoms of anxiety and depression after the intervention than seekers in the waitlist control group before the intervention. Furthermore, the effect of the intervention on seekers’ psychological well-being was sustained beyond the period of the intervention. In particular, seekers reported less psychological symptoms at postintervention assessment (3 weeks from baseline) and at the first follow-up assessment (6 weeks from baseline) but not at the second follow-up assessment (9 weeks from baseline).
also assessed seekers’ support-seeking behaviors beyond the Acceset platform and found that their perceived social support at 3, 6, and 9 weeks did not differ significantly from baseline—before the intervention.

We elucidated the mechanism of change that linked befrienders’ digital peer support to the psychological well-being of seekers. Our results lend credence to hypothesis 2c—seekers’ engagement with the digital peer support intervention demonstrated both immediate and prospective implications for their psychological well-being. The increasing trajectory of befrienders’ support over the course of the intervention predicted seekers’ experience of decrease in anxiety and depression symptoms at the postintervention (3 weeks) and follow-up (6 and 9 weeks) assessments. This study on a digital peer support intervention for emerging adult psychological well-being is the first to harness the interventional potential of 4 components of emerging adult psychological well-being and elucidate a mechanism of change involving digital peer support in enhancing psychological well-being. Our intervention also incorporated and validated digital markers of psychological well-being, especially emotion stamps, motivational Graphic Interface Formats, and functional adjustment stamps as reflecting emotionality, motivations, and psychological symptoms, respectively. Findings from our RCT provide the parameters and conditions for a novel mobile health (mHealth) peer support intervention that is effective in intervening in emerging adult psychological well-being in real-world settings.

**Effectiveness of Digital Peer Support Intervention: Training Befrienders (Aim 1)**

Of the 4 components of psychological well-being, specifically, mattering, selfhood, compassion, and mindfulness, our RCT revealed that digital peer support training is effective in building emerging adults’ capacity to provide peer support responses that enhance their peers’ selfhood. This finding is consistent with an extensive body of work documenting the role of peers that is crucial in young people’s self and identity development as they establish and maintain complex social relationships, especially peer relationships [56-58]. In contrast, the lack of evidence regarding training emerging adults, specifically peer befrienders who provided support, in harnessing mattering, compassion, and mindfulness in their peer responses suggests that these components may require more deliberate efforts to be incorporated into young individuals’ support responses. Selfhood development is routine and happens in everyday life [56-58], especially during emerging adulthood, when negotiating identity exploration is a key developmental task [1], whereas compassion and mindfulness are more intentional and require active engagement of one’s cognition and insights [37-39]. Future RCTs are necessary to validate the adoption of and fidelity to training efficacy to harness the 4 components of psychological well-being in emerging adults’ online peer support responses.

**Digital Peer Support Intervention: Clinical Outcomes for Seekers and Mechanism of Change (Aim 2)**

Our RCT findings on the increasing trajectories of selfhood, compassion, and mindfulness among seekers—emerging adults who sought support on the digital platform—provide empirical evidence for these 3 components as active ingredients of psychological well-being [19-21]. The characteristics of the change trajectories of selfhood, compassion, and mindfulness among seekers were aligned with the findings on befrienders’ adoption of and fidelity to the peer support training curriculum. In particular, we found that, among seekers, the moderate initial level of selfhood increased linearly throughout the course of the study, which contrasted with the low initial levels of compassion and mindfulness that increased sharply following the intervention but modestly at the follow-ups. Thus, selfhood may present greater interventional potential as an active ingredient of emerging adults’ psychological well-being—both for training peers in providing support and for those who seek support—in light of how a key developmental feature of emerging adulthood is self-exploration [1]. These findings are consistent with our ongoing meta-analytic review on how young people’s selfhood and psychopathology indicate the negative moderate relations of multiple self-variables with specific mental health conditions—anxiety and depression (PROSPERO registration: CRD42021248495).

Examining clinical efficacy, we found that the digital peer support intervention led to improved psychological well-being among emerging adults, with lower self-report symptoms of anxiety and depression at the postintervention assessment and the first follow-up assessment at 6 weeks but not at 9 weeks. Clinical outcomes associated with traditional peer support that takes place face to face are well established [28]. Importantly, our RCT provides robust empirical evidence for the clinical effectiveness of peer support delivered on a digital platform. Our ongoing systematic review and meta-analysis on peer support and mental health also found that interventional peer support has a high positive effect on mental health functioning with limited carryover effect (PROSPERO registration: CRD42022353624). Our RCT indicated that the window for harnessing the effective, therapeutic potential of online peer support for emerging adult psychological well-being via the selected peer support platform may not extend beyond 6 weeks—a finding that warrants future empirical investigation. Although we assessed and expected individuals to indicate higher perceived social support during the intervention and beyond (as compared with the level before the intervention), our findings were contrary to expectations. Perceived social support is typically conceptualized and operationalized as a regular form of peer support that one obtains from close social networks [47], which may be distinct from active engagement in and solicitation of peer support from peers with common lived experiences from the community [59].

By elucidating the mechanism of change, we found that emerging adults with lower psychological well-being at the start of the study, who reported more depressive and anxiety symptoms, experienced greater online peer support from befrienders over the course of the intervention using the Acceset platform. This result provides important insights into the therapeutic benefits of active solicitation of support from peers in the community for enhancing psychological well-being among emerging adults, especially college students [60], and lends credence to the social sharing of emotions framework [12,13]. In particular, emotional disclosure on digital platforms functions...
as a psychological process of support that facilitates emotion regulation and recovery and mitigates the experience of anxiety and depressive symptoms among emerging adults. More importantly, our findings revealed that online peer support increased over the course of the intervention, which predicted the pronounced decrease in emerging adults’ (seekers) psychological symptoms at the postintervention assessment (3 weeks) and the sustained level of symptoms at the follow-up assessments (6 and 9 weeks). Thus, engagement with the digital peer support intervention demonstrated both immediate and prospective implications for enhanced psychological well-being among emerging adults.

Limitations and Conclusions
A possible limitation of this RCT of a digital peer support intervention for emerging adult psychological well-being is the use of self-report measures for assessing clinical outcomes, which could be subject to under- or overestimation of anxiety and depressive symptoms [45]. However, the use of self-report measures was aligned with the confidentiality and feasibility considerations given the anonymity of seeker-befriender-moderator interactions on the platform and is consistent with the standard procedure of peer-led mHealth interventions for young people [61]. Another limitation is the preliminary results on validating the digital markers of psychological well-being on the Acceset platform. Future research may assess additional evidence to further evaluate the actionability of these digital markers. In turn, these markers could potentially be used to triangulate evidence from self-report measures and physiological biomarkers, such as cortisol levels and blood pressure, to enhance the validity and reliability of clinical outcomes involving emerging adults’ psychological well-being [62]. Furthermore, the evidence built on the single-site superiority trial outlined in this study limits the external validity of the digital peer support intervention in real-world settings [30]. Future research should consider properly powered and rigorous studies using multiple trials of strategies and multiple sites for potential expansion into larger cohorts and potential downstream studies that could provide insight into longer-term retention to build the evidence on the effects of digital interventions in addressing emerging adult mental health.

Notwithstanding these limitations, this study’s development and validation of a novel digital innovation realize important contributions to the field of emerging adult mental health [25,30]. The key strengths of the proposed intervention are the scalability and sustainability of the digital peer support intervention. Existing evidence suggests that for scalability of web-based nonprofessional peer support training to attain the desired reach, it should incur minimal cost, not be constrained by geographical locations, and be available to individuals from diverse backgrounds and abilities [26,61]. Congruent with these findings, the studied digital peer support intervention is designed to maximize reach and is widely accessible at scale by adopting dual community engagement approaches (active and consultative) to drive optimal user engagement [30]. Our intervention uses the active method of community engagement in providing web-based safety support for young people. This form of peer support is affordable and readily available as it draws on the common lived experiences of the community, with peers functioning as befrienders and moderators who provide their peer seekers with emotional support. By using the community consultative method, college students aged 19 to 25 years from institutes of higher learning (IHLs) in Singapore were consulted in co-designing the Acceset platform. Relatedly, a unique aspect of our intervention is that it taps into community-driven cocreation, validation, and potential deployment of mHealth interventions for mental health by leveraging technology and engaging clinicians, psychologists, and counselors in the community to further the sustainability of digital peer support. This intervention may represent a scalable, sustainable, and low-cost prevention strategy that has therapeutic potential in supporting the psychological well-being of young people.

There are potential recommendations for future design and implementation of digital peer support for youth mental health based on results from our RCT and those from a systematic review and meta-analysis of RCTs on the sustainable effects of mental health interventions for students from IHLs [63-65]. First, digital peer support interventions need to maximize the effectiveness and sustainability of psychological interventions for mental health, especially for emerging adults, by emphasizing the importance of a multi-systemic approach [63-65] that entails contributions from the individual, community, and societal levels. Second, to establish and maintain the dynamics of the digital peer support platform, future interventions can consider a system comprising seekers, befrienders, and moderators. This dynamic system is characterized by individual contributions and the opportunity for seekers to join the peer support network as befrienders to expand the online support groups. Third, to normalize digital peer support as a new service delivery model, collaborations with policy makers and IHLs in designing safety standards and protocols for emerging adult engagement with digital peer support is necessary as a next step forward.
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Abstract

Background: Rural mental health is a growing area of concern internationally, and online mental health forums offer a potential response to addressing service gaps in rural communities.

Objective: The objective of this study was to explore and identify pathways by which online peer support mental health forums help to build resilience for rural residents experiencing mental ill-health by contributing to overcoming their specific contextual challenges.

Methods: We developed a Theoretical Resilience Framework and applied it to 3000 qualitative posts from 3 Australian online mental health forums and to data from 30 interviews with rural forum users.

Results: Drawing on the findings and an abductive approach, a logic model was developed to illustrate links between the resilience resources built and enabling features of forums that make them spaces that facilitate resilience.

Conclusions: The study demonstrated that online forums make valuable contributions to social well-being and access to a range of timely support services for rural people experiencing mental ill-health, and, while doing so, involve users in the processes of resilience building. The study provides a new way for practitioners to frame the work of and value produced by forums. It gives a logic model that can be used in evaluation and audit as it facilitates a causal framing of how forums, as an intervention, link with resilience outcomes. Ultimately, the study contributes to developing new knowledge about how rural resilience building can be conceptualized and measured while showing how forums are part of contemporary health service provision in rural places.

(JMIR Ment Health 2023;10:e47459) doi:10.2196/47459
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Introduction

Online Mental Health Peer Support Forums
Since the 2010s, online mental health forums have gained popularity as a way to give and receive information and emotional support between peers experiencing mental health conditions [1]. Factors influencing this trend include increased accessibility of the internet [2], evidence of the benefits of mental health peer support [3,4], and increasing provision of mental health and well-being services by nonprofit organizations focusing on holistic support [5]. Most recently, the COVID-19
pandemic accelerated public acceptability of web-based health services [6].

Studies provide evidence of multiple benefits from using online mental health peer support forums [7]. Forums offer timely access, are efficient in responding to multiple types of needs [8], and overcome geographical boundaries by linking people with similar interests [1]. Compared with the provision of traditional on-premises services, a unique advantage of online peer support forums is their ability to provide access to information from others with similar experiences who can provide advice in nonclinical language [9]. This creation of a space of relating and empathy formed by exchanges between forum users helps to develop trust [10,11], enabling people to discuss their needs and to develop strategies for coping within a safe, anonymous environment [12].

In this study, we were particularly interested in the aspect of developing coping abilities and the use of positive coping mechanisms such as seeking social support, positive thinking and problem solving—all associated with the concept of resilience [13]. Interestingly, although previous studies of online forum use show a range of benefits, including some that have looked specifically at rural users [1], we have found no study that specifically considered how online forums could help to build resilience for rural people experiencing mental ill-health. As such, we draw together existing discussions about online mental health forums and rural resilience, and in doing so, present new knowledge for the field. Next, we provide an explanation of resilience in the context of this study.

Resilience in This Context

As a latent construct that is not objectively observable [14], resilience is conceptualized in different ways depending on the context. In social scenarios, it is suggested as a desirable collective resource for dealing with adversities, including responding to environmental disasters, lack of economic opportunities, inaccessibility of services, and public health challenges [15,16]. Community resilience has been discussed as building through proactive processes that continually add capacity for populations to respond to risks and effect change and involving persistence, adaptation, and transformation acting as interrelated phenomena allowing resilience to occur [17,18]. Resilience relates to the capacity to adapt and thrive by regarding “disturbances as an opportunity for change and development” [19]. It can be understood as both an ongoing process [20] and an outcome [21]. Magis [22] locates resilient community members in a relationship with resilient communities, suggesting a circular flow where resilient collectives help individuals by making resources available and where individuals then harness these resources to add to community capacity. She says resilience is “the existence, development, and engagement of community resources by community members to thrive in an environment characterized by change, uncertainty, unpredictability, and surprise. Members of resilient communities intentionally develop personal and collective capacity that they engage to respond to and influence the change, to sustain and renew the community, and to develop new trajectories for the communities’ future.”

A full description of the varying understandings of resilience is beyond the scope of this paper (for a detailed discussion of resilience in the rural context, refer to the paper by Skerratt [16]). Here, we understand resilience as having the individual resources to adapt and evolve to new circumstances after or while experiencing adversity [23] and building strength to deal with adversity and overcome vulnerabilities [20]. As we feature rural residents, we term this as “individual rural resilience.” However, reflecting back to the quote by Magis [22], findings are also relevant to other levels of resilience, involving understandings of collective or community resilience. This is because the collective of people using a forum can be understood as an online community where—by interacting on the web—forum users exchange resources for building resilience with each other. In addition, the people using the forums live in geographically rural communities, and thus, there is potential for positive gains in individuals’ resilience to contribute to collective resilience resources available to their geographical communities. This would happen by enabling people to participate in community life and by adding to the diversity of people who can contribute to community capacity [24].

Although governments and academics have proposed developing resilience as a way to respond to coping in challenging rural contexts, for individuals and communities, there has been less granular study of how specific interventions can influence rural resilience [17]. This results in a gap in tools to assist policy makers, capacity-building practitioners, and citizens to assess what is happening in resilience processes.

Forums and Resilience Building

This study focused on rural people experiencing mental ill-health. It focuses on what happens in online mental health peer support forums, and it takes a resilience lens to understand the impacts that forums can have on users’ lives. Living in rural places is widely acknowledged to present specific challenges for people experiencing mental ill-health, including inaccessibility of health services, lack of confidentiality, and experiences of stigma and isolation [25]. Given the exacerbated experiences of adversity for rural people experiencing mental ill-health compared with those of urban dwellers [26], there is distinct value in understanding the mechanisms that build rural resilience and respond to their needs.

Building resilience for people with mental ill-health resonates with understandings of recovery for this group as about gaining resources to deal with a fluctuating condition. Duff [27] depicts a good outcome as achieving “health in illness” by navigating “an individual practice of health in perpetual tension with the enduring symptoms of mental illness.” Understanding how rural individuals experiencing mental ill-health can build resilience via online forum use is not only important in itself but also—by helping to unpack pathways to resilience—can help to inform ways to develop and assess other interventions targeting rural resilience [23,28].

Considering the rapid development of web-based services, this study aimed to explore, systematize, and show a pathway by which specialized online peer support forums can act as an intervention to assist resilience building for rural people experiencing mental ill-health. To do so, we developed a
Theoretical Resilience Framework by using evidence combining rural community development and psychology perspectives. This draws on a chronology of multidisciplinary research by a team including Buikstra et al [20] and Berkes and Ross [23]. The framework (1) guided the analysis of post data generated by rural users of three online mental health forums hosted by Australian nonprofit organizations and (2) informed a topic schedule for interviews with rural forum users. In addition, by identifying resilience resources built, our data analysis reveals features of forums that enable resilience. By discovering how resilience builds and what enables it, we aimed to present a logic model that shows a pathway between using forums and rural resilience.

### Theoretical Resilience Framework

To address the study aims and assist with data collection and analysis, we used a narrative review approach [29] to inform the development of a Theoretical Resilience Framework (Table 1). A narrative review is a semisystematic literature review that is useful when analyzing complex, latent constructs, such as resilience [30], that are conceptualized diversely, making it challenging to conduct a fully systematic review [31]. Much of the literature about resilience takes a rural community–level perspective—that is, it considers collective population resources and structural resources (eg, economic opportunities, amenities, and services [32]). Another stream concerns individual psychological resources and is not contextually specific [33]. Context-free perspectives fail to acknowledge the layers of adversity experienced by rural people [26]. Our study targets the nexus of individuals experiencing mental ill-health and living in rural contexts. Few researchers target this specific area. Studies can be traced back to an initial multidisciplinary study of “shapers” of rural individual resilience [34]. Buikstra et al [20] refined and tested that work, offering a starting set of rural “resilience promoting factors.” Building from that study [20], we applied a snowball method [35] to identify other relevant literature. This involved (1) searching for later studies about resilience by authors of the original paper (ie, published after 2010) and (2) searching on Google Scholar for all recent papers that cited or were “related to” the study by Buikstra et al [20] (N=307 [cited or related]). From these studies, we included all those stating resilience factors that could relate to individuals (vs community-level factors; Table 1).

#### Table 1. Identifying individual resilience factors in the literature.

<table>
<thead>
<tr>
<th>Studies with individual resilience factors</th>
<th>Resilience factors given</th>
<th>Individual resilience factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hegney et al [34]</td>
<td>• The environment</td>
<td>• Connection with the place</td>
</tr>
<tr>
<td></td>
<td>• Connection with the place</td>
<td>• Family</td>
</tr>
<tr>
<td></td>
<td>• Family</td>
<td>• Culture</td>
</tr>
<tr>
<td></td>
<td>• Culture</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Being part of a rural community and community spirit</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buikstra et al [20]</td>
<td>• Social networks and support</td>
<td>• Social networks and support</td>
</tr>
<tr>
<td></td>
<td>• Positive outlook</td>
<td>• Positive outlook</td>
</tr>
<tr>
<td></td>
<td>• Learning</td>
<td>• Learning</td>
</tr>
<tr>
<td></td>
<td>• Early experience</td>
<td>• Early experience</td>
</tr>
<tr>
<td></td>
<td>• Environment and lifestyle</td>
<td>• Environment and lifestyle</td>
</tr>
<tr>
<td></td>
<td>• Sense of purpose</td>
<td>• Sense of purpose</td>
</tr>
<tr>
<td></td>
<td>• Embracing differences</td>
<td>• Embracing differences</td>
</tr>
<tr>
<td></td>
<td>• Beliefs</td>
<td>• Beliefs</td>
</tr>
<tr>
<td></td>
<td>• Leadership</td>
<td>• Leadership</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berkes and Ross [23]</td>
<td>• Social capital and networks</td>
<td>• Social capital and networks</td>
</tr>
<tr>
<td></td>
<td>• Sense of place</td>
<td>• Sense of place</td>
</tr>
<tr>
<td></td>
<td>• Values</td>
<td>• Values</td>
</tr>
<tr>
<td></td>
<td>• Social identity</td>
<td>• Social identity</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maclean et al [36]</td>
<td>• Knowledge, skills, and learning</td>
<td>• Knowledge, skills, and learning</td>
</tr>
<tr>
<td></td>
<td>• Community networks</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• People-place connections</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Community infrastructure</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Engaged governance</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leite et al [37]</td>
<td>• Formal education</td>
<td>• Formal education</td>
</tr>
<tr>
<td></td>
<td>• Local knowledge</td>
<td>• Local knowledge</td>
</tr>
<tr>
<td></td>
<td>• Autonomy</td>
<td>• Autonomy</td>
</tr>
<tr>
<td></td>
<td>• Family support</td>
<td>• Family support</td>
</tr>
<tr>
<td></td>
<td>• Social capital and networks of support</td>
<td>• Social capital and networks of support</td>
</tr>
<tr>
<td></td>
<td>• Access to psychological counseling</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• An “invigorating environment”</td>
<td></td>
</tr>
</tbody>
</table>

Using this set of individual resilience factors, we applied an abductive approach to generate a “final” Theoretical Resilience Framework against which to analyze all data in our study. Abduction involves working between an initial general theory...
(in this case, the multiple resilience factors suggested in the literature) and specific data (in this case, forum posts) to arrive at a workable theory that accounts for empirical data [38]. To do this, 3 researchers analyzed a sample of 100 forum posts and found consistent evidence of 5 factors (shown in Table 2). On speculating why only these variables were repeatedly evidenced, we found that some other variables appear to be more descriptive of personal attributes that would be less changeable over time, for example, beliefs and early experiences. Other variables are challenging to identify in qualitative data sets—for example, sense of purpose, positive outlook, embracing difference, and leadership. Notably, the factors in the final framework all represent resources that are subject to change, which makes them useful for studying the building of resilience in response to an intervention.

Table 2. Identifying factors of the Theoretical Resilience Framework.

<table>
<thead>
<tr>
<th>Initial rural individual resilience factors (from literature)</th>
<th>Retained or rejected based on sample analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social capital and related social connections, social support, family support, and social networks</td>
<td>Retained</td>
</tr>
<tr>
<td>Sense of belonging (including connection to the place)</td>
<td>Retained</td>
</tr>
<tr>
<td>Learning knowledge, skills, and education</td>
<td>Retained</td>
</tr>
<tr>
<td>Self-efficacy agency, self-organizing, and autonomy</td>
<td>Retained</td>
</tr>
<tr>
<td>Adaptive capacity</td>
<td>Retained</td>
</tr>
<tr>
<td>Culture, values, social identity, and beliefs</td>
<td>Rejected</td>
</tr>
<tr>
<td>Positive outlook</td>
<td>Rejected</td>
</tr>
<tr>
<td>Early experiences</td>
<td>Rejected</td>
</tr>
<tr>
<td>Sense of purpose</td>
<td>Rejected</td>
</tr>
<tr>
<td>Embracing difference</td>
<td>Rejected</td>
</tr>
<tr>
<td>Leadership</td>
<td>Rejected</td>
</tr>
<tr>
<td>Environment and lifestyle</td>
<td>Rejected</td>
</tr>
<tr>
<td>Local knowledge</td>
<td>Rejected</td>
</tr>
</tbody>
</table>

Therefore, the final Theoretical Resilience Framework postulates that individual rural resilience, in the context of this study (involving people experiencing mental ill-health in a rural context), is characterized by (1) social capital or access to networks of people and the support, trust, and inclusion they can foster [20]; (2) a sense of belonging, which concerns acceptance as part of a group or community and the processes that lead to identity formation [16]; (3) access to learning and knowledge, including information about multiple topics, leading to increased capacity to navigate change [21]; (4) self-efficacy or being able to self-organize or work toward feeling in a controlled state [23]; and (5) adaptive capacity in the sense of having resources that enable adaptation and behavior change [39]. The framework was used to guide data collection and analysis as discussed in the following sections.

Methods

Overview

This study derives from a large project called optimizing the roles of online communities in rural resilience and funded by the Australian Research Council. To explore resilience processes, we obtained qualitative forum post data of rural users and interviewed rural forum users in relation to online peer support forums of 3 well-known Australian mental health nonprofit organizations—SANE Australia, Beyond Blue, and ReachOut. The organizations, and thus their forums, target specific demographic groups (Table 3). We analyzed the post data thematically using a Theoretical Resilience Framework (Table 2). To verify the resilience themes found in the post data and to understand more about the features that enable resilience, in-depth interviews were conducted with 30 rural forum users. Our literature review and the 2 data sets were used together to triangulate findings and to identify pathways between the use of online mental health forums and building resilience.
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In this study, we define rural areas as all areas outside of “Major cities” using the Australian Statistical Geography Standard (ASGS) Remoteness Structure [40], which categorizes locations based on populations’ relative accessibility to services. This is a measure of rurality that “makes sense” in an Australian context, as populations and services are concentrated in major cities. According to a recent review, 49% of studies used a measure of relative service accessibility to denote relative rurality [41].

**Ethics Approval**

Ethics committee approval was granted by Swinburne University (R/2019/033).

**Participating Forums**

Available nationally to Australians, the forums we studied are accessible to anyone with internet access. People must register to be a member, and this allows them to post and read others’ posts. We use the term “users” here to distinguish those who post compared with other members who do not post. Clearly, this is shorthand, and members might “use” the forums by reading and using information in posts while not posting themselves. Those who do not post were not included. Forums users can choose to post on existing threads or to create new topic threads. Forums are moderated by staff paid by the host nonprofit organizations. Moderation broadly involves ensuring that users do not disclose personal or identifiable information, removing spam content, removing discouraging comments, preventing prescriptive advice and abusive language, and diffusing conflict.

**Forum Post Data**

To ethically collect forum post data, we ensured that our study aligned with the research principles of each of the host web-based mental health organizations [42]. We were able to use forum data because, when people register, they agree that their data may be used or reused for research purposes as long as it remains anonymous. Initially, a sample of deidentified forum posts (N=193,356 posts) was obtained, including from SANE (68,634/193,356, 35.49%), ReachOut (80,174/193,356, 41.46%), and Beyond Blue (44,548/193,356, 23.04%). Posts were collected from the period between August 2018 and December 2020. Data were “cleaned” before analysis to remove content that could be potentially identifiable, for example, web-based pseudonyms and references to named geographical locations, organizations, or people. Then, as we focused on rural residents, we selected all posts in which rural postcodes were provided when registering for membership. To obtain a sample that we could analyze in the time available, we further selected a sample of 1000 rural posts per forum (n=3000 posts). These 3000 posts included all posts from very remote (n=269, 8.97%) and remote (n=410, 13.67%) ASGS categories and a sample of 2321 (77.37%) outer regional–ASGS category posts randomized using the Excel (Microsoft Corporation) random function (ie, =RAND).

**Interview Data**

A sample of rural user interviewees was recruited using a recruitment advertisement posted on each forum. The recruitment posts explained the study’s aims and invited rural users to contact the researchers using a web-based “expression of interest” form. The interviews with 30 rural forum users were conducted between 2021 and 2022. Owing to rural locations, COVID-19 restrictions, and respect for users’ anonymity, 80% (24/30) of the interviews was conducted via phone and 20% (6/30) was conducted via Zoom. Duration ranged from 45 to 60 minutes. A “duty of care” protocol was provided that offered support to interviewees to access counseling resources if required.

Interviews were semistructured and included questions about users’ experiences with using forums, the extent to which benefits or disadvantages accrue, and reasons for changes to occur. Questions about resilience themes identified in the Theoretical Resilience Framework were included. Interviews encouraged users to comment about other aspects of services and community life that influenced overcoming adversity, allowing for other information to emerge according to the interests, experiences, and views of the interviewees [35]. All interviews were audio recorded with consent and transcribed verbatim. Interviewees’ ages ranged between 18 to >65 years. Of the 30 participants, 11 (37%) identified as men and 19 (63%) identified as women.
as women. All Australian states were represented, but none of the participants were from Northern Territory or Australian Capital Territory.

**Data Analysis**

Forum post and interview data were analyzed using a thematic qualitative analysis method [43]. First, data were analyzed deductively against the Theoretical Resilience Framework (refer to Table 4 for themes in data coded to resilience factors). Inductive analysis was also applied, to explore and discover (1) themes about challenges experienced by rural people and (2) themes about forum features that enable benefits for users. To increase the reliability of data analysis, 4 researchers (JF, SK, PK, and AM) initially read the data, noting themes independently. Agreement was then reached on an initial codebook outlining what would be included or excluded for each thematic code. Then, PK, AM, and KC systematically coded the forum posts and interview transcripts independently using NVivo (QSR International). These coded data were then discussed with the wide research team, and agreement was reached on any inconsistencies. At this point, the data were collected as rich bodies of posts and quotes for each theme. These were checked, and refinements were made regarding allocation according to theme by AS by rereading all coded material data. Agreement about inconsistencies was reached via discussion among the whole writing team. Some quotes or posts were allocated to >1 theme because content overlapped themes. In the findings, we have provided an overview of key insights along with illustrative forum posts (marked as Beyond Blue, ReachOut, and SANE) and interview quotes (using pseudonyms for anonymity).

<table>
<thead>
<tr>
<th>Resilience factor</th>
<th>Description of data coded to this resilience factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social capital</td>
<td>This category included descriptions about social connection, relatedness, or empathy between people, for example, expressions of friendship and friendly encounters such as peers offering encouragement to each other, referring to each other as friends, thanking peers for trusted friendships, and describing the value of these friendships.</td>
</tr>
<tr>
<td>Sense of belonging</td>
<td>This category included (1) people joining and posting messages seeking to belong to this community, for example, introducing themselves and telling their story; (2) posts that tell others that they belong; and (3) posts that reference the forum as a beneficial place, perhaps discussing features of the forum as if it is a physical place, and testimonials about forum benefits.</td>
</tr>
<tr>
<td>Learning and knowledge</td>
<td>This category included (1) giving knowledge, for example, strategies for coping with symptoms, including from lived experiences; (2) requests for advice or information, for example, how to access services; and (3) sharing web-based resources.</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>This category included descriptions relating to control or loss of control: (1) expressions relating to using the forum as a step to gain or regain control; (2) asking others on the forum to “hold them accountable”; and (3) where people tell their story to unload, sometimes with discussion suggesting that this helps to move on.</td>
</tr>
<tr>
<td>Adaptive capacity</td>
<td>This category included descriptions about how interacting on the forum has changed their activity, attitude, feeling, or knowledge.</td>
</tr>
</tbody>
</table>

**Developing a Logic Model**

Logic models are descriptions of the chain of causes and effects leading from an intervention to an outcome or outcomes of interest, that is, in our case, individual rural resilience. Logic models identify, describe, and arrange critical aspects of an intervention to represent how the intervention produces change, with arrows used to indicate causal relationships between the aspects [44]. They are a useful tool, as they offer an explicit visual statement of the activities that will cause change and the results expected when implementing a specific intervention. As such, they assist in identifying essential project resources and support planning. They can inform the design of future interventions and policies [45,46].

To develop a logic model depicting a pathway by which forums help to build rural resilience, we adopted an abductive approach. As explained by Timmermans and Tavory [38], “theory construction” using abductive analysis requires a “dialectic between data and generalisation as a way to account for empirical findings.” That is, it involves a “back and forth” between data and theory to establish whether the data are a case of x. In our study, we focused on the patterns and links between the factors and enablers of resilience in the Theoretical Resilience Framework, the empirical data about these, and any evidence of causality.

**Results**

**Overview**

In this section, we first applied inductive analysis to forum post data to reveal the challenges faced by rural people experiencing mental ill-health that they report on forums. Second, we presented findings from deductive analysis applying the Theoretical Resilience Framework to show resilience resources from forum use. We used data from interviews to confirm that forum users acknowledge that they gain these resources. Third, by applying inductive analysis to interview data, we identified features of forums raised in interviews that show how forums enable resilience to build. Wherever we have provided forum posts as examples, the spelling and grammar has been kept exactly as in the posts. These are indicated by the name of the forum and the number of the post, for example, “Beyond Blue; post 1011.” In the Discussion section, we applied evidence from the Results section to develop a logic model that outlines a pathway showing how forums as an intervention can enable resilience resources to be built (Figure 1).
Challenges Experienced

We grouped the challenges identified in the forum data into themes relating broadly to service inaccessibility, making and maintaining relationships, and lack of hope and agency. These are discussed in this section.

Users often paired mentions of their rural living with problems of inaccessibility to a spectrum of services including general practitioners, psychologists, counselors, mental health nurses, and psychiatrists. Challenges included nonexistence of some needed services, distance, lack of transport options, costs, and restricted choice—a crucial issue if the person had poor experiences with an available practitioner [47]. Illustrative posts include the following:

Today I drove 3 hours to the doctors to get my psych re-evaluation. I am falling apart. It’s official, I’m experiencing anxiety at unprecedented levels. To get there wasn’t easy. [Beyond Blue; post 1011]

I am on the waiting list to DBT [Dialectical Behavior Therapy] but live in the middle of nowhere so that’s not an option right now. [SANE; post 3]

How distance and inaccessibility exacerbated experiences of mental ill-health was frequently referenced; for example, a user described living on a cattle station 500 km from the closest town and struggling to cope with a new baby (Beyond Blue; post 3). Another resident of a small town referred to the debilitating impact on their agoraphobia, of trying to reach a specialist located >2 hours away (SANE; post 4).

Users discussed that relationships could be difficult to navigate in the context of isolation, with challenges in making new relationships and navigating existing problematic relationships affecting people’s mental health and ability to thrive and cope:

I have a few [friends] who live far away from me, but I am so lonely in the small town I moved to for work. I can’t talk to someone unless they talk to me first, and even then, I can’t look them in the eye. [Beyond Blue; post 27]

When you live in a small village, everyone knows everything about everyone. You can’t date, you can’t go to a support group...because everything that you say will be repeated. [Beyond Blue; interview 3]

Among the analyzed posts, there was a recurrent discussion about how to maintain relationships with friends and family while not “burdening” them with issues associated with users’ mental ill-health. These quotes illustrate that—at times—it is not isolation per se, rather concerns about the well-being of others, that prevents people from sharing their experiences and feelings:

My wife is my best friend and I do talk to her about it, I have mates but I don’t want to burden them with my issues. [Beyond Blue; post 21]

I tried talking to a counsellor at school about it but she didn’t help. I can’t talk to my mother about it as she already has enough on her plate. I can’t tell my friends about it as I don’t want to burden them with my baggage. I just need someone to talk to. [Beyond Blue; post 823]

Forum users talked about lack of hope and fears about how they would manage their condition in the future. They questioned what their life might be like going forward and expressed challenges with knowing what to do and how to achieve the agency to make changes happen:

Feeling like there’s just no point to your life. That happens to me a lot because I’m a carer to two special kids. And the prospects of my own life and my babies’
lives, I just wish that they were better but they’re not. It is what it is. And sometimes that gets on top of me. [SANE; interview 1]

I am terrified that I will project my insecurities onto my children and cause damage to them in some way, and I am terrified that my issues will ruin my marriage or hurt my husband. I hate being this way, but I truly don’t know how to change. [Beyond Blue; post 93]

Some of these challenges align with the findings of international studies and reviews about the experience of mental ill-health in rural areas. Studies tend to focus on inadequate mental health services [25,48] and experiences of stigma and lack of confidentiality [49]. An issue that is less often raised, but surfaces in forum data, is the personal emotional pain of trying to create satisfying relationships in isolated places and of the inescapability of negative relationships. Studies of lesbians, gay men [50], and transgender individuals in rural places confirm the challenges of “being different” [51]. Findings about feeling burdensome reflect more generic mental health experiences (ie, not confined to rural areas) [52], whereas lack of agency, despair, and hopelessness can be compounded in rural places where appearances must be maintained and there are few support groups [53]. This situation of social stigma and lack of places to relate and be meaningfully occupied could be linked to high rural suicide rates [54].

Resilience Resources

By applying the Theoretical Resilience Framework, findings from the deductive analysis show how resilience resources are generated for and by users through their interactions on forums. Building social capital can be seen through exchanges of posts in which people connect one-to-one, expressing support, caring, and identifying each other personally. These connections were made in specific threads of the forums, and we found evidence of ongoing conversation—from introductions to dialogues about personal feelings:

I’m glad things are starting to feel a little better for you and hope they continue that way. How is the assignment coming along? How amazing is it going to be when we’re all finished for the year?! [ReachOut; post 37]

First, I want you to know, that you’re not alone in this world. It may not feel like it, but you have many people who love you, very very much- you just can’t see it. You are a wonderful person, with an amazing life– you raised children, had a long relationship. [Beyond Blue; post 100]

Interviewees confirmed that new social connections were made on the web. Although some of the connections were relatively abstract, as presented in the following quote, others turned into a form of friendship, with forum users expressing concerns about each other:

I’ve met people on the forums. And they will post something and tag me into the post. You know, I get a notification that someone’s mentioned me in a post.

So, there’s that kind of camaraderie that’s built up. [SANE; interview 1]

The idea of belonging, generated via engaging on the forums, was regularly expressed. Posts indicate that the value of being part of the forum as a community sometimes helped to overcome challenges of finding belonging in their geographical locale. Some users stated how, in a rural context, it is hard to find friends who are empathetic and prepared to challenge their own community identity to make people experiencing mental ill-health feel included. Users expressed relief when discovering that multiple people—on the web—understood what they were going through:

I don’t really have a support network. I live away from my family and have no friends. Because of this I can’t get out and meet people. But reading on here and knowing I’m not alone and I can come on here and talk to people who have or are going through the same as me has helped already. [Beyond Blue; post 400]

Interviewees discussed how a sense of belonging is created on forums. This was often about existing users reaching out to new people to express understanding, support, and solidarity:

They weren’t telling me to ignore...things. It was more– “we know what you’re going through, we know how hard this is. We’ve been there.” “We’re here for you, talk as much as you want. Don’t worry about thinking what you’re saying is trivial. Or we think you’re just being stupid or that you’re just being a pest for coming on here and saying how terrible you feel.” It was the support from people who’ve been there before. [Beyond Blue; interviewee 4]

Interviewees referred to belonging being reinforced when they reached a point where they reciprocated support by giving help to others on forums. As such, our data show that belonging involves sufficient embedding and integration, that is, socialization [55], that a user is comfortable and confident to give and to receive assistance:

I find it helps me to be there and supporting other people. I tend to stick to areas where I know other people who’ve been on it, when they’re going through a rough patch to support them and vice versa. I try to support newbies, sometimes just by saying I’m listening...It’s more two ways now. I find it helps me being there for other people as well. [Beyond Blue; interview 4]

Access to learning and knowledge is manifested in forum post data via direct and indirect requests for information and advice and users sharing information and advice in response or proactively. Information shared may include “factual” information about services, therapies, conditions, and experiences. Examples of such “factual” knowledge posts are as follows:

Another option is a Police and Ambulance Intervention Plan. This is a document that can be created to record what strategies would be useful for
the police or ambulance officers attending to you in a mental health crisis. [SANE; post 117]

Use aromatherapy and lavender is very calming. I have used it in a diffusor on my skin and on the palms of my hands rubbed together and inhaled it but never heard of the capsules. Would be interested to hear how they go. [Beyond Blue; post 237]

I feel overwhelmed by small adult tasks and I am a huge stress head over almost everything. Please tell me it gets better? Or that I am at least not the only one? [SANE; post 75]

Sometimes, users posted their viewpoints and opinions. Dialogues that involved series of questions and responses and reciprocal relationships in exchanging knowledge or advice were confirmed in interviews; for example, a forum user said the following:

Initially, I was using it, to seek help from other people, I guess, thinking that there might be someone who’s been through what I’ve been through. Over time, it became about giving help and information [Beyond Blue; interviewee 3]

As such, the interview data prove the idea of a generated (online) community of interest of people who support each other by sharing information within an environment of support.

Self-efficacy was most clearly evidenced when users talked about gaining control or acknowledging the loss of control in aspects of their lives. Interacting in forums enabled people to express these feelings or self-assessments. In turn, this helped them to process their situation and how they got there and to set goals for themselves about where they want to be—in their future life or emotional state. Participants mentioned that the digital community helped them to “get things off their chest” and, in ways, to hold themselves accountable:

I was starting to lose hope that it can and will get better but I have to try remain positive that I can overcome this and give the medication time to fix the chemical imbalance as well as wait until I can see a mental health professional to learn coping strategies. [SANE; post 14]

Being unable to speak about emotions with family, some people started using forums to cope with negative feelings as a way of taking control. For example, forums were frequently used for a form of journaling and as a platform for “letting things out” to ease off a negative state of mind:

Lost three important people this year. Living in a small Aboriginal community it’s hard to find someone who’s not a family member to just chat to. It’s hard to chat with family because they’re grieving too. I don’t know how to feel better anymore and it is starting to affect my home life and my work. I just wanted to be heard. [Beyond Blue; post 115]

An interviewee explained how this element of being able to process things on the forum had become an important assistive tool:

It’s hard with that pressure to talk to someone because it’s difficult to articulate things, even in the moment. I need more time. So, I found that it was a better option to be able to sit there and take my time to write down things...So, as I’m writing I’m exploring, and I can do more, through the process of writing; I tend to come to a sort of light bulb moment in my understanding of myself. [Beyond Blue; interview 2]

Adaptive capacity was coded when there was an indicated decision or change of activity, attitude, or mental state. In some posts, users discussed navigating life challenges and making decisions to help tackle the causes of these challenges:

Hi [username], thanks for ur [sic] reply. Yep, life seems to be picking up for me. Made a decision last week to leave the station [been here 3 yrs on my own]— going back to family farm. [Beyond Blue; post 79]

Another aspect of adaptive capacity was expressed as awareness of personal issues and how to cope with them by acknowledging ongoing symptoms. This can include informing other users about strategies that worked:

I’m okay. I went away for two weeks with my family which kept me distracted and busy...it was kind of good to have a break but it can only last for a short time before I feel like I’m losing myself again, I get antsy and agitated and just need to get back to a space where I’m back on track with my discovery journey. [Beyond Blue; post 415]

I was speaking to my doctor today about how much the conversation with you had changed my mood yesterday when things were very dark. [SANE; post 7]

An interviewee explained how processes that they developed via their activity on the online forum had contributed to changing the way they interact with others in a physical setting:

Before I respond to something, I might re-read it two or three times or I might kind of read it, walk away and do something and then come back to it before I respond to it. Just so I can take that in. And that definitely spins off into when I’m actually physically speaking to people. I am a much better listener now than what I probably was previously. [SANE; interview 20]

Therefore, consistent with those of other studies, findings show benefits for forum users from social support and access to knowledge [1]. We have been able to show that users’ engagement in forums contributes to addressing specific rural challenges and that the resources they build for themselves and others can be assessed as contributing to their rural resilience resources. Rural people are growing their social connections—giving access to social capital—and generating communities of people with shared experiences that help people feel belonging. Forums give users access to repositories of learning and enable them to gain control of their lives (self-efficacy). Using forums can lead to life changes, with
adaptive capacity being key to resilience. In the following section, we discuss what it is about these forums that enables resilience to build.

Resilience-Enabling Features

Interview data were useful for identifying features of forums that enable rural people to gain resources. These features mean that people use forums to meet their needs including obtaining assistance to solve problems. By being used to address peoples’ needs, we argue, forums can help to build resilience resources as shown previously. We now describe the enabling features discussed in user interviews.

Anonymity is described by users as making it easy to ask for advice and exchange information. Web-based anonymity may be particularly helpful in the rural context where people risk stigma if they “open up” to known people. Interviewees also suggested that avoiding in-person interactions can make it easy to start discussions and use them purposefully:

I’ve seen it’s mostly men that feel like they have to hide their true feelings in real life. And I guess, that’s just some subconscious programming from society. But with the anonymous forums, they can truly open up with what they truly feel as there’s no repercussions for them because no one knows who they are. [SANE; interview 12]

Personally, for me, it [anonymity] really does make a difference because I don’t want somebody knowing the intricate details of what I might be going through. I like to try and pretend that I’m okay. So, I don’t want my name splashed everywhere. I do like being anonymous, but I also feel like that it can create those relationships between people. [ReachOut; interview 4]

I’ve actually had anxiety myself, which I was diagnosed with three years ago. And in that time, I was looking all over the place for information and support. And I found online was more helpful for me because I didn’t know anybody. [ReachOut; interview 1]

Providing an alternative community to their geographical community was noted as important by interviewees. This is depicted as a place where “people are not judging you” or “passing rumours around” (SANE; interviewee 7). An interviewee said the following:

I can go to my family when I’m ruminating or down about something or I’ve got a problem. But I don’t want to cross their boundaries either. Yeah, so that’s why it’s good to have kind of two communities that can support me there. [ReachOut; interviewee 2]

The people in this alternative community are particularly valuable because they are empathic owing to having similar mental health experiences:

At many mental health services, you’re just scared of telling the truth because of how they might react to it. The people that are meant to help you...they just want to do stuff to you and control you. Other people [on the forum] have been through it. They get it. They just let you be who you are. [SANE; interview 7]

Forums are valued as spaces where you can be yourself, speak out, and tell your story in a safe environment. Forums also facilitate information exchange by encouraging questions and people giving feedback; they facilitate customized responses and language that users understand. Forums were discussed as repositories that collect and organize specialized information that can be used at times of different needs:

I actually registered quite a long time ago...to view rather than write, to see other people’s experiences and to assist my understanding of my own condition. And to see how other people responded and get through their struggles. [SANE; interview 6]

It’s a mixture of everything sort of coming together, because you might have one question, and then the next day have another question that’s kind of not related. But the answers you get, give you a way forward. [Beyond Blue; interview 5]

Forums enable people to obtain help at the times when they need it, without having to wait to access on-premises services. An interviewee said the following:

It’s somewhere where I can kind of get help when I need it. [ReachOut; interview 1]

Therapeutic benefits from using forums were also reported. Interviewees described writing on the forum as having a “journaling” function [36], where users can record things to unburden themselves in the moment and to help process difficult issues and emotions—as the following quotes highlight:

I found that it was a better option to be able to sit there and take my time to write down things. And that in itself is quite therapeutic, and also been widened to do it in a more targeted way. So that I’m on going to a thread that I relate to. [Beyond Blue; interview 2]

It’s more that sort of short term– there’s something that’s really bothering me at the time, and I can’t move past it. [Using the forum] helps get me over that. And then I can bring back in the CBT that I’ve been doing. And kind of work from there. But it’s just getting over that initial hurdle. Sometimes there’s something that’s bothering me and I can’t move past it until I’ve just spoken it out with someone. [ReachOut; interview 3]

Interviewees used the forum to post about goals or changes, thus creating a level of accountability for personal actions:

Being part of the forum made me more accountable to myself...I was going to do this course, blah, blah. And then I had a bit of a think about it while they were talking and realised that I’d been telling myself that for seven years...Anyway, recently, I’ve managed to enrol in it. And it’s actually happening. [SANE; interview 19]

Interactions on forums are experienced as authentic, with responses from “real people”:
I have found that really good. It’s a bit more personal. I do feel like I’ve had an interaction afterwards.

[ReachOut; interviewee 2]

Interviewees described how forums work as an alternative to the clinical paradigm because “people are so incredibly open, it’s like looking into their life...it’s written so personally. And everything else that I had been reading was so clinical” (SANE; interview 8).

Regarding the functional benefits from forums, there was repeated discussion about trust. This comes from trust in the reputation of the organizations that run forum [57] and trust that is formed through users’ ongoing anonymous exchanges. Being on the forums is experienced as a space of consistent, clear rules:

I actually trust the forum community more than I trust my local community...there are very few services for mental health here and like the psychiatrist comes once every couple of months so the forum is really important in between times...it’s just that I’ve built that trust over time. Because they’ve been there for me for so long. [Beyond Blue; interview 6]

This space overall is run by professionals, and they have people that are qualified to deal with everything. So, you know that even if the people on the forum are making you feel a certain way, then the professionals are going to like step in and help you with it.

[ReachOut; interview 2]

As these comments show, interviewees identified forum features that make these web-based spaces particularly useful for meeting their needs as people with experiences of mental ill-health living in rural contexts. We contend that forum features are found to be so helpful that people use the forum for benefits and, in doing so, build resilience resources. The forum’s features enable users to build “alternative communities” that give safety and connection, and forums facilitate access to useful services that fill gaps and act to complement their mental health service system experiences. In both community and service dimensions, the continuing forum activity is fueled by trust from user interactions within a web-based environment supported and moderated by forum hosts.

Finally, we looked for negative features, but few were raised. Some users said they could not get the specialized information they need (eg, relating to a rare condition). Others commented about challenges arising from moderation practices, such as not being able to specifically reference risks or express anger and, sometimes, when people were banned or suspended, they simply “disappeared” from the forum, causing concern for other users who did not know where they had gone.

Discussion

Principal Findings

This study aimed to explore, identify, and systematize a pathway by which moderated online peer support mental health forums can act as an intervention to enable resilience building for rural people experiencing mental ill-health. We found consistent evidence suggesting that users gain access to resilience resources from using forums, according to a Theoretical Framework of Resilience that we applied. From interviews, we identified features of forums that enabled people to meet their needs. We understand these features as enablers for building resilience resources through using and interacting on forums.

To illustrate a pathway to resilience, we developed a logic model (Figure 1). A logic model simplifies complex situations, but this “paring down” assists to understand processes associated with specific interventions, while also generating a theory for further testing. Having a way to convey the resilience resources built via an intervention and features that enable these “on a page” is useful for policy makers and practitioners to communicate how initiatives work to effect change (eg, to funders, wide groups of politicians, or communities). Having a model is also useful in highlighting the stages where, in processes of change, assessment could occur. Such assessments could take the form of measurements or checklists (eg, do we see that x, y, and z features are in place because having these should lead to resilience building). Defining stages in this way means applying a logic model that can be useful to guide evaluation or for audit. In our study, via the data sources we used, we also indicate that, increasingly, evaluators can access more diverse sources of data to understand what is happening in complex social processes [42,58]. Here, we used forum post data to show and substantiate the generated resilience resources and a more traditional data source—interviews—to confirm findings and explain causal processes.

Explaining the Logic Model

Overview

The logic model (Figure 1) draws on the findings to show (1) consistent challenges reported by rural forum users; (2) the forum as intervention; and (3) how the forum supports resilience building via its enabling features, with activity reinforced via trust that both builds from ongoing forum interactions and enables future interactions. In the logic model, we grouped the enablers to highlight how they act to formulate types of “enabling spaces” in the forum: a social connection platform, a digital community, an information exchange platform, and a repository of knowledge—with each of these spaces and its features feeding into and supporting the delivery of the next (shown by downward arrows). The forum also provides a space giving access to a range of services. In our conceptualization, the way the forum works to support benefits aligns with the discussion by Duff [27] that mental health coping and recovery are assisted by composite factors and cannot be dependent only on an individual and their response to their condition. Here, the composite factors include the user, other forum users, host organizations, and features enabled by the interplay between people and aspects of the forum technology. In his study, Duff [27] discusses how people experiencing mental ill-health can find alternative spaces where they feel safe. He describes different physical places and the assemblages they comprise. In our study, we are able to show a web-based space that appears to work in supportive and therapeutic ways for rural people who cannot access a physical place of refuge.

https://mental.jmir.org/2023/1/e47459
Resilience Resources Built

Overview
In this section we show links between enablers and 4 of the 5 resilience resources built. The links with “adaptive capacity” seem less clear. We found evidence of adaptive capacity, but perhaps, it is an emergent feature. Adaptive capacity manifested differently in the forum data (or at least we coded it as a different type of factor) because it is evidenced through data indicating objective change. Adaptive capacity may be a resilience resource or a resilience outcome. Some framings of resilience suggest that adaptive capacity is resilience [21,23], whereas others suggest adaptive capacity as a “latent property, which can be activated when people exercise their agency” [23], suggesting that it is associated with activating self-efficacy. Social learning is also associated with adaptive capacity [59], but learning itself may be antecedent to self-efficacy. Berkes and Ross [23] note that there is a gap in literature explaining how resilience factors relate to each other. Here, we are limited to saying that the resilience factors were observed, but there is inconclusive evidence that some are antecedent to others (note: the logic model does not sequentially follow the sections in the Results section because, in analysis, it was first necessary to establish the existence of resilience factors, before identifying enabling features).

To illustrate how the logic model relates to data, we selected themes in findings to explain a pathway to resilience for an imaginary forum user—Jack.

Challenges
Jack has a new diagnosis and is struggling to access information and services in their isolated community. They are losing hope and do not know how to take control.

Intervention
Using a mental health peer support forum is suggested by their mental health nurse.

Enablers
Jack registers and, at first, they observe what other users are saying and perform some searches of the forum threads for topics relevant to their condition. Over time, Jack gains confidence to ask questions. They make friends with users, Happy123 and Hope678, who are supportive, and Jack is able to ask them how they cope and use Jack’s own language. After some time, Jack tells them about their own health journey. It is very personal, but the forum is anonymous; therefore, people will never know who Jack really is, and no one in their geographical community will know about these web-based interactions. The forum is a safe place because if anyone posts abusively on the forum, the posts are filtered out. Happy123 and Hope678 are friendly, but they also give Jack coping strategies and support control taking. Jack starts to give themself small challenges such as finding local exercise classes and starting to speak with neighbors. Jack starts to use the forum less for their own needs, but they know it is always there for Jack if their world goes bleak and they need immediate help. Jack also uses the forum to see if they can help and support others. These exchanges make Jack feel as a valued part of a reciprocal community.

Resilience Resources
Jack’s access to knowledge and learning, a social network, and belonging to an alternative digital community of shared experience have helped them to gain control. Access to these resilience resources has stimulated Jack’s innate capability to adapt.

Outcome
In our terms, we can say that Jack is building their individual rural resilience.

The final line of the logic model compares what has been observed and systematized from the data with the description of resilience by Magis [22]. In a phrase, Magis [22] comments simultaneously about individual resilience, community resilience, and the relationship between individual and community resilience. In relation to our study, we observed what Magis [22] refers to “the existence, development, and engagement of community resources by community members to thrive in an environment characterized by change, uncertainty, unpredictability, and surprise.” Magis [22] says that members of resilient communities “intentionally” develop capacity, and it could be said that people use the forums with intent—intending initially to help themselves and then to help others. Our findings also resonate with those in the study by Magis [22] in that we see people engaging to develop personal and collective capacity. People initially engage to help themselves, but they build a collective, ongoing resource that replenishes, refreshes, and changes—potentially to meet the needs of multiple users. Through our study, we see rural people appreciate forum resources to address challenges of their context. In its organicism and malleability, it is possible to suggest that the forum as a web-based community is resilient; however, for its ongoing existence, it is dependent on external enabling structures—that is, the host organization, its moderation practices, and its ability to generate ongoing funding to enable its continuation [60]. This points perhaps to the difference between a collective of resilient individuals making up a resilient community and the idea that a resilient community requires more than resilient individuals—it also requires high-quality supportive structures and governance [61].

Implications for Academia
Findings of this study suggest that resilience is a composite resource or outcome that can be built through using a web-based intervention if the right conditions (enablers) are in place. Although previous studies show the benefits of online mental health forums [1,3,11], only a small number of them are specifically about rural contexts, and they do not look specifically at how online forums relate to resilience. In addition, by establishing resilience resources from online forums for rural people, our paper shows a causal pathway from an intervention to resilience. In doing so, it provides a theory for further testing—relating to how resilience can build through types of interventions, in specific contexts and for key groups.
Implications for Policy

The logic model assists in understanding what happens in the processes of resilience building. The logic model is useful for policy, as it summarizes the features of an intervention that needs to be in place to build resilience. It deconstructs the features of the studied intervention and suggests how these lead to the realization of resilience resources. Knowledge gained from this study could inform the creation of tools to support the development of other resilience-building interventions and to assess their impacts. The logic model is useful for policy makers whose time and budgets are limited, as it can be used as an evaluative framework to guide the measurement of the effects of forums as interventions.

The study shows that resilience can be built through an intentional intervention that is web-based and, thus, relatively cost-effective. Further testing of forums and other types of digital platforms as enablers of resilience generation is required. As in our study, such initiatives complement on-premises services and should not be viewed as a replacement for rural services, as we have highlighted the limits of the services they can provide. Mental health peer support forums are useful in providing 24/7 access and some therapeutic services and should be considered as a part of rural health service systems when these are examined. Importantly, our findings suggest online forums as a preventive service readily on hand to help rural residents to cope with daily struggles, support their well-being, and help to build resilience—all contributing to easing the pressure on clinical service infrastructure.

Implications for Practice

Resilience from using online forums can be regarded as a bottom-up phenomenon generated through the labor of many forum users and nonprofit organization staff, harnessing interactions and applying rules about conduct and communication. Through forum interactions, users harness connections and knowledge and play an active role in decision-making and in their own processes of health and recovery. Although having impacts on other users, they influence the course of their own life. Considering this intertwined relationship between forum users, the logic model helps to make sense of the processual nature of developing resilience, its feedback loops, and the interconnections between enabling features and resilience resources. The logic model systematizes factors and resources and their relatedness, identifying and describing critical aspects and showing how—in the case of our study—online forums help to enable changes for people. The abstracted but evidence-based logic model helps to highlight how the collective effects of forum interactions support change for individuals and, potentially, at the community level. This idea of stepping back to see the big picture of how interventions effect change is significant for practitioners in helping them to understand the outcomes of day-to-day practices.

Strengths, Limitations, and Future Studies

Findings result from analyzing data relating to 3 online forums and from 2 types of data—interviews and forum posts. The triangulation enabled verification of the findings and understanding of causality. On the basis of analysis of large data sets, our study suggests consistent findings with respect to resilience resources. In saying this, we limited our analysis to using 1 framing of resilience. Coding was conducted according to our interpretation of the resilience theory and the framework developed for this study. There are other interpretations and frameworks of resilience.

Forum users are anonymous; therefore, we cannot comment about their sociodemographic profile. Interviewees were a mix of ages and self-reported gender and from a mix of locations across Australia. There were more interviewees who used SANE forums compared with the others, potentially because SANE interviewees were sought during the COVID-19 lockdowns, whereas others were sought after the lockdowns ceased.

Although there are indications that forums help people to engage more in their geographical community, we are unable to say that they transfer their resilience resources to make their geographical community more resilient. So—in turn—although people on forums may “develop new trajectories” [22] for their and the web-based communities’ future, we cannot comment about the impact of the forum on the future of the geographical community.

Findings relate to resilience for a specific group of people in context; therefore, they are not transferable to other peer support forums and contexts. Future studies might examine the transferability of resilience built via mental health forums, for dealing with emergent challenges, for example, disaster preparedness.

Conclusions

The study aimed to explore, systematize, and show a pathway by which specialized online peer support forums can act as an intervention to assist resilience building for rural people experiencing mental ill-health.

By developing a new, evidence-based Theoretical Resilience Framework, we show the resilience resources built. Furthermore, via the mixed methods deployed, we reveal the features of forums that enable them to be contextually suitable. From this, we can see that, in using forums, the rural user group built resilience resources as a by-product of meeting their most immediate needs.

We used evidence to inform a logic model showing a pathway from forum as intervention to resilience resources built via the forum’s enabling features. This illuminates new understanding of the causal mechanisms of forums that can be used by forum host organizations and policy and can inform those developing rural mental health systems about the role of forums and about the gaps in formal public services they appear to fill.

Forums work by harnessing users’ collective labor, enabled by organizations that are attuned to peoples’ needs but also operate according to a set of clear guidelines and practices, enabling trust. There are lessons to be learned about the roles that web-based services can play in contemporary health systems and more widely about how health organizations can operate to facilitate services in responsive partnerships with users, rather than simply providing services according to outdated formulas.
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Abstract

Background: Nonadherence to pharmaceutical antidepressant treatment is common among patients with depression. Digitalized follow-up (ie, self-monitoring systems through mobile apps) has been suggested as an effective adjunct to conventional antidepressant treatment to increase medical adherence, improve symptoms of depression, and reduce health care resource use.

Objective: The aim of this study was to determine patients’ experience of digitalized follow-up using a mobile app as an adjunct to treatment concurrent with a new prescription, a change of antidepressant, or a dose increase.

Methods: This was a qualitative, descriptive study. Patients at 2 psychiatric outpatient clinics were recruited at the time of changing antidepressant medication. After using a mobile app (either a commercial app or a public app) for 4-6 weeks with daily registrations of active data, such as medical intake and questions concerning general mental health status, individual semistructured interviews were conducted. Recorded data were transcribed and then analyzed using content analysis.

Results: In total, 13 patients completed the study. The mean age was 35 (range 20-67) years, 8 (61.5%) were female, and all reported high digital literacy. Overall, the emerging themes indicated that the patients found the digital app to be a valuable adjunct to antidepressant treatment but with potential for improvement. Both user adherence and medical adherence were positively affected by a daily reminder and the app’s ease of use. User adherence was negatively affected by the severity of depression. The positive experience of visually presented data as graphs was a key finding, which was beneficial for self-awareness, the patient-physician relationship, and user adherence. Finally, the patients had mixed reactions to the app’s content and requested tailored content.

Conclusions: The patients identified several factors addressing both medical adherence and user adherence to a digital app when using it for digitalized follow-up concurrent with the critical time related to changes in antidepressant medication. The findings highlight the need for rigorous evidence-based empirical studies to generate sustainable research results.

(JMIR Ment Health 2023;10:e48843) doi:10.2196/48843
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**Introduction**

Depression is the most common mental disorder among adults and the second leading cause of the disease burden worldwide [1]. Standard pharmaceutical treatment is effective compared to a placebo among patients with major depressive disorder [2]. Even so, more than one-third of patients discontinue a new prescription within 3 months [2], and similar rates of discontinuation are also seen when increasing dosage, combining antidepressants, or changing antidepressants [3]. Nonadherence increases the risk of deterioration of psychiatric symptoms, with an increased number of emergency visits and hospitalizations, resulting in not only great suffering at an individual level but also an increased economic burden on the health care system [4,5].

Reasons for nonadherence to antidepressants are often multifactorial. Common factors are negative side effects or a lack of response to antidepressants, patient-related factors (eg, depressive symptoms themselves, psychiatric comorbidity, young age, and low socioeconomic status), and also environment-related factors (eg, shared decision-making and high availability and high continuity of specialized psychiatric care related to changes in medication) [6,7]. How patients handle the first weeks related to a newly prescribed antidepressant is a key factor, which is affected by guidance, information, and shared decision-making with the treating physician [8]. However, on-time high availability and high continuity between appointments to support, guide, and inform a patient are difficult factors to offer in a nonautomated manner. Novel and creative tools to increase self-care beyond the traditional health care setting may increase medical adherence to antidepressants at critical times.

The rapid implementation of digital psychiatry during the COVID-19 pandemic [9] will most likely continue to increase because of the potential postpandemic, pent-up demand for psychiatric care [10]. Beyond the broad implementation of digitalized health care and telecommunications, there is still potential for digitalized solutions with varying complexity and goals for health management to enhance psychiatric care, meaning that digital technology is used to fundamentally transform how health care is delivered and managed. A digital self-monitoring system can collect both active and passive data, whereby psychiatric care can be offered on demand, and it enables a patient to self-monitor the data collected, which can contribute to improved self-awareness [11]. However, it is important to develop sustainable systems suitable for both the health care provider and patient needs, while, at the same time, complying with existing regulations [12]. Self-monitored mobile apps as an adjunct to usual care can be an effective strategy in antidepressant treatment. Some studies report that a follow-up after changes in antidepressant treatment using mobile apps to report self-estimations of mood, sleep quality, and intake of medicine not only increases adherence to the pharmaceutical treatment [13,14] but also mitigates the severity of depression [15,16]. As an example, Corden et al [14] reported in a pilot study (N=11) how a mobile app together with a digital pill dispenser adjunct to initiation of psychopharmacological resulted in a mean medication adherence of 82%. The digital intervention included a reminder of medical intake in the absence of registration through the pill dispenser, weekly assessments of depression severity and medical side effects, graphical feedback of weekly assessments, and access to didactic lessons [14]. Furthermore, relatively easy interventions delivered via mobile phones, such as automatic reminders, can increase the user’s adherence to antidepressant medication [17], and this is well tolerated by patients [18]. However, other studies imply that reminders alone do not have a significant effect on adherence to medications and that additional efforts may be necessary to further increase adherence [19].

Engagement with and adherence to using a mobile app itself over time is a key factor that must be considered. Most people stop using an unguided mental health app 2 weeks after download [20]. Additionally, engagement may be difficult, specifically among patients with depression, given the symptomatology of a lack of motivation, a lack of interest, and impaired cognition, such as loss of memory [21]. Previous research has shown that factors promoting increased adherence to digital apps among patients with depression include reminder notifications, ease of use, and increased self-awareness. The latter can be achieved by continuously following and reviewing their own progress in an ecological context, which can increase motivation [21,22]. Furthermore, by creating an extra communication channel with a health care provider, the user’s engagement can increase and strengthen the therapeutic alliance between patient and clinician [22].

To summarize, digitalized follow-up is an innovative method to augment treatment at critical times among patients with depression. It may optimize health care resources by increasing medical adherence, improve symptoms of depression, and reduce health care resource use. However, several aspects must be considered before the dynamic and rapidly developing field of digitalized solutions in psychiatric care can be broadly implemented in clinical settings. The aim of our qualitative study is to elucidate patient experiences of using digitalized follow-up concurrently with a newly prescribed, increased dosage or a switch of antidepressant medication.

**Methods**

**Study Design**

This is a qualitative, descriptive study using individual semistructured interviews to collect data. Two different technical solutions were tested and interviews conducted thereafter. The method used for analyzing data is an exploratory qualitative content analysis design [23] with the intention to gain a deeper understanding of the topic and develop a clearer direction for future research.

**Participants and Settings**

Eligible patients at 2 public health care psychiatric outpatient clinics located in southwest Sweden were asked to participate in the study either by a treating nurse or by a physician. No further advertisement of the study was conducted. Patients were included if they had a new prescription, a change of antidepressant, or a dose increase. They also had to have mastered both spoken and written Swedish language. Exclusion
Digital Intervention

Two different mobile apps were used to approach the study aim. One app was developed by a product company, and the other app used an existing e-service platform in public health care. The apps were tested and incorporated in the study design to minimize the risk of focusing on the experience of a specific mobile app and to, instead, broaden the research scope to examine the experience of using a mobile app as a method of follow-up.

Patients were assigned to use 1 of the 2 different mobile apps for 4-6 weeks prior to a semistructured follow-up interview. A research assistant, nurse, or treating physician trained in the use of the mobile apps instructed patients in how to use them. The health care provider was not obliged to monitor the patients’ recorded data, concerning which the patients were informed when enrolling in the study.

Commercial Mobile App

The first mobile app is called SENO (Medilevel), which is specifically designed to provide safe initiation of psychopharmacological treatment by offering daily remote monitoring and self-management [24]. The app was authorized and accepted by the IT department of the Västra Götalandsregionen (VGR) health care region. The log-in procedure includes 2-factor authentication with a 4-digit number received in a text message as a code. The app includes a pop-up reminder function at a self-chosen time.

Patients recorded data actively every day concerning intake of medicine, side effects according to a preset list of common side effects, and a grading of 3 questions concerning their general mental health status (energy, interest in things, and anxiety). The 3 questions were presented as 3 time plots, enabling a visual presentation of change over time. In addition, the Montgomery-Åsberg Depression Rating Scale—Self-Assessment (MADRS-S) was completed once weekly [25]. One-way text communication was possible if a health care provider wished to contact a patient through the mobile app.

Public Mobile App and E-Service

The second mobile app is incorporated into the existing and well-established e-service, 1177.se [26], which is used by all public health care providers in Sweden. The e-service can at present offer various features, such as medical advice, personal information about prescriptions or medical records, and a possibility to message your health care provider. The 1177.se app was specifically created for this study and replicated from the commercial app as closely as possible. The log-in procedure is with digital personal identification. A pop-up reminder function is possible but only at 10:00 A.M. Similar to SENO, patients recorded data actively every day concerning intake of medication, side effects according to a preset list of common side effects, and a grading of 3 questions concerning their general mental health status (energy, interest in things, and anxiety). The 3 questions were also presented as 3 time plots, and the app also enabled a time plot of weekly MADRS-S scores. Two-way text communication has already been incorporated in the e-service.

To summarize, the apps differed in following areas: The commercial app enables 1-way text communication for health care providers to contact the user, whereas the public app enables 2-way text communication. The time for a reminder is self-chosen in the commercial app, whereas it is at set at 10:00 A.M. in the public app. A time plot of MADRS-S scores is only available in the public app, and the font also differs between the 2 apps. Due to the nature of the study, no comparison was conducted between the 2 apps.

Data Collection

Interviews were performed by either a female medical doctor and PhD student with minor experience in psychiatric care or a male nurse specialized in psychiatry. There was no established relationship between interviewers and patients prior to the study. The patients were interviewed individually after performing 4-6 weeks of digital intervention. In total, 3 interviews were conducted in person and the remaining 10 were conducted over the phone. This was primarily because of societal circumstances due to the COVID-19 pandemic.

The interview was semistructured whereby the patients answered prepared open-ended questions based on the study aim (Multimedia Appendix 1), with each question being followed by an open discussion. The questions were about patient experiences of the mobile app, such as “How did the app affect your medical adherence?” and “How did the app affect your appointment with your treating physician?” The mean duration of an interview was 22 (range 11-31) minutes.

Data Analysis

A qualitative, inductive content analysis with a hypothesis-generating approach was used to find patterns and interpret meaningful content in the data [27]. Descriptive content analysis makes it possible to reach a high level of reliability through the adequacy of the analysis themes and draw valid conclusions from interpreting the data [28]. Due to the nature of the topic, patient statements were expected to be short and without latent content. The data were analyzed manually after being transcribed into text by the first author (MH). The analysis started with MH repeatedly reading all interview texts, forming a sense of the whole, and discussing initial interpretations of the whole with another author (LA). Thereafter, each interview text was divided by choosing meaning units, followed by condensed meaning units linked to the study aim. Next, a code for each condensed meaning unit was completed with a few words that represent the content. Finally, the different codes were distributed into themes and subthemes that represent a meaning found in several codes by MH and LA. All authors discussed the final themes and subthemes of the analysis.

Ethical Considerations

An ethical committee at the VGR approved the study protocol (Dnr: 2020-01640). The study followed the Declaration of
Helsinki principles with respect to research ethics. At a doctor’s appointment, patient consent was obtained for study participation after the patients were informed about the study both orally and in written form by a research assistant, treating physician, or treating nurse. All personal data were pseudonymized, and the audio data and transcribed data were stored in accordance with the Swedish General Data Protection Regulations.

## Results

### Participant Details

In total, 13 patients were interviewed between March 2021 and January 2023. The long recruitment period of nearly 2 years was partly related to the COVID-19 pandemic and partly due to reorganization at the outpatient psychiatric clinic. Two-thirds (n=9, 69.2%) of the patients used the commercial mobile app, and one-third (n=4, 30.8%) the public mobile app and e-service prior to the interviews. The difference between the type of app used was assumed not to affect the study aim; further participants were therefore not recruited to the public mobile app when data completion was fulfilled. The mean age of the patients was 35 (range 20-67) years. The demographic data of each patient is presented in Table 1. The most common reason for using the digital intervention was initiating new medical treatment either as monotherapy or as an add-on (n=6, 46.2%), followed by dose adjustment (n=5, 38.5%), while 1 (7.7%) patient used it for discontinuation and 1 (7.7%) for a switch between 2 medications. All patients were recruited from specialized psychiatric outpatient clinics and had undergone more than 1 previous medical treatment for depression.

We excluded 4 patients prior to the interview (n=3, 75%, did not answer multiple phone calls and text messages, and n=1, 25%, expressed in text an iatrogenic risk of using the app and participating in the study). None of the 13 (100%) patients who were included and completed the study expressed any deterioration in their mental illness due to the study.

### Table 1. Characteristics of interviewed patients (N=13).

<table>
<thead>
<tr>
<th>Participant</th>
<th>Gender</th>
<th>Age (years)</th>
<th>Digital intervention</th>
<th>Digital device</th>
<th>Digital literacy</th>
<th>Medication change</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Female</td>
<td>20</td>
<td>Commercial</td>
<td>iPhone</td>
<td>High</td>
<td>New prescription</td>
</tr>
<tr>
<td>P2</td>
<td>Female</td>
<td>26</td>
<td>Commercial</td>
<td>Android</td>
<td>High</td>
<td>Switch of medication</td>
</tr>
<tr>
<td>P3</td>
<td>Female</td>
<td>24</td>
<td>Commercial</td>
<td>iPhone</td>
<td>High</td>
<td>New prescription</td>
</tr>
<tr>
<td>P4</td>
<td>Male</td>
<td>27</td>
<td>Commercial</td>
<td>Android</td>
<td>High</td>
<td>New prescription</td>
</tr>
<tr>
<td>P5</td>
<td>Female</td>
<td>30</td>
<td>Commercial</td>
<td>Android</td>
<td>High</td>
<td>Change of dose</td>
</tr>
<tr>
<td>P6</td>
<td>Female</td>
<td>21</td>
<td>Commercial</td>
<td>iPhone</td>
<td>High</td>
<td>New prescription</td>
</tr>
<tr>
<td>P7</td>
<td>Female</td>
<td>32</td>
<td>Commercial</td>
<td>Android</td>
<td>High</td>
<td>New prescription</td>
</tr>
<tr>
<td>P8</td>
<td>Female</td>
<td>36</td>
<td>Commercial</td>
<td>iPhone</td>
<td>High</td>
<td>Change of dose</td>
</tr>
<tr>
<td>P9</td>
<td>Male</td>
<td>32</td>
<td>Commercial</td>
<td>NA</td>
<td>High</td>
<td>New prescription</td>
</tr>
<tr>
<td>P10</td>
<td>Female</td>
<td>61</td>
<td>Public</td>
<td>iPhone</td>
<td>High</td>
<td>Discontinuation</td>
</tr>
<tr>
<td>P11</td>
<td>Male</td>
<td>40</td>
<td>Public</td>
<td>iPhone</td>
<td>High</td>
<td>Change of dose</td>
</tr>
<tr>
<td>P12</td>
<td>Male</td>
<td>67</td>
<td>Public</td>
<td>iPhone</td>
<td>High</td>
<td>Change of dose</td>
</tr>
<tr>
<td>P13</td>
<td>Male</td>
<td>45</td>
<td>Public</td>
<td>Computer</td>
<td>High</td>
<td>Change of dose</td>
</tr>
</tbody>
</table>

### Main Themes

Four main themes emerged during data analysis: adherence to using a mobile app, insight into one’s condition, support in a health care setting, and tailored content. An overview of themes and subthemes is presented in Table 2, which is followed by a further description and illustration with quotations.

### Table 2. Overview of themes and subthemes that emerged from the study data.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adherence to using a mobile app</td>
<td>Daily registration, Medical adherence, Degree of mental illness</td>
</tr>
<tr>
<td>Insight into one’s condition</td>
<td>Questions leading to reflection, Visual overview of patterns over time</td>
</tr>
<tr>
<td>Support in a health care setting</td>
<td>Increased understanding for the health care provider, Evaluation of recorded data together</td>
</tr>
<tr>
<td>Tailored content</td>
<td>None</td>
</tr>
</tbody>
</table>
Adherence to Using a Mobile App

This theme describes the challenges of adhering to the mobile app over 4-6 weeks. It highlights the importance of creating a routine and how specific features, such as a systematic reminder and the time consumed for registration, can affect adherence. It also highlights that it can be challenging to adhere to and engage with a daily task beyond everyday activities or routines in a situation of a change in antidepressant treatment.

Daily Registration

The anticipated time to log in, register, and answer the daily questions was from 1 minute up to a few minutes. The main reason for nonregistration was forgetfulness. Therefore, to register every day, it is important to create a routine that fits in with daily life. Three key factors emerged as important if the patients were to adhere to registration every day: a daily reminder, a simple log-in procedure, and a non-time-consuming register of the daily questions. The majority of patients did include the importance of a daily reminder as a key function for daily adherence. As the preferred time of the day to register varied and was inconsistent between patients, and also for the same patient, many requested extra reminders that could vary in number and time each day. A few patients who used the public app did not receive the reminder due to technical issues, and they all maintained that it affected adherence negatively. The same patients also expressed the importance of being able to individually choose the time for a reminder.

Patients described that the log-in procedure with 2-way authentication via a text message was too complicated. The log-in procedure that had to be repeated when closing the app temporarily was frustrating. A few maintained that a simple log-in outweighed the possible benefits of increased data security. Many of those who used the commercial app emphasized that the same digital personal identification system used for the public app would have been a simpler and less time-consuming solution for log-in. Furthermore, the patients preferred that the recording of answers to the daily questions take only up to a maximum of a few minutes in order to maintain daily adherence. Several found the multiple-choice options and the grading of questions as positive and reported that free-text questions were too time-consuming and could therefore affect adherence negatively.

The majority of patients only reflected on the perspective of how to maintain adherence every day during the whole study period. However, 1 (7.7%) participant expressed:

To be honest, I think every day is a bit too often. I would say maybe once or twice a week. These types of symptoms don’t change very quickly, and one’s daily form fluctuates, so I understand if someone wants an average over time. However, I’m not sure if it would be as effective to fill in every day. That’s just my personal reflection. It could lead to worse adherence because it’s a bit tedious, and I know from experience that it can be challenging. [Patient 10 (P10), female, 61 years old]

Medical Adherence

The first question in the app every day was “Have you taken your medication?,” with a response option of yes or no. A question to all patients therefore was “How has the use of the mobile app affected your medical adherence?” There were 4 (30.8%) patients who expressed a history of poor medical adherence for various reasons, such as forgetfulness and carelessness and also an active decision to not take a drug. A few of them expressed how an expectation when entering the study was to increase medical adherence. All these 4 (30.8%) patients showed increased medical adherence when using the mobile app, because of the notification to use the app and because the first question reminded them of their medication and whether they had or had not taken it. Even though medical adherence was not expressed as an issue among the other patients, an extra reminder was appreciated and not found to be unnecessary. No one reported worsened medical adherence due to the mobile app.

At times, I’ve been very careless with my medications...but I think this app has helped me...especially with this reminder to fill in the daily measurements, which also helps me remember my evening medication...there has been no carelessness during this period except for a few days when I genuinely forgot but that always happens. [P3, female, 24 years old]

Degree of Mental Illness

Patients described adherence to the app as decreasing in situations in which they were feeling worse because of their depression. Using the app could feel like too big of an effort due to the loss of energy, and daily registration on the app, even taking only 1 or 2 minutes, could cause a setback in mood if one was having a bad day linked to their mental illness. Similarly, minor technical issues, such as a complicated log-in procedure or the patient getting logged out unexpectedly, could also cause frustration toward the app if the illness worsened. A few patients expressed that adherence to the app was good at first, but as their mental illness subsequently worsened over a few weeks, so too did the use of the app. The reasons included impaired memory and a feeling that nothing in the app would make them feel better or increase their motivation.

I know from my own issues that even the smallest things can feel difficult when you’re struggling. Having to schedule and do something every day when you don’t have the energy for anything can be overwhelming. Even though it’s the smallest thing... [P7, female, 32 years old]

One further aspect reported by a patient was that she chose the timing of registration based on how she felt during the day. Since mental illness was perceived as way worse in the morning, she actively chose not to register at that time. Another patient reported how the lack of motivation toward using the app was constant since there was no improvement in depression throughout the whole study period.
**Insight Into One’s Condition**

This theme describes the experience of how the content can contribute to self-awareness and insight into one’s depression. The gain in self-awareness also had a perceived positive impact on the adherence to the app. Daily registration and additional content contributed to daily reflection and an understanding of their depression in several cases but did not necessarily lead to their own sense of improvement in the severity of depression.

**Questions Leading to Reflection**

To designate a few minutes every day and reflect on their own mental health status by answering the questions with respect to grading of mood, interest, and anxiety was a new experience for several of the patients. Many preferred to record during the evening as it made it possible to reflect on and summarize the day. The questions contributed to a reflection on not only how they were feeling on a specific day but also why they were feeling better or worse that day. To ask themselves how they were feeling and mapping it through the app made the patients feel good about themselves. It contributed to a feeling of doing something for their own sake and investing in something that would help them. The recording of answers had to be honest for it to be useful to them.

A participant experienced increased body awareness by asking themselves simple daily questions of mood, interest, and anxiety. However, another participant had not reflected at all on the recorded data, and yet another participant reported that daily recording on a bad day could have a reinforcing negative effect.

> I have gained more, in a way, understanding or that I can see a connection with maybe things that have happened or how it has been, or so. It’s not strange that I’m completely exhausted when my mood goes one way or another. [P6, female, 21 years old]

**Visual Overview of Patterns Over Time**

All patients who used the commercial app had a positive experience of the statistics function where the daily recordings were visualized as simple time series plots. The visual presentation of recorded data was described as interesting, meaningful, helpful, fun, valuable, supportive, and a way to solidify their depression. It was a valuable tool to help remember how they were feeling a week or several weeks ago and contributed to a concrete overview of patterns over the study period. The expectations to evaluate fluctuations in their depression over time increased motivation and adherence to the app, and several patients expressed how the statistics function was the reason they continued daily registration. Several requested more advanced diagrammatic functions, including additional self-selected variables.

The 4 (30.8%) patients who used the public app had difficulties in finding the statistics function and wished the function had lit up and been easier to find. However, they all maintained that such a visual function was something they had not experienced before and that it could be a potential help in their mental illness. In addition, 1 (7.7%) of the patients experienced the statistics function for the first time during the study interview. Interestingly, the self-perceived experience did not correspond to what the time series plot showed. When studying the time plot of MADRS-S scores, the patient also realized that he did not know how to interpret the score, even though he had filled out the form several times over previous years.

> Let’s see, okay. Well, it has actually changed more than I thought when I look at it now. It actually has. It’s not how I experience it, but yes it has. [P13, male, 45 years old]

**Support in a Health Care Setting**

This theme involves how the collected data were found to strengthen the patient-physician relationship. A potential use of the recorded data could be earlier contact with the patient and a strengthening of effort if the health care provider detects any abnormal recordings. The data recorded over time could also deepen understanding, contribute to a holistic view, and improve joint decision-making with a patient.

**Increased Understanding for the Health Care Provider**

Several patients expressed that the continuously recorded data were an improvement over usual treatment and could increase understanding by the health care provider. The statistics function was specifically emphasized as valuable to help the physician understand and obtain an overall picture of how depression had unfolded during the time between appointments. Eventual fluctuations of variables (mood, energy, and anxiety) could be presented visually without relying on the patient to remember, recall, and evaluate what information might be important for the treating physician. Furthermore, the physician’s understanding of depression could be enhanced even further if tailored content was possible, where patients could continuously add individual information that they considered valuable.

Furthermore, 1 (7.7%) patient retold a previous experience at a psychiatric outpatient clinic when her treating physician was temporarily replaced by someone else. The 2 physicians had different opinions and treatment recommendations based on the side effects that the patient experienced. The patient therefore thought that continuously recorded data over time could be valuable to physicians when taking over the treatment of a patient from another physician. Data beyond medical journals that are recorded by the patient themselves could help a new physician understand how the mental illness had fluctuated previously and what side effects there had been in relation to the treatment administered.

> And for the doctor in this aspect as well, being able to see how it has fluctuated over time. [P11, male, 40 years old]

**Evaluation of Recorded Data Together**

A digital communication with booking of appointments and video consultations was already a natural part of the outpatient clinics’ working approach. Even though there was already a way to message the outpatient clinics digitally (through 1177.se), the patients experienced difficulty in quickly getting in touch through this facility. Support and help from the outpatient clinics were sometimes not enough. The majority of patients believed that expanding the use of a mobile app as a standard when changing antidepressants could be a positive improvement, even
though increased human contact would be the best alternative. Furthermore, those who used the public app expressed the benefits of the app being incorporated in 1177.se, mainly because all digitally provided health care would be gathered in 1 app and because they were already familiar with that app.

Patients expressed how data could be used as a potential marker of deterioration and a reason for earlier contact with a patient. The fact that all data were available and potentially evaluated by a health care provider in a timely manner increased adherence to the mobile app. Patients who used SENO expressed that a 1-way message function as an additional way to maintain contact with the outpatient clinics was positive. Patients considered the 1-way communication as a tool for the health care provider to potentially remind the patient to register or to quickly respond to abnormal data. However, there was an understanding and acceptance that quick 2-way communication was probably not possible, given the current lack of personnel and resources in psychiatric care.

Even though no one reported they had actually evaluated and discussed the recorded data together with their treating physician, it was still emphasized as a potential asset to the patient-physician relationship. If the physician notices any abnormal data between appointments, they can take the initiative to discuss the data without depending on the patient to retell information. Furthermore, to use the statistics function as support when discussing the patient’s mental illness could establish a more equal relationship, where the patient feels more involved and better understands decisions regarding treatment.

_I think it’s very positive because when you meet or have contact, it would be good to have some flesh on the bones, simply put._ [P12, male, 67 years old]

**Tailored Content**

Tailored content means requesting individual adaptation of functions and content in the app to maximize its potential usefulness. There was mixed experience concerning the app’s content. The functions and content were in several cases too simple or too difficult and in some cases relatable or nonrelatable.

Most patients found both the content and graphics simple and clear. The simplicity contributed to the ease of use, with an acceptable use of time and with no difficulties in navigating the app’s features. The weekly recording of MADRS-S took a few additional minutes, but the patients had filled out this form several times before and were quite familiar with its contents. Furthermore, they experienced MADRS-S as an important and a comprehensive way to capture their depression.

Despite the ease of use, the majority of patients found the content to be too simple to improve their mental illness and said that a lack of in-depth and detailed content could affect motivation negatively. For the content to improve their mental illness, it was important to be able to relate to and fully understand the meaning of not only the questions asked as a whole but also the specific words used. As an example, 1 (7.7%) patient expressed difficulty in relating to the opposites “a lot of anxiety” and “little anxiety” when grading anxiety on a scale from 1 to 5, assuming that they have anxiety every day.

Additional content was requested, such as more information about side effects, the ability to grade the severity of each side effect, physical status, workload, sleep quality, and unexpected external events that affect mental status. Furthermore, many requested the additional content to be tailor-made, considering what is important and not important factors to a user when mapping their mental illness. For example, 1 (7.7%) patient expressed that all the collected data should be able to act as a visual self-written diary.

_I would actually like to have it in a way that I could keep my own diary and track other factors that could affect my well-being with medications, such as how physically active I have been and how much I work._

_That’s what I mean when I say I want to make changes...yes. It would be really valuable to track things that one believes affect their well-being, like how often one has had psychotherapy, so that it’s not just about the medications...and maybe how one sleeps._ [P10, female, 61 years old]

**Discussion**

**Principal Findings**

The main finding of our study resulted in 4 themes that elucidate how patients at psychiatric outpatient clinics experienced digitalized follow-up using a mobile app concurrently with a new prescription, a change of antidepressant, or a dose increase. Adherence to both the mobile app and the antidepressant itself was positively affected by a daily reminder and relatively non-time-consuming daily registration. However, poor adherence to the app was attributed to the severity of mental illness in several cases. Positive experiences with the visual display of collected data in diagrams was a primary finding, which was beneficial for the patients’ self-awareness and reflection over their ongoing situation with mental illness. Furthermore, most patients believed that the mobile app, especially the visual display of data, can be a supplement to the patient-physician relationship and contribute to the physician’s understanding of their depression. However, none of the patients had actually discussed the content of the app with their treating physician. Finally, the patients had mixed reactions to the app’s content: some appreciated the ease of use and simplicity, but the majority requested more advanced and tailored content. There was no obvious deterioration in any patient’s mental illness linked to study participation.

The design and content of a mobile app can potentially affect the behavior of patients with depression. To understand the factors affecting engagement with and adherence to a mobile app is therefore a key factor for future implementation in clinical practice. The importance of both reminder notifications [29] and ease of use is in accordance with previous research [30]. However, even though a few patients preferred an easy log-in procedure at the expense of data security, trust in data security is reported as an important factor associated with a positive attitude toward digital health care [31]. Furthermore, studies have reported that several participants linked a higher severity of depression with reduced adherence to the mobile app [32,33]. A large-scale multinational study investigating the utility of...
smartphone apps to monitor depression by collecting both active and passive data showed that a higher severity of depression at baseline was associated with less contribution of both active and passive data to a mobile app [33]. The aspect that the severity of depression may affect the use of a mobile app is not surprising, given the core symptoms of depression. Elevated depressive symptoms are a common reason for nonattendance of scheduled appointments in health care; therefore, a mobile app with tailored support strategies might facilitate reestablishment of contact with a health care provider [34].

All patients expressed a willingness to help in the development of psychiatric care as a key factor for participation in the study; however, not many found it to be a potential tool to help themselves. An imbalance between intrinsic and extrinsic motivation has been previously reported as a barrier to user adherence, meaning that users must be informed and well aware of an app’s value for themselves and for health care providers [29].

The commercial app in this study was primarily designed to increase medical adherence to antidepressants, and interestingly, there were 4 patients using the commercial app who subjectively experienced increased medical adherence during the study. This is in accordance with previous smaller clinical trials, indicating that mobile apps with a daily reminder and collection of active data can increase medical adherence to antidepressants [14]. However, despite our study results, further large-scale clinical trials with objective measurements are still needed to fully understand how a mobile app can affect medical adherence.

A primary finding of the analysis was the positive experience of the feature with visual time series plots, how it contributed to self-awareness, and how it contributed to patient-physician communications. This is consistent with previous research [35,36]. First, a systematic review of experiences concerning data visualization through digital apps among patients with chronic neurological and mental health conditions reported how visualization of collected data can increase self-awareness, develop communication and understanding with the health care provider, and increase the user’s adherence to a mobile app [36]. Furthermore, Scheuer and Torous [35] recently investigated patient perceptions on how useful digitally collected data concerning their mental illness can be if presented visually in various graphs. Simple graphs were reported as being more useful (eg, survey scores); however, by having access to graphs with more complex data, the participants perceived an increased comfort in sharing them with a health care provider. In addition, 89% (25/28) of the participants in that study reported that visual graphs of both active and passive data would contribute to better communication with their treating physician. These results are substantiated by the emerging themes in our study, such as insight into one’s condition and support in a health care setting.

If we were to add an extra finding, the majority of our patients found the graphs to be not only helpful in the patient-physician alliance but also as a tool for the physician to gain a deeper understanding and a holistic view of an individual’s depression. However, even though most patients experienced the app as a potential support in a health care setting, no one actually discussed the content of the app with the treating physician. It is reasonable to believe that this primarily depended on the nature of the study, where all patients were informed when enrolling in the study that the health care provider was not obliged to monitor the recorded data.

Depression is a heterogeneous illness with diverse prominent symptoms and comorbidities, affecting people of all ages with varying digital literacy. Not surprisingly, a theme emerged of the patients desiring tailored content based on their own characteristics and preferences. Especially, there was an urge to tailor the content that was visually presented in graphs. A survey study [37] with open-ended questions investigated which outcome domains are important to patients (n=1912), informal caregivers (n=464), and health care providers (n=627) when evaluating antidepressant treatment. A large number of outcome domains (n=80) emerged from the study results, where many of those, such as daily functioning (eg, workload, active family life, or social life), are not measured in the questionnaires usually assessed in both clinical practice and clinical trials when evaluating antidepressant treatment. Furthermore, a systematic review mentioned previously [36] also reported the importance of customizing visually presented data and that this can be a key factor for long-term user adherence. Promising results of self-tailored content in internet-delivered cognitive behavioral therapy among patients with major depressive disorder have also been reported [38]. Overall, research indicates that customized treatment is important in all phases of treatment in this group.

To summarize, the results we found in our study agree in many ways with previous research concerning the digital use of mobile apps among patients with depression. However, the results contributed 2 additional perspectives we believe can be valuable in future research of using mobile apps as part of antidepressant treatment. First, our findings substantiate previous research that all data collected should be available and visually presented to both patient and physician. A well-informed patient with easy access to all collected data can increase both intrinsic and extrinsic motivation for adherence to treatment, even if the data are actively collected and rather simple, as in our study. The second perspective is that our study procedure reflects the dynamic and somewhat problematic nature of implementing digitalized solutions, such as mobile apps, in a clinical setting. The study aim was based on real-world observations with a supply-demand gap of health care at a vulnerable time of treatment among patients with depression. The patients highlighted several important areas of improvement, and their overall experience was that a digitalized follow-up has the potential to enhance and strengthen the delivery of health care. However, given the dynamic field of psychiatry with digitalized follow-up using mobile apps, the results may become outdated if modifications to the app are made explicitly based on participant experiences before conducting a controlled clinical trial. With endless new possibilities to collect data and create digital biomarkers through patient smartphones, how can we avoid a never-ending rat race in the research of digital psychiatry before implementation in a clinical setting? Studies of patient experiences are important, but likewise, studies of efficacy are important to reflect on how specific elements of digitalized solutions can affect patient behavior. Future research and implementation in clinical practice should rely on rigorous...
evidence-based empirical studies, considering the perspectives of multiple stakeholders with the aim to generate sustainable research results.

Limitations

The interviews were conducted by 2 researchers separately (MH and JH) with different credentials and experiences in psychiatric care. The qualitative content analysis was thereafter only conducted by 1 researcher (MH), which can affect the intercoder credibility and trustworthiness of the results. However, the study results can be assumed to be trustworthy and credible, given that the analysis was continuously discussed together with a supervisor with great experience in qualitative research (LA) and subsequently discussed with all authors. Furthermore, since the study collected relatively insensitive data, the risk of recall bias was relatively low and the need for multiple researchers to conduct the analysis was therefore not crucial.

The fact that patients were recruited from specialized psychiatric outpatient clinics must be considered. Previous experiences with and therefore attitudes toward medication and adherence may vary wildly, which may also affect their usage and thoughts about the app. Furthermore, the majority of the patients expressed no previous problems to medication adherence, even though a specific goal of the digital intervention was to improve medical adherence, which could have affected study results.

One further limitation is that the study population was a relatively homogenous group with respect to age and gender. Furthermore, all patients reported high digital literacy, and potentially important information, such as the education level and residential status, was not collected. Lastly, no data were gathered on how many people declined to participate. All the factors mentioned here can affect the variation of the phenomenon and transferability. That is, the generalizability of our results is mainly relevant to patients willing to use digitalized follow-up, which is of importance since the broad implementation of such solutions may make health care harder to access for those who are unwilling to use digitalized follow-up. The implementation of digitalized solutions has a long way to go to supersede regular care, but the potential is enormous [39].

Conclusions

Patients recruited from psychiatric outpatient clinics experienced digital follow-up using a self-monitoring mobile app as a valuable adjunct to antidepressant treatment at the time of medication change. A key finding that emerged from the derived themes was that easy access and visual presentation of collected data may improve medical adherence by promoting self-awareness and improved patient-physician relationship.

There are endless new possibilities to collect data and create digital biomarkers through mobile apps. Future research and implementation in clinical practice rely on rigorous evidence-based empirical studies considering the perspectives of multiple stakeholders, including patient experiences, with the aim of generating sustainable research results.
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Abstract

**Background:** In the United States, 1 out of every 3 people lives in a mental health professional shortage area. Shortage areas tend to be rural, have higher levels of poverty, and have poor mental health outcomes. Previous work has demonstrated that these poor outcomes may arise from interactions between a lack of resources and lack of recognition of mental illness by medical professionals.

**Objective:** We aimed to understand the differences in how people in shortage and nonshortage areas search for information about mental health on the web.

**Methods:** We analyzed search engine log data related to health from 2017-2021 and examined the differences in mental health search behavior between shortage and nonshortage areas. We analyzed several axes of difference, including shortage versus nonshortage comparisons, urban versus rural comparisons, and temporal comparisons.

**Results:** We found specific differences in search behavior between shortage and nonshortage areas. In shortage areas, broader and more general mental health symptom categories, namely anxiety (mean 2.03%, SD 0.44%), depression (mean 1.15%, SD 0.27%), fatigue (mean 1.21%, SD 0.28%), and headache (mean 1.03%, SD 0.23%), were searched significantly more often ($Q < .0003$). In contrast, specific symptom categories and mental health disorders such as binge eating (mean 0.02%, SD 0.02%), psychosis (mean 0.37%, SD 0.06%), and attention-deficit/hyperactivity disorder (mean 0.77%, SD 0.10%) were searched significantly more often ($Q < .0009$) in nonshortage areas. Although suicide rates are consistently known to be higher in shortage and rural areas, we see that the rates of suicide-related searching are lower in shortage areas (mean 0.05%, SD 0.04%) than in nonshortage areas (mean 0.10%, SD 0.03%; $Q < .0003$), more so when a shortage area is rural (mean 0.024%, SD 0.029%; $Q < 2 \times 10^{-15}$).

**Conclusions:** This study demonstrates differences in how people from geographically marginalized groups search on the web for mental health. One main implication of this work is the influence that search engine ranking algorithms and interface design might have on the kinds of resources that individuals use when in distress. Our results support the idea that search engine algorithm designers should be conscientious of the role that structural factors play in expressions of distress and they should attempt to design search engine algorithms and interfaces to close gaps in care.

*(JMIR Ment Health 2023;10:e43253)*  doi:10.2196/43253
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Introduction

Background

Over the course of a given year, 1 in 5 US adults will experience mental illness [1]. This ratio is starker for young adults, with nearly 1 in 2 US adolescents experiencing mental illness within a given year [1]. Most people experiencing mental illness do not receive care, with only 46.2% of US adults experiencing mental illness receiving any form of care in 2020 [1]. Early signs suggest that the stress of coping with the COVID-19 pandemic [2] has caused an increase in the prevalence of serious mental distress [3] with longitudinal impacts that are not yet fully understood.

However, the sudden and widespread move toward remote work during the pandemic has also influenced the provision of care for mental illness—what Shore et al [4] call “the rapid virtualization of psychiatric care.” Given the requirements of social distancing and pandemic-incited isolation, an increasing number of individuals have turned to technology-mediated tools and resources to find help when in distress, including online support communities [5], helplines [6], resources recommended by search engines [7], teletherapy [8], and telepsychiatry [4], among other modalities. Recommendation algorithms that analyze individual language around mental health underlie how these tools suggest resources to people in need [9], including ways that may be opaque to those engaging with the technology- or algorithmically mediated support system [10].

As technology-mediated tools and resources expand access to care, structural and societal divides in American society are particularly important to study to ensure that inequities are not exacerbated by how algorithmically directed interventions are designed or deployed. Disparities in household income [11], care resources [12], race and ethnicity [13,14], sexual orientation [15,16], and gender identity [17] have all been demonstrated to have a substantial influence on how people experience mental illness and whether care is accessible. Much has also been written about the digital divide in the United States, with nearly 3 in 10 rural Americans without a broadband connection at home [18] and nearly 3 in 10 Black adults and 4 in 10 Hispanic adults without a broadband connection at home [19]. The sudden move to remote health care services during the COVID-19 pandemic made digital divides more sharply consequential [20], with some even arguing that they functioned as a social determinant of health [21,22] given that telehealth use was a primary means of care amid overburdened hospitals.

A similar divide exists in the availability of mental health care providers in the United States. In the United States, approximately 113 million people [23] live in mental health professional shortage areas (MHPsAs). MHPsAs are designated by the US Health Resources and Services Administration (HRSA) as facilities, population groups, and geographic areas in which there are “too few...mental health providers and services” to meet expected needs [24]. In this study, for brevity, we describe MHPsAs as “shortage areas” and areas that are not MHPsAs as “nonshortage areas.” Although it is well recognized that economic, social, and geographic disparities influence the accessibility and use of care in shortage areas, individual and community expressions of mental health in shortage areas are not as well understood or investigated. This lack of understanding is a significant gap in providing culturally competent care and can have a severe impact on the provision of care, particularly for those in geographically sparse or hard-to-reach areas [25,26].

One way in which people understand their experience of health and learn more about symptoms is via search engine queries and the subsequent resources recommended by the engines [27,28]. A Pew Research study conducted in 2013 [29] found that over 1 in 3 Americans search on the web for information about their health experiences, and nearly 8 in 10 of those who do search on the web for information and care begin their journey through a search engine. As traces of private engagements with a technology-mediated tool, search engine data can provide valuable insights into how individuals understand their own mental health and express it to others without the limitations of external social stigma [30].

Objective

In this study, by leveraging deidentified and aggregated data from Google (Google LLC) searches regarding symptoms from 2017 to 2021 [31], we analyzed how differences in access to mental health resources relate with how individuals search for mental health conditions and related symptoms. The following research questions (RQs) were asked:

1. What are the differences between shortage and nonshortage areas regarding how people search for mental health symptoms?
2. How does the rural-urban divide interact with how people in shortage and nonshortage areas search for mental health symptoms?
3. How have patterns in searching for mental health symptoms in shortage and nonshortage areas changed over time, particularly given the onset of the COVID-19 pandemic?
4. How might search behavior concerning suicidal ideation differ between shortage and nonshortage areas?

Through our analysis, we demonstrate significant differences in how individuals in shortage and nonshortage areas articulate their experiences when seeking more information and resources regarding mental illness and health. We found that individuals tend to search for mental health less in shortage areas than in nonshortage areas. These results are consistent when accounting for the fact that shortage areas are predominantly rural. We also found that individuals in shortage areas tend to use broader (and often somatic) representations of mental illness when searching for resources, whereas individuals in nonshortage areas tend to search for more specific diagnoses and conditions that use clinical mental health language [32]. We also found distinct patterns regarding how people search for mental health and illness over time, including a specific look at suicidal ideation—a health issue with distinct prevalence and burden in shortage areas [33]. Overall, our approach demonstrates the viability of using symptom search data on the web to better understand the differences in how people understand and express their mental health experiences in resource-constrained areas.
Methods

Data

We leveraged data from the Google COVID-19 Search Trends symptoms data set [31]. Released during the COVID-19 pandemic and regularly updated, these data are “a publicly available dataset that shows aggregated, anonymized trends in Google searches for symptoms (and some related topics)” [34]. These data include searches related to 422 different symptoms, conditions, and diseases and not exclusively to mental health conditions. On their white page [32], Google described the process of aggregating and anonymizing health queries for each region in the data set. Using differential privacy, Google collected relative-to-area measures to search for queries related to the data set’s target terms. Statistical noise was added to obfuscate individual queries, especially in areas with low population where generalized statistics could be more invasive to specific individuals. As a show of face validity, these data have been used in past work to predict the rates of transmission and mortality of COVID-19 in the United States, both independently [35] and in conjunction with other data sources [36].

To scope our data set, we leveraged symptom search data at a biweekly level (the most granular available time span at the time of data collection) and at the county level for all counties in the United States. For our analysis, we analyzed data from 2017 to 2021.

We limited our analysis to all areas labeled as “Geographic Area” shortage and nonshortage areas by the US HRSA. This excluded smaller facilities that were population-based (such as “migrant farmworkers”) or facility-based (such as correctional facilities or “Indian Health Facilities”) [24]. In addition, to classify the relative rural or urban nature of different counties, we used the 3-tiered 2013 classification system delineating rural, micropolitan, and metropolitan areas used by the National Center for Health Statistics [37,38]. As a simplification, this classification system groups both moderately populated suburban areas and densely populated urban areas as being “metropolitan.” To make this analysis more specific and highlight the differences between the most rural and most urban counties, we also used the 6-tiered classification system [37] to examine the differences between the most rural counties and large “central” metropolitan areas (with populations of ≥1 million people). As some counties in the United States are classified as “partial shortage areas” [24], for a clearer comparison, we analyzed the differences between areas that were entirely classified as shortage areas or entirely not being shortage areas.

As a result of the robust process used to ensure that the search result data cannot be traced back to individual users [34], the Google COVID-19 Search Trends symptoms data set did not include data for counties that are extremely sparsely populated. In total, this included 105 counties (of the 3143 counties and county equivalents in the United States [39]), including 103 shortage area counties, 2 partial shortage counties, and 1 nonshortage county. In total, this is 3.37% of all counties or county equivalents (such as parishes or boroughs) in the United States. The specific counties that did not have available data, likely owing to extremely low population levels, are shown in Figure 1, colored in gray.

Figure 1. Map of US mental health searching percentage of total symptom search. Counties that tend toward purple have lower levels of mental health searching, whereas counties that have higher levels of mental health searching tend toward yellow. The maximum and minimum observed percentages of total searching that can be attributed to mental health can be seen in Table 1.
Identifying Mental Health Symptoms

As noted above, the Google COVID-19 Search Trends symptoms data set includes search topics that span both physical and mental health. To filter the particular topics that were primarily relevant to mental health, we began with a process of manual categorization by the 2 first coauthors (one of whom is a domain expert with nearly 6 years of experience in digital and global mental health). Each author selected search topics related to the conditions that were referenced in psychiatric manuals and resources. Comparing these independently generated lists resulted in a Cohen $\kappa$ of 0.859, with an overall agreement of 97.6%. At this stage, we had identified 42 distinct topics pertaining specifically to mental health. We continued to refine and expand this list as described in the following paragraphs.

As discussed in previous research [40], broad and somatic symptoms can also be presentations of mental illness. As these were not captured in the initial pass of the 42 filtered symptoms above, we sought to expand our data set to include somatic symptoms that might be indicative of a mental illness. To do so, we identified symptoms that were most commonly searched on Google with the mental health diagnoses we had chosen. We leveraged Google Trends [41] to identify related search topics and queries associated with each of the 422 symptoms in our data set. We then probed these related topics and queries and created a list of symptoms and conditions that had connections to our manually generated list of 42 mental health symptoms and conditions. We included all symptoms that co-occurred with a manually selected mental health symptom or condition. As this process was likely to introduce noise in our data, we filtered out those associations that had a Google Trends relevance metric that was <2 (such as fecal incontinence or delayed onset muscle soreness). We decided to use 2 as our threshold after trying various threshold levels and optimizing the level that gave us the highest coverage with the least amount of noise in our list of symptoms. Using this strategy, we were able to discover relationships with symptoms that we had not selected manually but had important implications for mental health.

The affiliations output that we generated followed previous research in psychiatry. For example, there was a strong Google Trends signal between anxiety and depression, conforming to research in psychiatry that shows a high comorbidity between these 2 conditions [42,43]. There were also strong trends for other pairs that have been shown to have high comorbidities, such as insomnia and sleep apnea [44] or self-harm and physical scarring [45]. However, some of the strong affiliations were unexpected. For example, there was a strong association between confusion and urinary tract infections, likely attributable to the emergence of these symptoms together in older individuals potentially experiencing dementia [46].

Using these data on search affiliations from Google Trends, we were able to identify somatic symptom terminology that often co-occurred with mental health searches and were thus relevant to our analysis. To remove noise related to the COVID-19 pandemic, we manually removed any respiratory symptoms or any identified terms that were diagnosed as nonsomiatric syndromes or broader diseases (as opposed to being solely symptoms). Our final list of 71 mental health–related search topics can be accessed in Multimedia Appendix 1.

Analytic Approach

To protect the privacy of their users [34], the Google COVID-19 Search Trends symptoms data set provides aggregate normalized weights representing how often a symptom was searched in comparison to other symptoms rather than reporting raw search frequencies. As noted in the data description [31], because of the different scaling factors, these weights were not consistent across regions or timescales. Thus, to standardize our comparisons, we divided each symptom’s weight by the total summed weight of all symptoms for a given county and a given biweekly period to obtain an average percentage that an individual symptom had of all symptom searches. In our temporal analysis, we repeated this calculation but within a particular time frame, such as comparing the average percentage of a symptom between 2 given years, or in the case of our analysis, that of the influence of the pandemic on searching before and after the start of the COVID-19 pandemic. All

---

Table 1. Counties that search for mental health symptoms the most and the least.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Counties with most mental health searching (%; area)</th>
<th>Counties with least mental health searching (%)</th>
<th>area</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Uintah County, Utah (24.06%; shortage area)</td>
<td>Taliaperro County, Georgia (3.70%; shortage area)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Hampshire County, Massachusetts (17.74%; nonshortage area)</td>
<td>Iron County, Texas (4.27%; shortage area)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Oglala Lakota County, South Dakota (17.60%; shortage area)</td>
<td>Loving County, Texas (4.47%; shortage area)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Boulder County, Colorado (17.27%; shortage area)</td>
<td>Elk County, Kansas (4.57%; shortage area)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Todd County, North Dakota (17.24%; shortage area)</td>
<td>Harper County, Oklahoma (4.74%; shortage area)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Whitman County, Washington (17.19%; shortage area)</td>
<td>Clark County, South Dakota (4.84%; shortage area)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Douglas County, Kansas (17.17%; nonshortage area)</td>
<td>Hitchcock County, Nebraska (4.99%; shortage area)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Williamsburg City County, Virginia (17.16%; nonshortage area)</td>
<td>Quitman County, Georgia (4.99%; shortage area)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Tompkins County, New York (17.12%; shortage area)</td>
<td>Echols County, Georgia (5.03%; shortage area)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Monroe County, Indiana (17.09%; shortage area)</td>
<td>Eureka, Nevada (5.05%; partial shortage area)</td>
<td></td>
</tr>
</tbody>
</table>

*Percentages of mental health–related searches (out of total health-related searches) are in parentheses.

*Note that all counties with least mental health–related searches are either shortage or partial shortage areas.
comparisons were performed using a statistical 2-tailed t test. To eliminate the potential for a significant result occurring owing to chance because of the large number of symptoms being used as comparison points, we calculated the false discovery rate, hereinafter called the $Q$ value, at a significance level of .05.

**Results**

**Shortage Areas and Nonshortage Areas**

We began our analysis by broadly examining the differences in searching for mental health symptoms between shortage and nonshortage areas (RQ1). As shown in Figure 1, searching for mental health symptoms was broadly associated with population density, similar to the association between mental health shortage area and population density [47]. More sparsely populated areas had lower levels of mental health symptom searching, whereas more populated areas had higher levels of mental health symptom searching.

Associations could also be observed in relation to race. As seen in Figure 1, noticeably lower levels of mental health symptom search could be seen in the Black Belt region of the American South. This region, originally called the Black Belt because of the dark soil typical of the area, is home to a higher-than-average number of Black individuals [48] as a result of free descendants of enslaved individuals who were economically forced to continue living in the same area as sharecroppers or tenant farmers [49]. As discussed by Pendse et al [50], the illness constructs used to evaluate mental health symptoms were primarily trained in White, Western, and often female populations. Therefore, it may be the case that these areas have comparable levels of mental health searching but may use cultural framings of distress [51,52] that are not typically associated with dominant framings of mental illness.

In addition, Table 1 shows the counties with the highest and lowest levels of mental health symptom searches. As shown, 3 of the top 10 counties with the highest rates of mental health symptom–related searching were nonshortage areas, whereas none of the areas with the lowest rates of mental health symptom–related searching were nonshortage areas. Nationally, individuals in shortage areas generally search for mental health symptoms less often than those in nonshortage areas. As noted in Table 2, on average, 13.42% (SD 0.96%) of searches in shortage areas were for mental health symptoms, compared with 15.06% (SD 0.96%) of searches in nonshortage areas.

When we break down the individual symptoms that make up our broader “mental health symptom” construct, we see some distinct patterns. Previous studies have shown that people living in rural areas define health issues broadly [53]. Indeed, broader and more general symptom categories associated with mental health tended to be searched significantly more often in shortage areas, specifically anxiety (mean 2.03%, SD 0.44%; $Q$), depression (mean 1.15%, SD 0.27%; $Q$), fatigue (mean 1.21%, SD 0.28%; $Q$), and headache (mean 1.03%, SD 0.23%; $Q$). The more clinical versions of these terms such as major depressive disorder or generalized anxiety disorder are less distinct, with major depressive disorder being searched more often in shortage areas (mean 1.01%, SD 0.25%), whereas generalized anxiety disorder is searched more often in nonshortage areas (mean 0.25%, SD 0.03%). However, the fact that clinical language around anxiety was searched for more in nonshortage areas may be representative of a greater level of mental health literacy, awareness of clinical framings of distress in nonshortage areas, or a previously known self-diagnosis, potentially stemming from access to a greater number of mental health professionals. These differences were more distinct when searching for topics related to more specific symptom categories and mental health disorders. Individuals in nonshortage areas were significantly more likely to search for specific symptom categories and mental health disorders than individuals in shortage areas. For example, binge eating (mean 0.02%, SD 0.02%; $Q$), psychosis (mean 0.37%, SD 0.06%; $Q$), and attention-deficit/hyperactivity disorder (ADHD) (mean 0.77%, SD 0.10%; $Q$) were all searched significantly more in nonshortage areas. These are clinically recognized in the Diagnostic Manual for Mental Disorders [54] and commonly appear in clinical interview instruments used by therapists, psychiatrists, and social workers [55]. The same is true of all other specific diagnoses other than alcoholism, which is searched more in nonshortage areas, but the search frequency is not statistically significantly distinct from that in shortage areas.

Pertinent to RQ1, our results demonstrate that individuals in shortage areas were more likely than those in nonshortage areas to search for broader symptom categories, including those often associated with somatic symptom presentations of mental illness (such as headache or fatigue) [56,57]. These results point to a potentially strong relationship between the number of mental health practitioners in an area and how people come to understand and express their mental health in private and individual settings.
Table 2. Shortage versus nonshortage areas—percentage of search.a,b

<table>
<thead>
<tr>
<th></th>
<th>Shortage areas (%), mean (SD)</th>
<th>Nonshortage areas (%), mean (SD)</th>
<th>Q value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall average</td>
<td>13.42 (2.24)</td>
<td>15.06 (0.96)</td>
<td>1.26 × 10⁻²⁵</td>
</tr>
<tr>
<td>Broad symptoms</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>2.03 (0.44)</td>
<td>1.8 (0.28)</td>
<td>6.36 × 10⁻¹⁴</td>
</tr>
<tr>
<td>Depression</td>
<td>1.15 (0.27)</td>
<td>1.08 (0.11)</td>
<td>2.43 × 10⁻⁴</td>
</tr>
<tr>
<td>Fatigue</td>
<td>1.21 (0.28)</td>
<td>1.05 (0.12)</td>
<td>5.64 × 10⁻¹⁵</td>
</tr>
<tr>
<td>Headache</td>
<td>1.03 (0.23)</td>
<td>0.95 (0.07)</td>
<td>1.44 × 10⁻⁷</td>
</tr>
<tr>
<td>Specific conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcoholism</td>
<td>0.93 (0.29)</td>
<td>0.97 (0.14)</td>
<td>3.42 × 10⁻²</td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder</td>
<td>0.73 (0.20)</td>
<td>0.77 (0.1)</td>
<td>8.80 × 10⁻⁴</td>
</tr>
<tr>
<td>Binge eating</td>
<td>0.02 (0.02)</td>
<td>0.05 (0.02)</td>
<td>3.42 × 10⁻⁵²</td>
</tr>
<tr>
<td>Compulsive behavior</td>
<td>0.07 (0.06)</td>
<td>0.14 (0.03)</td>
<td>4.61 × 10⁻⁷¹</td>
</tr>
<tr>
<td>Dysphoria</td>
<td>0.01 (0.02)</td>
<td>0.03 (0.02)</td>
<td>1.01 × 10⁻⁵⁹</td>
</tr>
<tr>
<td>Generalized anxiety disorder</td>
<td>0.18 (0.09)</td>
<td>0.25 (0.03)</td>
<td>7.76 × 10⁻²⁷</td>
</tr>
<tr>
<td>Hypochondriasis</td>
<td>0.008 (0.016)</td>
<td>0.017 (0.01)</td>
<td>4.57 × 10⁻¹⁸</td>
</tr>
<tr>
<td>Hypomania</td>
<td>0.009 (0.02)</td>
<td>0.02 (0.01)</td>
<td>2.10 × 10⁻²⁹</td>
</tr>
<tr>
<td>Major depressive disorder</td>
<td>1.01 (0.25)</td>
<td>0.92 (0.09)</td>
<td>4.44 × 10⁻⁶</td>
</tr>
<tr>
<td>Manic disorder</td>
<td>0.08 (0.06)</td>
<td>0.13 (0.03)</td>
<td>6.62 × 10⁻⁴⁸</td>
</tr>
<tr>
<td>Mood disorder</td>
<td>0.17 (0.09)</td>
<td>0.25 (0.04)</td>
<td>1.07 × 10⁻²⁸</td>
</tr>
<tr>
<td>Psychosis</td>
<td>0.30 (0.13)</td>
<td>0.37 (0.06)</td>
<td>3.80 × 10⁻¹³</td>
</tr>
<tr>
<td>Suicidal ideation</td>
<td>0.05 (0.04)</td>
<td>0.10 (0.03)</td>
<td>2.57 × 10⁻⁵⁶</td>
</tr>
</tbody>
</table>

aPercentages indicate the percentage of all health searches, with symptoms searched significantly more often in nonshortage areas (significance level of Q < .05) italicized. Nonitalicized symptoms were searched significantly more often in the shortage areas.

bThe significance level of all Q values were < .0003, except for those of alcoholism (Q < .034) and attention-deficit/hyperactivity disorder (Q < .0009).

The Rural-Urban-Metro Divide
To better understand whether the differences that we observed between shortage and nonshortage areas are influenced by rurality, we analyzed the differences between rural, urban, and metropolitan (areas with populations >1 million) shortage and nonshortage areas (RQ2). We began by examining the differences between rural shortage and rural nonshortage areas. We found that the searches for symptoms related to mental health are lower in rural shortage areas. We observed an average of 12.44% (SD 2.62%) mental health–related searches in rural shortage areas and of 14.71% (SD 2.44%) searches in rural nonshortage areas, consistent with what was observed in the broader shortage and nonshortage area comparison.

We found that broader symptoms were searched at similar rates between rural shortage and rural nonshortage areas. However, similar to our comparison between broad shortage and nonshortage areas, we found that though rural shortage areas search for anxiety more often, rural nonshortage areas search for the clinical term generalized anxiety disorder more often. Searches about anxiety (Q = .022) were observed significantly more frequently in rural shortage areas, accounting for an average of 2.24% (SD 0.49%) of searches related to mental health in rural shortage areas and of 1.87% (SD 0.29%) of searches in rural nonshortage areas. Searches for generalized anxiety disorder accounted for an average of 0.25% (SD 0.024%) of mental health–related searches in rural nonshortage areas and of 0.12% (SD 0.09%) of searches in rural shortage areas.

Next, consistent with our broad shortage and nonshortage area comparison, we find that more specific illness categories were searched significantly more often in rural nonshortage areas. Compulsive behavior (Q = 1.16 × 10⁻¹⁵) and psychosis (Q = .002) were searched significantly more often in rural nonshortage areas (mean 0.121%, SD 0.049%; mean 0.383%, SD 0.12%, respectively) than in rural areas (mean 0.033%, SD 0.035%; mean 0.241%, SD 0.145%, respectively). Other specific conditions such as manic disorder or mood disorder that were searched significantly more often in rural nonshortage areas are shown in Table 3.
We then repeated this analysis for urban shortage and urban nonshortage areas to determine if the same patterns observed for rural shortage and nonshortage areas were preserved. Consistent with our past results, we noticed that individuals in urban nonshortage areas searched for mental health symptoms more often than individuals in urban shortage areas, with the percentage of all health searches being an average of 15.03% (SD 0.79%) in urban nonshortage areas and of 14.27% (SD 1.32%) in urban shortage areas.

We also observed that some broader and more somatic symptom categories, namely fatigue and headache, were higher in urban shortage areas than in urban nonshortage areas. However, broader psychiatric symptom categories were relatively similar, with no significant difference between urban shortage and nonshortage areas for searches related to anxiety (Q=.051) and depression (Q=.051), consistent with our rural analysis. Similar to the observations in our rural analysis, we found that specific conditions and disorders were searched significantly more often in urban shortage areas. As shown in Table 4, all specific conditions other than major depressive disorder were searched at higher rates in nonshortage areas. For example, generalized anxiety disorder (Q=5.69 × 10⁻²⁰) was searched on an average of 0.23% (SD 0.07%) occasions in urban shortage areas and of 0.24% (SD 0.03%) in urban nonshortage areas. Similarly, compulsive behavior (Q=2.17 × 10⁻²⁰) and psychosis (Q=.0014) were searched more often in urban nonshortage areas than in urban shortage areas (mean 0.139%, SD 0.03%; mean 0.36%, SD 0.05%, respectively) and in urban shortage areas (mean 0.1%, SD 0.051%; mean 0.34%, SD 0.08%, respectively).

An analyzing our results in Tables 3 and 4 together, we see similar patterns when comparing shortage and nonshortage areas broadly. Individuals in shortage and nonshortage areas searched for broader symptom categories at roughly the same rates. However, individuals in nonshortage areas, rural or urban, relatively consistently searched for more specific conditions related to mental health. The number of mental health professionals that an area has might thus be an indication of how people in that area predominantly search for symptoms of mental illness, and this expresses how levels of mental health literacy relate to provider prevalence.

Subsequently, to investigate how rurality might influence how individuals in shortage areas express their symptoms, we examined differences in symptom searching in rural, urban, and metropolitan shortage areas. We found that rurality does influence how people frame their symptom searches. We discovered that the more rural a shortage area is, the lower their level of mental health searching is, with an average of 12.44% (SD 2.62%) of searches in rural shortage areas, 14.27% (SD 1.32%) of searches in urban shortage areas, and 15.11% (SD 0.70%) of searches in metropolitan shortage areas.

As shown in Table 5, when comparing rural and urban areas, we also found that searches for broader symptoms (such as anxiety, depression, fatigue, and headache) were significantly higher in rural shortage areas than in rural shortage areas. We also found that several specific diagnoses (such as ADHD, generalized anxiety disorder, and psychosis among others) are significantly more frequently searched in urban shortage areas, as shown in Table 5. This suggests that rurality is also a significant factor (along with the number of mental health professionals in an area) in influencing how people search for mental health resources on the web.

When comparing rural and metropolitan shortage areas, we observed similar patterns—searches were significantly higher for specific disorders and diagnoses in metropolitan shortage areas. However, we found that the overall degree of significance was smaller. For some of the broader symptoms, we found no statistically significant difference between the searches in rural shortage areas and metropolitan shortage areas (such as for depression, major depressive disorder, and headache). We did find that anxiety and fatigue were searched less frequently in metropolitan shortage areas than in rural shortage areas, consistent with our other results. Similarly, we did find that specific conditions were searched more often in metropolitan shortage areas than in rural shortage areas, as can be seen in Table 5.

Unique from other symptoms, we found no significant difference in the search rates of alcoholism among rural shortage areas, urban shortage areas, and metropolitan shortage areas (Q=.390; Q=.749). This confirms previous findings showing mixed results when attempting to examine differences in alcohol use disorders in urban and rural areas [58]. Taken together, these results enhance our understanding of the interaction between the rural and urban divide and shortage versus nonshortage discrepancies in mental health–related searching (RQ2).
Table 3. Rural shortage versus nonshortage areas—percentage of search.a

<table>
<thead>
<tr>
<th></th>
<th>Rural shortage areas (%), mean (SD)</th>
<th>Rural nonshortage areas (%), mean (SD)</th>
<th>Q value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall average</td>
<td>12.44 (2.62)</td>
<td>14.71 (2.44)</td>
<td>.007b</td>
</tr>
<tr>
<td><strong>Broad symptoms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxietyc</td>
<td>2.24 (0.49)</td>
<td>1.87 (0.29)</td>
<td>.022d</td>
</tr>
<tr>
<td>Depression</td>
<td>1.19 (0.35)</td>
<td>1.12 (0.26)</td>
<td>.550f</td>
</tr>
<tr>
<td>Fatigue</td>
<td>1.28 (0.35)</td>
<td>1.06 (0.25)</td>
<td>.057e</td>
</tr>
<tr>
<td>Headache</td>
<td>1.05 (0.30)</td>
<td>0.95 (0.15)</td>
<td>.343e</td>
</tr>
<tr>
<td><strong>Specific conditions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcoholismf</td>
<td>0.93 (0.37)</td>
<td>1.18 (0.20)</td>
<td>.041d</td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder</td>
<td>0.68 (0.25)</td>
<td>0.80 (0.24)</td>
<td>.192e</td>
</tr>
<tr>
<td>Binge eating</td>
<td>0.013 (0.03)</td>
<td>0.019 (0.011)</td>
<td>.549f</td>
</tr>
<tr>
<td>Compulsive behaviorf</td>
<td>0.033 (0.035)</td>
<td>0.121 (0.049)</td>
<td>1.16 \times 10^{-15}g</td>
</tr>
<tr>
<td>Dysphoriaf</td>
<td>0.009 (0.02)</td>
<td>0.021 (0.02)</td>
<td>.042d</td>
</tr>
<tr>
<td>Generalized anxiety disorderf</td>
<td>0.119 (0.09)</td>
<td>0.25 (0.024)</td>
<td>1.16 \times 10^{-6}g</td>
</tr>
<tr>
<td>Hypochondriasis</td>
<td>0.008 (0.021)</td>
<td>0.003 (0.002)</td>
<td>.546f</td>
</tr>
<tr>
<td>Hypomania</td>
<td>0.008 (0.020)</td>
<td>0.02 (0.03)</td>
<td>.330f</td>
</tr>
<tr>
<td>Major depressive disorder</td>
<td>1.05 (0.33)</td>
<td>0.95 (0.20)</td>
<td>.441e</td>
</tr>
<tr>
<td>Manic disorderf</td>
<td>0.040 (0.038)</td>
<td>0.13 (0.050)</td>
<td>2.13 \times 10^{-14}e</td>
</tr>
<tr>
<td>Mood disorderf</td>
<td>0.117 (0.086)</td>
<td>0.255 (0.06)</td>
<td>1.48 \times 10^{-7}e</td>
</tr>
<tr>
<td>Psychosisf</td>
<td>0.241 (0.145)</td>
<td>0.383 (0.12)</td>
<td>.002b</td>
</tr>
<tr>
<td>Suicidal ideationf</td>
<td>0.024 (0.029)</td>
<td>0.088 (0.053)</td>
<td>1.91 \times 10^{-12}e</td>
</tr>
</tbody>
</table>

aPercentages indicate mental health searching out of all health searches.
bSignificance level of \(Q<.01\).
cSymptoms were searched significantly more in rural shortage areas.
dSignificance level of \(Q<.05\).
eStatistically insignificant, based on false discovery rate correction.
fSymptoms were searched significantly more in rural nonshortage areas.
gSignificance level of \(Q<.001\).
Table 4. Urban shortage versus nonshortage areas—percentage of search.\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>Urban shortage areas (%), mean (SD)</th>
<th>Urban nonshortage (%), mean (SD)</th>
<th>Q value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall average</strong></td>
<td>14. (1.32)</td>
<td>15.03 (0.79)</td>
<td>5.71 \times 10^{-13}b</td>
</tr>
<tr>
<td><strong>Broad symptoms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>1.85 (0.32)</td>
<td>1.8 (0.3)</td>
<td>0.051(^c)</td>
</tr>
<tr>
<td>Depression</td>
<td>1.1 (0.17)</td>
<td>1.07 (0.09)</td>
<td>0.051(^c)</td>
</tr>
<tr>
<td>Fatigue(^d)</td>
<td>1.13 (0.19)</td>
<td>1.05 (0.11)</td>
<td>1.54 \times 10^{-7}b</td>
</tr>
<tr>
<td>Headache(^d)</td>
<td>1.01 (0.15)</td>
<td>0.95 (0.07)</td>
<td>1.29 \times 10^{-7}b</td>
</tr>
<tr>
<td><strong>Specific conditions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcoholism(^e)</td>
<td>0.92 (0.19)</td>
<td>0.95 (0.12)</td>
<td>0.033(^f)</td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder(^e)</td>
<td>0.76 (0.13)</td>
<td>0.77 (0.09)</td>
<td>0.614(^c)</td>
</tr>
<tr>
<td>Binge eating(^e)</td>
<td>0.03 (0.02)</td>
<td>0.05 (0.02)</td>
<td>3.96 \times 10^{-15}b</td>
</tr>
<tr>
<td>Compulsive behavior(^e)</td>
<td>0.1 (0.051)</td>
<td>0.139 (0.03)</td>
<td>2.17 \times 10^{-20}b</td>
</tr>
<tr>
<td>Dysphoria(^e)</td>
<td>0.02 (0.018)</td>
<td>0.04 (0.02)</td>
<td>6.26 \times 10^{-19}b</td>
</tr>
<tr>
<td>Generalized anxiety disorder(^e)</td>
<td>0.23 (0.07)</td>
<td>0.24 (0.03)</td>
<td>5.69 \times 10^{-7}b</td>
</tr>
<tr>
<td>Hypochondriasis(^e)</td>
<td>0.01 (0.01)</td>
<td>0.02 (0.01)</td>
<td>9.97 \times 10^{-20}b</td>
</tr>
<tr>
<td>Hypomania(^e)</td>
<td>0.01 (0.01)</td>
<td>0.02 (0.01)</td>
<td>2.01 \times 10^{-23}b</td>
</tr>
<tr>
<td>Major depressive disorder(^d)</td>
<td>0.97 (0.16)</td>
<td>0.92 (0.08)</td>
<td>6.46 \times 10^{-6}b</td>
</tr>
<tr>
<td>Manic disorder(^e)</td>
<td>0.11 (0.05)</td>
<td>0.13 (0.03)</td>
<td>8.23 \times 10^{-11}b</td>
</tr>
<tr>
<td>Mood disorder(^e)</td>
<td>0.21 (0.07)</td>
<td>0.24 (0.04)</td>
<td>4.81 \times 10^{-8}b</td>
</tr>
<tr>
<td>Psychosis(^e)</td>
<td>0.34 (0.08)</td>
<td>0.36 (0.05)</td>
<td>0.0014(^f)</td>
</tr>
<tr>
<td>Suicidal ideation(^e)</td>
<td>0.07 (0.04)</td>
<td>0.09 (0.03)</td>
<td>5.21 \times 10^{-13}b</td>
</tr>
</tbody>
</table>

\(^a\)Percentages indicate mental health searching out of all health searches.

\(^b\)Significance level of \(Q<.001\).

\(^c\)Statistically insignificant, based on false discovery rate correction.

\(^d\)Symptoms searched significantly more in urban shortage areas.

\(^e\)Symptoms searched significantly more in urban nonshortage areas.

\(^f\)Significance level of \(Q<.05\).

\(^g\)Significance level of \(Q<.01\).
Table 5. Percentage of searches in rural versus urban versus metro shortage areas.\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>Rural shortage areas (%)</th>
<th>Urban shortage areas (%)</th>
<th>Metro shortage areas (%)</th>
<th>Rural versus urban, (Q) value</th>
<th>Rural versus metro, (Q) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall average</td>
<td>12.44 (2.62)</td>
<td>14.27 (1.32)</td>
<td>15.11 (0.70)</td>
<td>(2.58 \times 10^{-6}b)</td>
<td>(.0003)</td>
</tr>
<tr>
<td>Broad symptoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety(^c,d)</td>
<td>2.24 (0.49)</td>
<td>1.85 (0.32)</td>
<td>.97 (0.14)</td>
<td>(1.08 \times 10^{-7}b)</td>
<td>(.0002^b)</td>
</tr>
<tr>
<td>Depression(^d)</td>
<td>1.19 (0.35)</td>
<td>1.1 (0.17)</td>
<td>1.05 (0.09)</td>
<td>(5.89 \times 10^{-12}b)</td>
<td>(.16^e)</td>
</tr>
<tr>
<td>Fatigue(^c,d)</td>
<td>1.28 (0.35)</td>
<td>1.13 (0.19)</td>
<td>0.98 (0.03)</td>
<td>(1.54 \times 10^{-26}b)</td>
<td>(.003^f)</td>
</tr>
<tr>
<td>Headache(^d)</td>
<td>1.05 (0.30)</td>
<td>1.01 (0.15)</td>
<td>0.91 (0.02)</td>
<td>(.00023^b)</td>
<td>(.083^e)</td>
</tr>
<tr>
<td>Specific conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcoholism</td>
<td>0.93 (0.37)</td>
<td>.92 (0.19)</td>
<td>0.97 (0.14)</td>
<td>(7.26 \times 10^{-16}b)</td>
<td>(.193^e)</td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder(^e)</td>
<td>0.68 (0.25)</td>
<td>0.76 (0.13)</td>
<td>0.78 (0.07)</td>
<td>(3.90^e)</td>
<td>(.749^e)</td>
</tr>
<tr>
<td>Binge eating(^g,h)</td>
<td>0.013 (0.03)</td>
<td>0.03 (0.02)</td>
<td>0.06 (0.01)</td>
<td>(6.86 \times 10^{-61}b)</td>
<td>(1.18 \times 10^{-10b})</td>
</tr>
<tr>
<td>Compulsive behavior(^g,h)</td>
<td>0.033 (0.035)</td>
<td>0.1 (0.051)</td>
<td>0.19 (0.14)</td>
<td>(1.93 \times 10^{-206b})</td>
<td>(8.82 \times 10^{-42b})</td>
</tr>
<tr>
<td>Dysphoria(^d,e,h)</td>
<td>0.009 (0.02)</td>
<td>0.02 (0.018)</td>
<td>0.05 (0.01)</td>
<td>(1.11 \times 10^{-48b})</td>
<td>(8.83 \times 10^{-13b})</td>
</tr>
<tr>
<td>Generalized anxiety disorder(^g,h)</td>
<td>0.119 (0.09)</td>
<td>0.23 (0.07)</td>
<td>0.24 (0.007)</td>
<td>(4.65 \times 10^{-134b})</td>
<td>(2.56 \times 10^{-66b})</td>
</tr>
<tr>
<td>Hypochondriasis(^g,h)</td>
<td>0.008 (0.021)</td>
<td>0.01 (0.01)</td>
<td>0.03 (0.002)</td>
<td>(.0009^b)</td>
<td>(.0017^f)</td>
</tr>
<tr>
<td>Hypomania(^g,h)</td>
<td>0.008 (0.020)</td>
<td>0.01 (0.01)</td>
<td>0.03 (0.005)</td>
<td>(3.29 \times 10^{-08b})</td>
<td>(7.36 \times 10^{-40b})</td>
</tr>
<tr>
<td>Major depressive disorder(^d)</td>
<td>1.05 (0.33)</td>
<td>0.97 (0.16)</td>
<td>0.88 (0.06)</td>
<td>(2.10 \times 10^{-09b})</td>
<td>(.074^e)</td>
</tr>
<tr>
<td>Manic disorder(^g,h)</td>
<td>0.040 (0.038)</td>
<td>0.11 (0.05)</td>
<td>0.14 (0.01)</td>
<td>(1.37 \times 10^{-208b})</td>
<td>(2.07 \times 10^{-20b})</td>
</tr>
<tr>
<td>Mood disorder(^g,h)</td>
<td>0.117 (0.086)</td>
<td>0.21 (0.07)</td>
<td>0.24 (0.018)</td>
<td>(1.36 \times 10^{-132b})</td>
<td>(5.87 \times 10^{-07b})</td>
</tr>
<tr>
<td>Psychosis(^g,h)</td>
<td>0.241 (0.145)</td>
<td>0.34 (0.08)</td>
<td>0.38 (0.03)</td>
<td>(1.04 \times 10^{-66b})</td>
<td>(.0015^f)</td>
</tr>
<tr>
<td>Suicidal ideation(^g,h)</td>
<td>0.024 (0.029)</td>
<td>0.07 (0.04)</td>
<td>0.11 (0.02)</td>
<td>(9.11 \times 10^{-172b})</td>
<td>(8.78 \times 10^{-22b})</td>
</tr>
</tbody>
</table>

\(^a\)Percentages indicate the percentage of all health searches, with SDs in parentheses.

\(^b\)Significance level of \(Q<.001\).

\(^c\)Symptoms searched more often in rural shortage areas than in metro shortage areas.

\(^d\)Symptoms searched more often in urban shortage areas.

\(^e\)Statistically insignificant, based on false discovery rate correction.

\(^f\)Significance level of \(Q<.01\).

\(^g\)Symptoms searched significantly more often in rural shortage areas than in urban shortage areas.

\(^h\)Symptoms searched more often in metropolitan shortage areas.

Temporal Analysis of Differences and the COVID-19 Pandemic

In this section, we examine the differences in search behavior regarding mental health in shortage and nonshortage areas over time (\(RQ3\)). As demonstrated in Figures 2 and 3, though trends tended to be similar among rural, urban, and metropolitan areas, the relative gaps (in searching) between areas tended to remain consistent over time in both shortage and nonshortage areas. The similarity in these dynamics suggests that symptom searching in rural, urban, and metropolitan areas is likely to be similarly affected by external factors or events, though to different magnitudes. In addition, as demonstrated in Figure 4, using the example of searches related to suicidal ideation, we also noticed that gaps between shortage and nonshortage areas also remained consistent over time.

One trend we want to draw particular attention to is the decrease in searching for mental health symptoms at the onset of the COVID-19 pandemic (March 11, 2020 [60]). As indicated by the vertical lines in Figures 2, 3, and 4, at the onset of the pandemic, individuals in the shortage and nonshortage areas began to search for mental health significantly less often. This likely demonstrates that mental health took a backseat as individuals searched for health information related to COVID. Over time, levels of mental health symptom searching stabilized to similar levels in both shortage and nonshortage areas, a finding that has also been observed in other contexts regarding...
the expression of psychosocial concerns during the pandemic [61]. Researchers attribute this plateauing effect to habituation to a “new normal,” given the protracted nature of the pandemic [61].

Although these overall trends tend to be similar, we did observe some differences in mental health symptom searching before and after the pandemic’s onset. As shown in Table 6 for shortage areas and in Table 7 for nonshortage areas, searches for headache, ADHD, compulsive behavior, dysphoria, hypochondriasis, and manic disorder significantly increased after the start of the COVID-19 pandemic in both shortage and nonshortage areas. In addition, in both the shortage and nonshortage areas, searches for depression, fatigue, alcoholism, major depressive disorder, mood disorder, and suicidal ideation significantly declined. However, it has been observed that overall, alcohol use [59] and depressive symptoms [62,63] increased during the pandemic. A demonstrated lack of engagement with web-based resources may thus be an indication of a lack of engagement with offline resources.

Figure 2. Symptom search distributions for several mental health symptoms in shortage areas. Vertical line represents March 11, 2020, the day that the World Health Organization (WHO) declared COVID-19 a global pandemic [61]. CIs represented in transparent purple (the CIs tightly follow the mean). Note that in the broader terms on the top row, rural shortage areas search at a higher rate than other types of areas. For the more particular terms on the bottom row, rural shortage areas search at significantly lower rates.
Figure 3. Symptom search distributions for several mental health symptoms in nonshortage areas. Vertical line represents March 11, 2020, the day that the World Health Organization (WHO) declared COVID-19 a global pandemic [61]. CIs represented in transparent purple (the CIs tightly follow the mean).

Figure 4. Symptom search distributions for suicidal ideation. Vertical line represents March 11, 2020, the day that the World Health Organization (WHO) declared COVID-19 a global pandemic [61]. Note that symptom searching in both shortage and nonshortage areas trends downward. Also note that shortage areas (with higher overall suicide rates) have lower levels of searching about suicidal ideation. Jan: January; Jul: July.
Table 6. Percentage of search in shortage areas during pre–COVID-19 pandemic versus post–COVID-19 pandemic.\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>Pre–COVID-19 pandemic (%)</th>
<th>Post–COVID-19 pandemic (%)</th>
<th>(Q) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall average</strong></td>
<td>13.65 (0.70)</td>
<td>13.89 (0.97)</td>
<td>.031(^b)</td>
</tr>
<tr>
<td><strong>Broad symptoms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>2.006 (0.153)</td>
<td>2.021 (0.181)</td>
<td>.505(^c)</td>
</tr>
<tr>
<td>Depression(^d)</td>
<td>1.186 (0.091)</td>
<td>1.136 (0.147)</td>
<td>.0023(^e)</td>
</tr>
<tr>
<td>Fatigue(^d)</td>
<td>1.242 (0.057)</td>
<td>1.203 (0.065)</td>
<td>.395 \times 10^{-6}(^f)</td>
</tr>
<tr>
<td>Headache(^e)</td>
<td>1.047 (0.047)</td>
<td>1.069 (0.055)</td>
<td>.0026(^e)</td>
</tr>
<tr>
<td><strong>Specific conditions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcoholism(^d)</td>
<td>0.957 (0.058)</td>
<td>0.928 (0.07)</td>
<td>.0017(^e)</td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder(^e)</td>
<td>0.729 (0.109)</td>
<td>0.788 (0.147)</td>
<td>.0010(^e)</td>
</tr>
<tr>
<td>Binge eating</td>
<td>0.022 (0.005)</td>
<td>0.023 (0.005)</td>
<td>.303(^e)</td>
</tr>
<tr>
<td>Compulsive behavior(^f)</td>
<td>0.068 (0.011)</td>
<td>0.074 (0.009)</td>
<td>.349 \times 10^{-6}(^f)</td>
</tr>
<tr>
<td>Dysphoria(^e)</td>
<td>0.012 (0.003)</td>
<td>0.017 (0.004)</td>
<td>.826 \times 10^{-23}(^f)</td>
</tr>
<tr>
<td>Generalized anxiety disorder</td>
<td>0.183 (0.019)</td>
<td>0.179 (0.023)</td>
<td>.354(^e)</td>
</tr>
<tr>
<td>Hypochondriasis(^e)</td>
<td>0.007 (0.002)</td>
<td>0.008 (0.002)</td>
<td>.0008(^e)</td>
</tr>
<tr>
<td>Hypomania</td>
<td>0.009 (0.003)</td>
<td>0.010 (0.002)</td>
<td>.048(^b)</td>
</tr>
<tr>
<td>Major depressive disorder(^d)</td>
<td>1.066 (0.088)</td>
<td>1.008 (0.098)</td>
<td>.36 \times 10^{-5}(^f)</td>
</tr>
<tr>
<td>Manic disorder(^e)</td>
<td>0.076 (0.012)</td>
<td>0.082 (0.011)</td>
<td>.964 \times 10^{-5}(^f)</td>
</tr>
<tr>
<td>Mood disorder(^d)</td>
<td>0.184 (0.029)</td>
<td>0.170 (0.029)</td>
<td>.536 \times 10^{-4}(^f)</td>
</tr>
<tr>
<td>Psychosis(^e)</td>
<td>0.310 (0.036)</td>
<td>0.322 (0.035)</td>
<td>.020(^b)</td>
</tr>
<tr>
<td>Suicidal ideation(^d)</td>
<td>0.057 (0.013)</td>
<td>0.038 (0.007)</td>
<td>3.48 \times 10^{-27}(^f)</td>
</tr>
</tbody>
</table>

\(^a\)Percentages indicate percentage of all health searching.
\(^b\)Significance level of \(Q<.05\).
\(^c\)Statistically insignificant, based on false discovery rate correction.
\(^d\)Symptoms searched significantly more before March 15.
\(^e\)Significance level of \(Q<.01\).
\(^f\)Significance level of \(Q<.001\).
\(^g\)Symptoms searched significantly more after March 15.
Table 7. Percentage of search in nonshortage areas during pre–COVID-19 pandemic versus post–COVID-19 pandemic.\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>Pre–COVID-19 pandemic (%)</th>
<th>Post–COVID-19 pandemic (%)</th>
<th>(Q) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall average</td>
<td>14.985 (0.64)</td>
<td>15.234 (0.86)</td>
<td>.02(^b)</td>
</tr>
<tr>
<td><strong>Broad symptoms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety(^c)</td>
<td>1.772 (0.116)</td>
<td>1.808 (0.135)</td>
<td>.038(^b)</td>
</tr>
<tr>
<td>Depression(^d)</td>
<td>1.088 (0.106)</td>
<td>1.051 (0.106)</td>
<td>.031(^e)</td>
</tr>
<tr>
<td>Fatigue(^d)</td>
<td>1.056 (0.050)</td>
<td>1.032 (0.050)</td>
<td>1.98 \times 10^{-4f}</td>
</tr>
<tr>
<td>Headache(^c)</td>
<td>0.936 (0.0004)</td>
<td>0.955 (0.0004)</td>
<td>6.38 \times 10^{-4f}</td>
</tr>
<tr>
<td><strong>Specific conditions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcoholism(^d)</td>
<td>0.977 (0.051)</td>
<td>0.943 (0.068)</td>
<td>5.03 \times 10^{-5f}</td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder(^c)</td>
<td>0.747 (0.084)</td>
<td>0.804 (0.124)</td>
<td>8.23 \times 10^{-5f}</td>
</tr>
<tr>
<td>Binge eating(^c)</td>
<td>0.049 (0.008)</td>
<td>0.052 (0.008)</td>
<td>.0042(^e)</td>
</tr>
<tr>
<td>Compulsive behavior(^c)</td>
<td>0.136 (0.012)</td>
<td>0.148 (0.012)</td>
<td>1.01 \times 10^{-11f}</td>
</tr>
<tr>
<td>Dysphoria(^c)</td>
<td>0.030 (0.005)</td>
<td>0.043 (0.008)</td>
<td>2.42 \times 10^{-33f}</td>
</tr>
<tr>
<td>Generalized anxiety disorder(^d)</td>
<td>0.251 (0.019)</td>
<td>0.241 (0.020)</td>
<td>.002(^b)</td>
</tr>
<tr>
<td>Hypochondriasis(^c)</td>
<td>0.017 (0.003)</td>
<td>0.020 (0.004)</td>
<td>2.18 \times 10^{-9f}</td>
</tr>
<tr>
<td>Hypomania(^c)</td>
<td>0.022 (0.005)</td>
<td>0.024 (0.003)</td>
<td>9.06 \times 10^{-5f}</td>
</tr>
<tr>
<td>Major depressive disorder(^d)</td>
<td>0.929 (0.069)</td>
<td>0.895 (0.079)</td>
<td>8.06 \times 10^{-4f}</td>
</tr>
<tr>
<td>Manic disorder(^c)</td>
<td>0.133 (0.014)</td>
<td>0.139 (0.015)</td>
<td>.002(^e)</td>
</tr>
<tr>
<td>Mood disorder(^d)</td>
<td>0.254 (0.031)</td>
<td>0.237 (0.026)</td>
<td>3.96 \times 10^{-5f}</td>
</tr>
<tr>
<td>Psychosis(^c)</td>
<td>0.369 (0.031)</td>
<td>0.368 (0.028)</td>
<td>.760(^e)</td>
</tr>
<tr>
<td>Suicidal ideation(^d)</td>
<td>0.108 (0.021)</td>
<td>0.081 (0.010)</td>
<td>4.77 \times 10^{-24f}</td>
</tr>
</tbody>
</table>

\(^a\)Percentages indicate percentage of all health searching.
\(^b\)Significance level of \(Q < .05\).
\(^c\)Symptoms searched significantly more after March 15.
\(^d\)Symptoms searched significantly more before March 15.
\(^e\)Significance level of \(Q < .01\).
\(^f\)Significance level of \(Q < .001\).
\(^g\)Statistically insignificant, based on false discovery rate correction.

**Suicidal Ideation**

In this section, we analyze the trends in suicidal ideation between shortage and nonshortage areas (RQ4). Previous research by Ku et al [33] found that the rates of death by suicide are consistently higher in shortage areas than those in nonshortage areas. In addition, Ku et al also found that the association between having a higher suicide rate and being in a shortage area has grown over time.

Overall, searches for suicidal ideation tended to be at an average of 0.05% (SD 0.04%) of all mental health–related searches in shortage areas and of 0.10% (SD 0.03%) of all the searches in nonshortage areas. This pattern was also observed in rural and urban shortage areas, with averages of 0.024% (SD 0.029%) of searches in rural shortage areas, 0.088% (SD 0.053%) of searches in rural nonshortage areas, 0.07% (SD 0.04%) of searches in urban shortage areas, and 0.09% (SD 0.03%) of searches in urban nonshortage areas. Rurality was also significantly related to how people search about suicide in shortage areas—individuals in rural shortage areas (mean 0.024%, SD 0.029%) tended to search for suicide at lower rates than individuals in urban shortage areas (mean 0.07%, SD 0.03%; \(Q=9.11 \times 10^{-172}\)) and even more so than those in metropolitan shortage areas (mean 0.11%, SD 0.03%; \(Q=8.78 \times 10^{-22}\)). Although the rates of suicide are consistently known to be higher in shortage [33] and rural areas [64], we observed that the rates of searching for suicidal ideation were actually lower in shortage areas (\(Q<.0003\)), and more so when a shortage area was rural (\(Q<2 \times 10^{-12}\)).
In addition, previous work has shown that the rates of suicide have increased over time (from 1999 to 2016), with the steepest rises in rural areas [65]. However, considering the rates of searching, we actually observed that the rates of searching for suicidal ideation slowly trending downward over time. We conjecture that this discrepancy might be representative of the fact that people who search for resources receive more support (via internet resources) and are thus less likely to die by suicide.

**Discussion**

**Contextualizing Findings in Previous Research: Implications for Search Engines**

We observed that search topics pertaining to specific clinical language regarding mental health were searched more often in nonshortage areas than in shortage areas, regardless of whether the shortage area was rural or urban. This finding allowed us to uncover the relationship between the number (or availability) of mental health professionals in an area and the language that people use to describe their experiences of distress (via search data). Having more specialized language to express mental health status can be key to obtaining more specific treatment options. However, individuals in shortage areas tend to use this specific language less frequently.

Search engines can help close this inequity in care by referring individuals to specialized resources regarding mental health, even when the symptom categories being searched for are broader. For example, the results in a search for “headache” might include emotional support materials and information about mental health conditions alongside broader information about the different causes of or remedies for a headache. Doing so might also moderate the potential for search engine results to escalate anxieties related to the diagnosis for a user, especially from a shortage area. White and Horvitz [66] described how the use of search engines to gain diagnostic understanding of illnesses by individuals with limited medical training may sometimes result in unfounded escalation of concerns regarding common symptomatology. The presence of emotional support and mental health resources alongside traditional health information could provide individuals with language and resources that are more in line with their experience of distress and serve to de-escalate concerns about symptoms that are likely to be nonlethal.

The need for an equitable design of search engines that attends to the diverse mental health needs of underserved populations is underscored by the fact that technology-mediated systems may be the most accessible form of care or resources available to communities in need [67]. Therefore, in addition to the search engines being intentional about the type of support resources to be directed to underserved mental health search users, we also emphasize the need to consider alternative ways of optimizing matching and personalization in search. In particular, while search engines do consider geolocation as one of many variables in tailoring search results [68], our findings show that the nature of searches in shortage and nonshortage areas, personalization should consider social determinants of health and structural inequities in care experienced by these communities. For instance, search engines, which are equipped with the insights gained from this work, could strive to provide more educational pointers that enhance understanding of one’s experience as a result of broad symptom searching in shortage areas. Similarly, as users in nonshortage areas tend to use more clinical terms to seek information on mental health, search engine algorithms may prioritize those results that provide advice complementary to formal treatment.

We note that search technologies encode certain values about what sort of content is “important” or “authoritative” [69], and previous work has discovered that a lack of consideration of equities can result in amplified biases against minoritized identities [70,71]. Although we do not discover the underlying intent or offline context of specific search behaviors, when catering to mental health–related search queries, these values would need to be punctuated with a deeper understanding of the types of searches in shortage and nonshortage areas. More specifically, we argue that to fulfill the potential of serving as an algorithmically mediated care resource, search engine design will need to decouple itself from the biases encoded in web-based advertising delivery. For instance, it has been demonstrated that search results for Black-identifying first names are associated with more advertisements for public record searches (eg, arrest records), in contrast to those for White-identifying first names [72]. Search engines would need to pay careful attention to ensure that queries for broader mental health symptoms, as observed more often in shortage areas, provide empirically grounded results and not advertisements for unverified treatments.

**Contextualizing Findings in Previous Research: Implications for Public Health**

Our approach demonstrates the potential of using search engine log data to better understand emerging symptom presentations and the use of care resources, expanding earlier investigations that found individuals using search engines to gather new information and resources for their health [30]. Therefore, search engine log data can be used to identify emerging symptom presentations by analyzing what searches co-occur with mental health symptoms. Moreover, from previous work, we already know that interactions, which are mediated by search engine ranking algorithms and their corresponding interfaces, can have tangible impacts on how individuals understand, describe, and present their symptoms when speaking to clinicians [73,74]. Thus, search log data, such as the one used here, could also be used to identify emerging shortage areas or nonshortage areas, even in areas with less reliable offline data. Areas in which individuals seem to tend toward searching broader symptom categories could be flagged as potential shortage areas, whereas areas with individuals who seem to tend toward searching more specific diagnoses could be flagged as potential nonshortage areas. Combined with traditional metrics from the HRSA, this information could be used in new programs to incentivize mental health professionals to work in less covered areas. Search engines could differentiate between resources based on the shortage status and corresponding mental health literacy rate that are inferred from a region’s search queries. This could be particularly helpful in the case of suicidal ideation. We find that though rates of suicide are higher in shortage areas and on the increase, broadly, rates of searching for suicidal ideation are...
lower in shortage areas and on the decline overall. Providing additional resources to support someone experiencing suicidal ideation, even when queries may not be specific to suicidal ideation, may lead individuals to discover resources to which they may not have otherwise been exposed (such as helplines, warmlines, or peer respite centers). This finding also underscores the need to augment public health informational campaigns that may be specifically targeted to underserved communities, as stigma and limited literacy around suicidal risk may be underlying factors driving lower search for information regarding suicide in shortage areas.

**Ethical Implications and Future Work**

On the basis of our results, we believe and argue that search engine algorithm designers have an ethical imperative to use US public health information (such as whether an area is a shortage area) and apparent search trends to offer mental health resources more readily. However, as Pendse et al [50] discussed, we also consider the fact that the form of resources recommended might influence how people come to think of their mental health state. Privileging biomedical approaches to health might be counterproductive or crowd out minoritized forms of care. An alternative approach (such as an issue-specific support group or online forum) might be more in line with how an individual understands their distress. We contend that search engine algorithm designers should ensure that resources offered to individuals who appear to be in distress in prioritized medical information cards (such as those from Google’s Knowledge Panel [75]) are diverse, such as broader resources for stress, warmlines, peer support, and other forms of care that may not fit a traditional biomedical lens, as Pendse et al [50] recommend. Similarly, we are cognizant of the potential for analyses of search engine data to be used to expose users’ personal information without consent, particularly the information of those living in geographically sparse or underserved areas. We appreciate the use of several privacy-preserving mechanisms in the Google COVID-19 Search Trends data set [34].

Our work highlights the importance of better understanding the differences between how individuals in shortage and nonshortage areas perceive their experience of distress and express it to others. However, the data we analyzed were anonymized metadata and did not include other axes of oppression [76,77] that have an influence on expressions of mental illness, such as race, gender identity, sexual orientation, class, caste, ethnicity, or nationality [50]. Future work must qualitatively investigate the specific idioms of distress [78] and explanatory models [79] that underlie these search queries. Our work is limited to resource-constrained areas in the United States, and future work could explore how resource constraints interact with broader mental health symptom–related searches in other countries.

**Conclusions**

Technology-mediated tools for mental health support (and the algorithms that underlie them) can often be the first point of contact with any form of mental health resources, particularly for those in underserved groups. The diverse ways in which individuals understand and express their mental illness thus have a direct influence on both what resources are recommended and what resources are proactively excluded. In this study, we investigated mental health symptom searching among one such underserved group or individuals in the US MHPSAs. We demonstrated strong differences between how individuals in areas with fewer mental health professionals search about their mental health, with clear implications for algorithm design and health equity. We leveraged this analysis to discuss how search engine algorithm designers might be conscientious of the role that structural factors play in expressions of distress and how they can design search engine algorithms and interfaces to close gaps in care.
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Abstract

Background: Digital technologies play an increasingly important role in the lives of young people and have important effects on their mental health.

Objective: We aimed to explore 3 key areas of the intersection between digital technology and mental health: the views and experiences of young people and clinicians about digital technology and mental health; implementation and barriers to the UK national guidance recommendation—that the discussion of digital technology use should form a core part of mental health assessment; and how digital technology might be used to support existing consultations.

Methods: Two cross-sectional web-based surveys were conducted in 2020 between June and December, with mental health clinicians (n=99) and young people (n=320). Descriptive statistics were used to summarize the proportions. Multilinear regression was used to explore how the answers varied by gender, sexuality, and age. Thematic analysis was used to explore the contents of the extended free-text answers. Anxiety was measured using the Generalized Anxiety Disorder Questionnaire-7 (GAD-7).

Results: Digital technology use was ubiquitous among young people, with positive and negative aspects acknowledged by both clinicians and young people. Negative experiences were common (131/284, 46.1%) and were associated with increased anxiety levels among young people (GAD-7 3.29; 95% CI 1.97-4.61; P<.001). Although the discussion of digital technology use was regarded as important by clinicians and acceptable by young people, less than half of clinicians (42/85, 49.4%) routinely asked about the use of digital technology and over a third of young people (48/121, 39.6%) who had received mental health care had never been asked about their digital technology use. The conversations were often experienced as unhelpful. Helpful conversations were characterized by greater depth and exploration of how an individual’s digital technology use related to mental health assessment; and how digital technology might be used to support existing consultations.
Conclusions: Digital technology use was common, and negative experiences were frequent and associated with anxiety. Over a third of young people were not asked about their digital technology use during mental health consultations, and potentially valuable information about relevant negative experiences on the web was not being captured during consultations. Clinicians would benefit from having access to training to support these discussions with young people. Although young people recognized that app data could be helpful to clinicians, they appeared hesitant to share their own data. This finding suggests that data sharing has barriers that need to be further explored.

(KEYWORDS)
internet; adolescent; child; mental health; anxiety; patient-physician relationship

Introduction

Background
Digital technologies play an increasingly important role in the lives of young people. Survey data from the European Commission show that across Europe, 95% of young people used the internet daily in 2021, compared with 82% in 2012 [1]. Meanwhile, 87% of those aged between 12 and 15 years use social media sites or apps, and over 90% own their own smartphones [2]. Negative experiences on the web have become a common occurrence, with >50% of children reporting having had a negative experience on the web [2]. Therefore, there has been increasing concern about possible negative impacts on mental health, including increased levels of depression and anxiety, loneliness, and social isolation, in addition to exposure to cyberbullying [3-7].

It is also increasingly asserted that asking about digital technology use and its associated risks is an important part of a comprehensive assessment of young people during mental health consultations [8]. Royal College of Psychiatrists (the United Kingdom) guidance, for instance, stipulates that “questions around technology use should become a core part of biopsychosocial assessments and formulations” and highlights the need for research in this area [9]. Currently, little is known about whether this recommendation is being implemented or whether there are barriers preventing such discussions from taking place.

However, there are also positive aspects to the increasing use of digital technology. In principle, digital technology provides resources to support and educate those seeking help [10,11], a function that played a particularly important role during the COVID-19 pandemic [12]. Furthermore, there has been an increasing push to harness digital technology to support mental health, for example, the proliferation of mood-monitoring apps [13]; web-based support services during crises [14]; and novel social media platforms designed to cater for mental health, such as those providing a forum for young people to express their feelings and obtain peer support [15].

Apps provide a digital record of an individual’s health and behavior that, in principle, can be used to help inform routine mental health assessments. Preliminary surveys have shown that among adults in the United States, psychiatric outpatients would generally be willing to share their social media posts with their current therapists [16]. Surveys of clinicians have shown that in practice, they had often viewed patient’s electronic media such as texts and occasionally their social media posts as part of their care and had generally found this helpful [17]. However, none of these studies examined patients aged <18 years.

Objective
Therefore, we aimed to address these gaps in knowledge by conducting a web-based survey of young people and clinicians. We aimed to investigate the following three main areas of interest: (1) clinicians’ and young people’s attitudes toward and experiences of the digital world in relation to mental health, (2) the discussion of digital technology use by young people and clinicians during mental health consultations, and (3) the use of digital technology to aid consultations (including the potential to use novel data streams to inform the consultation).

Methods
We conducted 2 cross-sectional web-based surveys: 1 with mental health clinicians and 1 with young people.

Ethics Approval
Research ethics approval was provided by the Health Sciences Research Ethics Committee at the University of Bristol (references: 103102; 104403).

Recruitment
We recruited young people aged between 14 and 24 years from the general population. Any young person was eligible to take part, irrespective of their mental health status or experience of service use. Upon clicking the survey link, potential participants were taken to a study information sheet and were required to provide e-consent before starting to complete the survey. Parental assent was obtained for participants aged ≥16 years.

Eligible clinicians were health or social care workers working in the statutory or nonstatutory sector, who spent at least a proportion of their working time supporting the mental health needs of young people aged ≤24 years. Both surveys were conducted in the United Kingdom, but international participants were eligible to participate.

Convenience sampling was used, in which participants were recruited through public advertisements circulated via professional social media accounts, tagging relevant organizations such as mental health charities, youth groups, and professional bodies. The advertisements were "re-tweeted," creating a web-based snowballing. We also approached local schools, clinical networks, university services, and national...
charities directly through email. Furthermore, an advertisement was placed on the UK-based young person’s mental health app (“Tellmi”).

**Data Collection**

Each survey consisted of 1 questionnaire, with complementary versions for clinicians and young people. These were hosted on SurveyMonkey for 4 months in 2020 (clinician survey: June to September; young person survey: August to December).

The clinician and young person questionnaires followed the same format and covered identical topic areas. The majority of questions were fixed choice or Likert-scale questions were used, with a smaller number of open-ended questions to provide additional qualitative insights. The full versions of both questionnaires can be found in Multimedia Appendices 1 and 2. The main topic areas included views on the effect of digital technology use on mental health, experiences of discussing digital technology use during mental health consultations, and experiences of using digital technology to help facilitate mental health consultations. In addition, young people were asked to complete the Generalized Anxiety Disorder Questionnaire 7 (GAD-7) to assess current anxiety symptoms. The GAD-7 has been validated for use in this age range [18]. Clinicians were asked about their job roles, experiences, age of young people they supported, country of practice, and length of practice.

A draft copy of the young people questionnaire was shared with a young person’s advisory group panel and a further group of neurodiverse young people who offered advice on acceptability, clarity, and ease of completion. Final amendments were made to address feedback before the finalized survey was administered. The clinician survey questionnaire was piloted with a small number of clinical colleagues to refine the final draft.

Upon completion, participants of both surveys could opt to enter into a prize draw. Signposting information for mental health services was also provided at the end of the young people questionnaire for participants who wanted further support.

**Analysis**

**Quantitative Data**

Quantitative data were analyzed using Stata (version 17; StataCorp) [19]. The clinician and young person surveys were analyzed separately. Survey questions varied in design, although most were statements that were linked to the choice of the following 6 options: “Strongly Disagree,” “Disagree,” “Neutral,” “Agree,” “Strongly Agree,” and “Unsure.” For the purposes of analysis, these were combined into positive (agree and strongly agree), neutral (neutral and unsure), or negative (disagree and strongly disagree) categories. All other questions were statements that offered categorical responses (such as “This has Happened,” “I would like this to happen,” and “I would not like this to happen”), which were analyzed as categorical variables. Descriptive statistics were used to summarize the proportions.

Some questions were restricted to subgroups of the survey; for example, the questions asking young people about their experiences when receiving help with their mental health were only asked to those who reported receiving such help. Fisher exact test was used to assess differential completion rates across gender and sexuality, and logistic regression was used to assess differential completion rates across age groups.

For the young people questionnaire, exploratory analyses were performed to determine whether answers to key questions varied by demographic background. Ordinal logistic regression was used to examine whether responses varied by age, gender, and reported sexuality. The proportional odds assumption was assessed using the Brant test. Because of the low number of individuals reporting gender other than male or female, analyses checking whether responses varied across gender examined only the differences between those reporting male or female.

Age was recoded into groups of people aged <16, 16 to 18, and ≥18 years. Our reference category was the most common response in each group, which was female, age <16 years, and heterosexual. Given the low numbers for most ethnic minority groups, we could not meaningfully examine how experiences or views differed across ethnicities. Demographic data were not collected in the clinician questionnaires.

Linear regression was used to assess the association between total GAD-7 scores and previous negative web-based experiences. For the purposes of this analysis, we recoded answers to the question, “I have had bad experiences online that have affected my mental health” into a binary variable of yes ("strongly agree" or "agree") or no or unsure ("Neutral," “Disagree,” “Strongly Disagree,” or "Unsure"). A simple unadjusted regression was used followed by a multiple linear regression, which was adjusted for possible demographic confounders including age, gender, sexuality, ethnicity, and a history of being treated for a mental health condition.

**Qualitative Data**

Thematic analysis was used to explore the contents of the extended free-text answers. An open inductive approach was used in which codes were derived from the data and were used to label the text according to the meaning expressed. Coding was undertaken collaboratively by LB and JD. All individual codes were displayed on a code list and then organized into thematic categories by LB. The content of each theme was then examined by retrieving all relevant labeled data.

**Results**

**Participant Demographics**

A total of 320 young people completed the survey. The sample consisted of participants who are mainly White British (271/320, 84.7%), of female sex (196/320, 61.3%), and heterosexual (214/320, 67.1%). More than one-third of the participants (121/320, 437.8%) had received help for mental health difficulties. Smartphone ownership (295/320, 92.2%) and the use of social media (289/320, 90.3%) were almost ubiquitous.

Furthermore, 99 clinicians completed the survey. Most of them had lengthy clinical experience (median of 12 years), were based in the United Kingdom (88/99, 88.9%), and worked in the statutory sector (64/99, 64.7%). They were recruited from a wide variety of roles, of which psychologists (28/99, 28.3%), psychiatrists (23/99, 23.2%), and others (11/99, 11.1%) were the most common. The “other” category was composed of a diverse
range of associated professionals including nursing assistants, well-being workers, advisers, and counselors. Full demographic information for both surveys can be found in Tables 1 and 2.
Table 1. Young people questionnaire demographics (n=320).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>14-15</td>
<td>132 (41.3)</td>
</tr>
<tr>
<td>16-17</td>
<td>82 (25.6)</td>
</tr>
<tr>
<td>18-25</td>
<td>106 (33.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>271 (84.7)</td>
</tr>
<tr>
<td>Black, African, Caribbean, or Black British</td>
<td>5 (1.6)</td>
</tr>
<tr>
<td>Asian or Asian British</td>
<td>16 (5)</td>
</tr>
<tr>
<td>Mixed or Multiple ethnic groups</td>
<td>21 (6.6)</td>
</tr>
<tr>
<td>Other ethnic group</td>
<td>7 (2.2)</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Sexuality</strong></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>214 (67.1)</td>
</tr>
<tr>
<td>LGB+ b</td>
<td>97 (30.4)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>8 (2.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>196 (61.3)</td>
</tr>
<tr>
<td>Male</td>
<td>110 (34.4)</td>
</tr>
<tr>
<td>Any other response (including nonbinary)</td>
<td>12 (3.8)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>2 (0.6)</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Current occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Any education</td>
<td>264 (82.5)</td>
</tr>
<tr>
<td>Any employment</td>
<td>121 (37.8)</td>
</tr>
<tr>
<td>NEET c</td>
<td>19 (6)</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Ever received help for a mental health problem</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>121 (37.8)</td>
</tr>
<tr>
<td>No</td>
<td>148 (46.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>51 (16.6)</td>
</tr>
<tr>
<td><strong>Device ownership</strong></td>
<td></td>
</tr>
<tr>
<td>Smartphone</td>
<td>295 (92.2)</td>
</tr>
<tr>
<td>Laptop or desktop</td>
<td>275 (85.9)</td>
</tr>
<tr>
<td>Tablet</td>
<td>112 (35)</td>
</tr>
<tr>
<td>Missing</td>
<td>20 (6.2)</td>
</tr>
<tr>
<td><strong>Use of social media</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>289 (90.3)</td>
</tr>
<tr>
<td>No</td>
<td>10 (3.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>21 (6.6)</td>
</tr>
</tbody>
</table>
aMedian (IQR): 16.9 (15.1-19.8) years.
bLGB+: lesbian, gay, and bisexual.
cNEET: Not In education, employment, or training.

Table 2. Clinician demographics (n=99).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sector, n (%)</td>
<td></td>
</tr>
<tr>
<td>Statutory</td>
<td>64 (64.7)</td>
</tr>
<tr>
<td>Multiple</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Charitable</td>
<td>15 (15.2)</td>
</tr>
<tr>
<td>Private</td>
<td>10 (10.1)</td>
</tr>
<tr>
<td>Education</td>
<td>5 (5.1)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Job role, n (%)</td>
<td></td>
</tr>
<tr>
<td>Psychiatrist</td>
<td>23 (23.2)</td>
</tr>
<tr>
<td>Nurse</td>
<td>8 (8.1)</td>
</tr>
<tr>
<td>Psychologist</td>
<td>28 (28.3)</td>
</tr>
<tr>
<td>Social worker</td>
<td>3 (3)</td>
</tr>
<tr>
<td>GPa</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Student well-being support</td>
<td>10 (10.1)</td>
</tr>
<tr>
<td>Manager</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Practitioner</td>
<td>9 (9.1)</td>
</tr>
<tr>
<td>Other</td>
<td>11 (11.1)</td>
</tr>
<tr>
<td>Age range of young people supported (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;12</td>
<td>54 (54.5)</td>
</tr>
<tr>
<td>12-15</td>
<td>61 (61.6)</td>
</tr>
<tr>
<td>16-17</td>
<td>72 (72.7)</td>
</tr>
<tr>
<td>18-24</td>
<td>46 (46)</td>
</tr>
<tr>
<td>Country of practice, n (%)</td>
<td></td>
</tr>
<tr>
<td>The United Kingdom</td>
<td>88 (88.9)</td>
</tr>
<tr>
<td>Europe (excluding the United Kingdom)</td>
<td>5 (5.1)</td>
</tr>
<tr>
<td>Rest of world</td>
<td>5 (5.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Length of practice (years), median (IQR)</td>
<td>12 (5.9-20)</td>
</tr>
</tbody>
</table>

Views and Experiences of Digital Technology Use in Relation to Mental Well-Being

We explored young people’s use of digital technology in relation to mental health and young people’s and practitioners’ views about the impact of digital technology on mental health. Table 3 presents a summary of the most important data quoted in this section. The full data for all the questions in this section are displayed in Table S1 in Multimedia Appendix 3.

Just over half of the young person sample (157/297, 52.9%) reported having used digital technology or web-based resources to support their mental well-being. Of the 157 young people, 128 (81.5%) answered an open-ended question regarding the resources they had used to do this. These responses were coded into the following 5 categories: formal treatment (17/128, 13.3%), talking to others (32/128, 25%), apps (34/128, 26.6%), psychoeducation (40/128, 31.2%), and distraction (50/128, 39.1%).

Most clinicians agreed that digital technology use could have harmful (91/95, 96%) and helpful (78/95, 82%) effects on young people’s mental health. However, although many young people agreed that social media could be harmful (122/284, 43%) and helpful (102/284, 36%) to mental health, similar proportions
remained neutral or unsure about whether social media was harmful (101/284, 36%) or helpful (105/284, 37%).

Exploratory analyses of demographics suggested that compared with female young people, male young people were less likely to agree that social media was harmful to their mental health (odds ratio [OR] 0.31, 95% CI 0.19-0.52; \(P<.001\)) and more likely to agree that social media had been helpful for their mental health (OR 2.19, 95% CI 1.34-3.58; \(P=0.001\)). Age was associated with views about the harms of social media (\(\chi^2=16.7, P<0.001\)) and whether it could be helpful (\(\chi^2=9.5, P=0.009\)), with older individuals having more skeptical views of social media. Compared with young people aged <16 years, both those aged 16 to 18 years (OR 2.36, 95% CI 1.32-4.25; \(P=0.004\)) and >18 years (OR 3.67, 95% CI 1.31-4.25; \(P<0.001\)) were more likely to agree that social media was harmful to their mental health. Compared with young people aged <16 years, those aged >18 years were less likely to agree that social media had been helpful for their mental health (OR 0.49, 95% CI 0.29-0.84; \(P=0.009\)). There was no evidence that young people who identified as lesbian, gay, and bisexual (LGB+) had different views on the harms of social media (\(P=0.31\); Table S2 in Multimedia Appendix 3), but they were more likely to agree that social media had been beneficial for their mental health (OR 2.24, 95% CI 1.33-3.75; \(P=0.002\)).

A large proportion of young people reported having bad web-based experiences, which affected their mental health (131/283, 46%). Male young people were less likely to report having these experiences than female young people (OR 0.56, 95% CI 0.34-0.91; \(P=0.02\)). There was no evidence that the likelihood of reporting these experiences varied by age (\(P=0.17\)) or sexuality (\(P=0.12\); Table S2 in Multimedia Appendix 3).

Within the linear regression analysis, reporting of bad experiences on the web was significantly associated with higher scores on the GAD-7 at the time of the survey (3.26, 95% CI 1.93-4.58; \(P<0.001\)). This association attenuated but remained after adjusting for age, gender, sexuality, and a history of being treated for a mental health condition (1.93, 95% CI 0.72-3.14; \(P=0.002\)).

### Table 3. General attitudes and experiences of digital technology.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Participant sample</th>
<th>Participants, n/N (%)</th>
<th>Missing participants, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Agree</td>
<td>Unsure or neutral</td>
<td>Disagree</td>
</tr>
<tr>
<td>Social media helpful or harmful?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social media has been helpful to my mental health</td>
<td>YP</td>
<td>102/284 (35.9)</td>
<td>105/284 (37)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young people’s digital technology use can be helpful to their mental health</td>
<td>C b</td>
<td>78/95 (82.1)</td>
<td>15/95 (15.8)</td>
</tr>
<tr>
<td>Social media has been harmful to my mental health</td>
<td>YP</td>
<td>122/284 (43)</td>
<td>101/284 (35.6)</td>
</tr>
<tr>
<td>Young people’s digital technology use can be harmful to their mental health</td>
<td>C</td>
<td>91/95 (95.8)</td>
<td>4/95 (4.2)</td>
</tr>
<tr>
<td>Bad experiences on the web</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have had bad experiences online that have affected my mental health</td>
<td>YP</td>
<td>131/283 (46.3)</td>
<td>59/283 (20.9)</td>
</tr>
</tbody>
</table>

\(a\): YP: young person (n=320).

\(b\): C: clinician (n=99).

### Discussing Digital Technology Use During Mental Health Consultations

We explored whether practitioners ask young people about their digital technology use and its possible impacts on their well-being when an individual presents with mental health difficulties. A summary of the most important data quoted in this section can be found in Tables 4 and 5, and the full data for all the questions in this section are displayed in Table S3 in Multimedia Appendix 3.

Most clinicians (61/83, 74%) agreed that exploring digital technology use should form an essential part of mental health risk assessment. This was also generally acceptable to young people in the survey, most of whom (177/265, 66.8%) agreed, “I would find it okay to discuss my digital technology use with a health professional.” There was no evidence of differences in views between genders (\(P=0.70\)) or across different sexualities (\(P>.27\); Table S2 in Multimedia Appendix 3). There was a trend toward views differing by age (\(\chi^2=5.3, P=0.07\)), but these results were not statistically significant. Compared with young people aged <16 years, those aged >18 years (OR 2.05, 95% CI 1.33-3.75) were more likely to find it acceptable to discuss their digital technology use.

Although most clinicians (63/84, 75%) reported feeling confident talking to young people about their digital technology use, a large proportion of young people (111/264, 42.1%) felt that health professionals did not understand the nature of their behavior on the web. Despite a high level of confidence, most clinicians (59/83, 71%) also reported wanting training on how to discuss digital technology use in a health care setting. Notably, very few health care professionals reported having
received any such training or guidance (21/86, 24%) or access to a protocol (6/86, 7%) to help guide discussions in this area.

Despite recognizing the importance of the discussion, only about half of the clinicians (48/86, 56%) reported that asking about digital technology use was integrated into their assessments, and just under half (42/85, 49%) reported asking about digital technology use routinely. Most others (34/85, 40%) only occasionally discussed the topic. This did not appear to differ across job roles (Fisher exact test, \( P = .70 \)). There was concordance with this finding in our young person survey, in which 48 (39.6%) of the 121 young people who reported that they had received mental health help had never been asked about their digital technology use by any professional. Although gender was not associated with the likelihood of being asked about digital technology use \( (F = .23; \text{Table S2 in Multimedia Appendix 3}) \), age was associated \( (\chi^2 = 8.4, P = .02) \), with those aged >18 years being much less likely to have been asked compared with those aged <16 years \( (\text{OR} 0.22, 95\% \text{ CI} 0.07-0.67; P = .008) \). There was also some evidence that young people who identified as LGB+ were more likely to be asked \( (\text{OR} 2.32, 95\% \text{ CI} 1.00-5.39; P = .05) \).

<table>
<thead>
<tr>
<th>Questions</th>
<th>Participant sample</th>
<th>Participants, n/N (%)</th>
<th>Missing participants, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The role of health professionals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would find it okay to discuss digital tech with health professionals</td>
<td>YP</td>
<td>177/265 (66.8)</td>
<td>59/265 (22.3)</td>
</tr>
<tr>
<td>Exploring Digital Technology should form an essential part of mental health consultation</td>
<td>C</td>
<td>61/83 (73.5)</td>
<td>18/83 (21.7)</td>
</tr>
<tr>
<td><strong>Health professionals: understanding the world on the web</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Most health professionals do not understand the way young people use the online world</td>
<td>YP</td>
<td>111/264 (42.1)</td>
<td>115/264 (43.6)</td>
</tr>
<tr>
<td>Overall, I have a good understanding of how young people use digital technology</td>
<td>C</td>
<td>73/95 (76.8)</td>
<td>15/95 (15.8)</td>
</tr>
<tr>
<td>I would like training in how to talk to young people about their digital technology use</td>
<td>C</td>
<td>59/83 (71.1)</td>
<td>21/83 (25.3)</td>
</tr>
</tbody>
</table>

\[a\]YP: young person.
\[b\]C: clinician.

| Questions | Participants, n/N (%) | | |
|-----------|------------------------| | |
| **Clinician** | | | |
| **How often do you discuss digital technology use with young people** | | | |
| Routinely | 42/85 (49.4) | | |
| Occasionally | 34/85 (40) | | |
| Rarely | 2/85 (2.4) | | |
| Never | 7/85 (8.2) | | |
| Missing | 14/99 (14.1) | | |
| **Have you received any training or guidance for talking to young people about their digital technology use?** | | | |
| Yes | 21/86 (24.4) | | |
| No | 65/86 (75.6) | | |
| Missing | 13/99 (13.1) | | |
| **Young person** | | | |
| **Have you ever been asked about your digital technology use?** | | | |
| Yes | 73/121 (60.3) | | |
| No | 48/121 (39.7) | | |
| Missing | 51/172 (29.7) | | |
Of the 121 individuals who reported receiving help with their mental health, 67 (55.4%) reported having a bad experience on the web that affected their mental health. Of them, over a third (25/67, 37%) had never been asked about their digital technology use and so had not had their relevant negative experiences on the web explored during their mental health contacts.

When asked about potential barriers to discussing digital technology use, clinicians were most likely to identify none (35/84, 42%), lack of time (29/84, 35%), and lack of knowledge (24/84, 29%). It is also notable that around a fifth (18/84, 21%) reported worrying that young people would be unwilling to have a conversation about their digital behavior.

Survey respondents were asked to describe the topics covered during conversations on the use of digital technology. The 3 most reported topics among young people were the use of social media (52/73, 71%), available mental health apps (49/73, 67%), and website signposts to help resources (43/73, 59%). Clinicians reported a very similar result, with the most discussed topics being social media (71/77, 92%), mental health apps (66/77, 86%), website signposting (60/77, 78%), and discussions about negative experiences on the web (60/77, 78%). Overall, clinicians reported asking more often about topics than young people recalled being asked.

**Discussing Digital Technology Use During Mental Health Consultations—Qualitative Findings**

Young people in the survey who had been asked by their clinician about their digital technology use in the context of a mental health consultation were asked whether this conversation had been helpful and to explain their answers in free texts. Of the 58 young people who provided a response, 21 (36%) reported the conversation as helpful, 34 (58%) said it was not helpful, and 3 (5%) were unsure.

Conversations about digital technology use were considered helpful when they allowed young people to talk through a negative experience on the web or to gain insights into how web-based content or behaviors could have a negative effect on their mental health. Some participants indicated that such conversations sometimes meant that they learned how to behave more safely on the web, and 1 stated that they had never had the opportunity to discuss their experiences on the web elsewhere:

- *It was helpful to break down exactly what I look at on social media and how it impacts my day-to-day life as well as my outlook on society.*
- *It was helpful because I’d rather talk to someone about it if I’m struggling with stigma or bullying on social media than attempting to harm myself/end my life.*

Another participant thought that the conversation about their digital behavior had facilitated greater insights and shared an understanding about their difficulties:

- *It helped me identify what was harmful to me at the time…I’m glad that I did talk about it as the professionals working within my care were good at responding to that and understood a lot more about me and why I felt the way I did, partly because of the content I was viewing at the time.*

However, simply receiving signposts to mental health apps or help sites was generally not considered a useful outcome and could be perceived as dismissive:

- *[Clinician] did not personally help me and immediately told me to use an app or visit websites to look for help by myself.*
- *It was not particularly helpful as my phone does not have space to download mental health apps. We also did not talk enough about the impact of social media and negative experiences online on mental health.*

The most commonly reported reason for finding conversations unhelpful was that the clinician conveyed a “negative view” of young people’s digital technology use or appeared not to understand it, which could result in the young person feeling judged or blamed:

- *It was not helpful because I felt like they were judging me for my use of social media and [saw] social media as something that is always bad.*

Digital technology seemed frowned upon:

- *’Oh, this is what’s causing your anxiety. You’re too glued to your computer…’ It wasn’t helpful because usage seems frowned upon and is treated insensitively.*

Two participants found conversation about their use of technology to be intrusive, whereas 4 considered such discussions irrelevant to them (and therefore unhelpful) because they regarded their digital technology use as unproblematic.

**Can Digital Technology Be Used to Assist the Mental Health Consultation?**

Our third research area explored whether digital technology could be used as a tool to enhance mental health consultations with young people. Full results of this section are presented in Table S4 in Multimedia Appendix 3.

Most of the clinicians (83/91, 91%) surveyed had used digital technology to support patients. When integrating digital technology into mental health care, clinicians in this survey mostly reported “Prescribing a self-care or mood-monitoring app” (52/87, 60%), meeting with young people via web before face-to-face consultations (31/86, 36%), and offering therapy to be completely on the web (26/87, 30%). Interestingly, although most young people had either experienced or would like to experience being recommended a web-based resource (105/119, 88.2%) or an app (104/118, 88.1%), most did not want web-based appointments either before the first face-to-face meeting (66/119, 55.5%) or generally (71/118, 60.2%).

The survey also explored how novel data streams might be used to help inform mental health consultations, for example, by inviting young people to share mental health apps or social media information with their clinicians. Most clinicians (80/87, 92%) had not asked young people to share their app data with them, but most (63/87, 72%) would consider doing so. This was true for history taking, triaging, risk assessment, and monitoring.
Most clinicians (54/83, 65%) thought that having access to app data would be useful to them, with the rest (25/83, 30%) either neutral or unsure.

Most young people (170/264, 64.4%) reported that they would feel comfortable about sharing their mental health app data with a health professional. Young people who had received mental health care had generally not been asked to share data either from social media (107/117, 91.4%) or a mental health app such as mood-monitoring app (106/118, 89.8%). Despite reporting feeling comfortable with sharing data in principle, most young people did not want this to form a part of the mental health consultation, with most of young people (84/117, 71.8%) going on to state that they would not like to share data posted on social media, and a smaller majority (67/118, 56.8%) not wanting to share data from a mental health-specific app. Compared with young people aged <16 years, those aged >18 years were much more likely to want to be asked to share data from mental health apps (OR 10.51, 95% CI 2.48–44.48; P<.001), and there was some evidence that they were more likely to want to share posts on social media (OR 3.28, 95% CI 0.82–13.09; P=.09). Male participants were more likely to want to be asked to share posts made on social media (OR 3.53, 95% CI 1.06–11.80; P=.04), but there was no evidence of a change in attitude toward sharing app data (P=.49; Table S2 in Multimedia Appendix 3). There was no evidence of differing views by sexuality (P=.78; Table S2 in Multimedia Appendix 3).

Discussion

Principal Findings

Our study encompassed views and experiences about digital technology use and its relevance to mental health consultations among both young people and clinicians involved in delivering mental health services to children, adolescents, and young people. To our knowledge, this is the first study to explore the frequency of discussions about digital technology use during mental health consultations from the perspectives of both professionals and young people.

Views and Experiences of Digital Technology Use in Relation to Mental Well-being

Our results align with prior research demonstrating that most young people now own devices that give them instant access to the web [2]. In concordance with previous research, the participants in our study often reported that their experiences on the web affected their mental health, and there was evidence that female participants were more likely to report having had such experiences [20,21]. Therefore, it follows that female young people were more likely to view social media as harmful and less likely to appraise it as helpful. This aligns with previous work that has also suggested that women might be more susceptible to the negative effects of social media [22]. The mixed impacts of digital technology use were also recognized by clinicians.

LGB+ youth were more likely to feel that social media could be helpful and less likely to think of social media as harmful. This could be explained by previous findings that web space is especially important for LGB+ individuals to find like-minded individuals and seek support from friends on the web [23]. However, the same research also identified that LGB+ individuals are more frequently abused on the web. Our sample size may have been too small to demonstrate the same effect [23].

Furthermore, we showed that even after adjusting for gender, sexuality, ethnicity, and mental health history, the reporting of these experiences was associated with higher levels of anxiety, suggesting possible important and enduring effects. This aligns with prior work showing that negative experiences on the web such as cyberbullying are linked to poor mental health outcomes, although this may be true for a wider range of experiences [24]. However, it is important to note that the cross-sectional nature of the analysis means that we are not able to establish the direction of causation, and these findings could also indicate that people with higher anxiety are more likely to have negative experiences on the web or to recall and report negative experiences on the web. Longitudinal studies are needed to further investigate this.

Discussing Digital Technology Use During Mental Health Consultations

Despite clinicians generally agreeing that enquiry about a young person’s use of digital technology should form an essential part of routine mental health consultations [9], we also found that clinicians asked about digital technology use in an ad hoc manner rather than routinely. This leads to a considerable proportion of young people not having this area explored in mental health contexts. Indeed, around 40% of those who have had adverse experiences on the web that they recognized as affecting their mental health did not have these explored during mental health consultations, suggesting that this is an important area of deficit. The main barriers to discussion appeared to be time, knowledge, and lack of expertise, with most clinicians lacking specific training or protocols to help guide them.

Although our qualitative data indicate good potential for conversations to be beneficial, this lack of guidance may explain why over half of the young people in our survey who had been asked about digital technology use by their clinicians described the conversation as unhelpful. Some young people have also reported experiencing negative attitudes from practitioners regarding social media. Such experiences may underlie the belief expressed by >40% of young people that clinicians do not understand how young people engage with the web, despite most clinicians believing otherwise. This schism of opinion points to a gap in understanding, which we explored in greater depth in subsequent qualitative research and described elsewhere [25]. Similarly, the belief that young people would be unwilling to discuss their behavior on the web was also cited by some clinicians as a barrier to asking; nevertheless, two-thirds of the young people in our survey agreed that they would find it acceptable for a clinician to raise this topic, and indeed those who had been asked wished to explore this in some depth.

To address the need for guidance, a recent study by our group [26] used the Delphi format to investigate good practice indicators for discussions about digital technology use between young people and clinical professionals. This study highlighted the need for discussions to move beyond information gathering...
to take the form of a deeper conversation with a focus on encouraging individuals to reflect on the meanings and impact of their behavior on the web. This builds on the findings reported here, in which young people clearly indicated that discussion is unhelpful if it is merely focused on signposting to help resources. Given the expressed desire for training and guidance and that time is identified as a barrier to having these discussions, research such as this that seeks to guide and suggest areas of focus may be of help to professionals working with young people.

**Can Digital Technology Be Used to Assist the Mental Health Consultation?**

In terms of using digital technology to augment mental health conversations, most clinicians reported that digital technology has become routinely involved in the delivery of services, including meeting young people on the web as well as recommending digital interventions such as apps or helpful websites. This may be partially because of changing practice since the COVID-19 pandemic, which caused a pivot to increased use of digital technology to deliver remote therapy [27]. However, although previous studies have shown a general acceptability of web-based meetings [28], our results suggest that most young people would not want web-based meetings to replace face-to-face consultations. This agrees with previous research suggesting that mental health professionals see technology as primarily a preventative or psychoeducational tool rather than a replacement for face-to-face therapy [29]. However, other studies have suggested that there is a minority of individuals who would prefer web-based to face-to-face therapy [28], which aligns with our findings that around a fifth of young people would prefer to meet on the web rather than face to face, and around a third favor meeting on the web first before meeting in person. Research capturing young people’s experiences of remote provision during COVID-19 is limited to date but may shed further light going forward [30]. It seems likely that there is a mix of needs within the population that may require flexible service provision.

Clinicians reported enthusiasm for the prospect of potentially integrating data from young people’s mood-monitoring apps or social media to enable better assessments, and young people overall felt comfortable sharing data with clinicians. This fits with other preliminary research in this area [31]. However, young people remained skeptical of the idea of this happening during mental health consultations, with the majority reporting that they would not want this when presented with a binary choice. In addition, there was much greater reluctance to share social media data than mental health app data. This possibly represents the fact that social media information is less curated and viewed as a personal sphere separate from the mental health consultation. In addition, the aforementioned concern expressed by many young people that clinicians do not understand how young people use the web is likely to be of considerable relevance here. Sharing personal data would demand a strong sense of trust, but low confidence in clinician understanding is likely to erode this while also heightening the fear of judgment. Methods to facilitate data sharing, including strategies to remove such barriers, warrant further investigation.

**Strengths and Limitations**

This research constituted an in-depth survey of a group of both young people and clinicians. This enabled a comparison between the 2 perspectives. Furthermore, the use of both quantitative and qualitative approaches enabled a more detailed contextualization of some of the quantitative findings. The surveys addressed a recommendation specified by the Royal College of Psychiatrists (the United Kingdom) and is to our knowledge the first piece of research to investigate the uptake of this advice. In addition, the collection of both gender and sexuality information for the young people enabled us to explore how views differed across these demographics.

Some limitations of this study are that the sample was self-selected and is likely to be biased toward practitioners and young people with a particular interest in digital technology and the web. On this basis, it is possible that the practitioners included in the study were those most likely to ask young people about their digital technology use and were most willing to consider integrating digital technologies in the consultations. The actual prevalence may in fact be lower. It is also possible that the discussion of digital technology has increased since our data were collected, although evidence from our ongoing work does not support this [26]. Further limitations are the lack of ethnic diversity in the sample of young people; most individuals responding to the survey were White British, although the study did include a large number of individuals with a high proportion of those who identified as LGB+ and with prior experience of mental health issues. The low diversity meant that we were unable to compare the results across different ethnicities. As with all cross-sectional studies, we cannot draw any conclusions on causation for links found, for example, between negative experiences on the web and anxiety.

It is also important to note that the survey was conducted in 2020 in the context of the COVID-19 pandemic, during which professionals’ attitudes and approaches to digital technology had to shift rapidly to accommodate services as face-to-face provision was not possible. Although we asked individuals to report their prepandemic practice, it is likely that some of the attitudes reflected changes in practice that had occurred because of the pandemic. Most practitioners were required to use digital technology to assist consultations during this time, which could have inflated the proportion of reporting meeting young people through the web before face-to-face consultation and providing web-based therapy. Concerns about overuse of or reliance on social media among young people may also have been heightened [32,33]. The pandemic is likely to have changed the way that services operate and accelerated the digitization of some mental health services, which may only be partially captured by these data.

**Conclusions**

This is the first study to have simultaneously gathered information from clinicians and young people about digital technology use and how it is explored during mental health consultations. Over a third of young people were not asked about their digital technology use during mental health consultations, and therefore the clinicians missed valuable
information including relevant negative experiences on the web impacting mental well-being.

Clinicians are currently operating in this space with little specific training, guidance, or protocols. Almost a third cited a lack of knowledge as a barrier to discussion, and 71% (59/83) reported that they would like training in how to talk to young people about their digital technology use. Therefore, important next steps include supporting clinicians by developing and disseminating effective and efficient methods for managing these important conversations with young people. Particularly notable is that despite the demand for training, over three-quarters of the clinicians also thought they had “a good understanding” of how young people use digital technology. This confidence may be misplaced because it was not shared by young people. This highlights a potential communication and understanding gap and, in turn, a need for knowledge exchange covering fundamental issues regarding the meaning of the web within young people’s lives and in relation to their mental health. Successfully addressing this gap is essential to the viability of open communication and the potential for clinicians to capitalize on digital technology use as a means for enhancing mental health care.

Currently, when discussions about digital technology use happen, young people often regard them as unhelpful because they can feel dismissed, judged, or are merely signposted to web-based help sites or apps. Conversations were helpful when the young person had the opportunity to explore the impact of their digital technology use and when such use was used as a lens to better understand mental health problems more generally. Finding spaces where clinicians can have more time to discuss digital technology in greater depth is likely important given that these conversations are likely to take longer, but lack of time is identified as a barrier to these discussions by clinicians.
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Abstract

Background: Acceptability of digital mental health interventions is a significant predictor of treatment-seeking behavior and engagement. However, acceptability has been conceptualized and operationalized in various ways, which decreases measurement precision and leads to heterogeneous conclusions about acceptability. Standardized self-report measures of acceptability have been developed, which have the potential to ameliorate these problems, but none have demonstrated evidence for validation among Black communities, which limits our understanding of attitudes toward these interventions among racially minoritized groups with well-documented barriers to mental health treatment.

Objective: This study aims to examine the psychometric validity and reliability of one of the first and most widely used measures of acceptability, the Attitudes Towards Psychological Online Interventions Questionnaire, among a Black American sample.

Methods: Participants (N=254) were recruited from a large southeastern university and the surrounding metropolitan area and completed the self-report measure via a web-based survey. A confirmatory factor analysis using mean and variance adjusted weighted least squares estimation was conducted to examine the validity of the underlying hierarchical 4-factor structure proposed by the original authors of the scale. An alternative, hierarchical 2-factor structure model and bifactor model were examined for comparative fit.

Results: The findings indicated that the bifactor model demonstrated a superior fit (comparative fit index=0.96, Tucker-Lewis index=0.94, standardized root mean squared residual=0.03, and root mean square error of approximation=0.09) compared with both 2- and 4-factor hierarchical structure models.

Conclusions: The findings suggest that, within a Black American sample, there may be greater utility in interpreting the Attitudes Towards Psychological Online Interventions Questionnaire subscales as attitudinal constructs that are distinct from the global acceptability factor. The theoretical and practical implications for culturally responsive measurements were explored.

(JMIR Ment Health 2023;10:e43929) doi:10.2196/43929
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Introduction

Background

Black communities face persistent barriers to mental health treatment, including cost, accessibility, and stigma [1-3]. Internet-based psychological interventions that implement evidence-based techniques, including psychoeducation, behavioral activation, mindfulness strategies, and symptom tracking [4], may prove useful for improving equitable access to mental health treatment as they are often more cost-effective [5,6], private [7], and readily accessible [8]. Digital interventions that are empirically driven and incorporate elements of cognitive behavioral therapy are typically referred to as internet-based cognitive behavioral therapy (iCBT) [9]. People benefit from iCBT when paired with therapist support or used alone, although the magnitude of the effect is often higher for programs with therapist assistance [10,11] (for more conservative findings on the comparative benefit of therapist support with iCBT, see the study by Bernstein et al [12]). Although iCBT programs are effective for a variety of anxiety, mood, and substance use disorders [13,14], studies have consistently reported their underutilization by the public [15,16].

Acceptability of iCBT

Studies examining this research-to-practice gap have revealed a complex picture of user acceptance of digital mental health interventions. Although therapist-supported iCBT is generally rated as more acceptable than self-guided programs [17,18], the overall willingness to use iCBT is low. In one study, 16% of non–treatment-seeking adults reported a willingness to consider using a digital mental health intervention to address a mental health concern [19], and another study reported that only 12% of participants were “definitely interested” in internet-based cognitive behavioral therapy (iCBT) [9]. People benefit from iCBT when paired with therapist support or used alone, although the magnitude of the effect is often higher for programs with therapist assistance [10,11] (for more conservative findings on the comparative benefit of therapist support with iCBT, see the study by Bernstein et al [12]). Although iCBT programs are effective for a variety of anxiety, mood, and substance use disorders [13,14], studies have consistently reported their underutilization by the public [15,16].

A problem in this budding literature is that the construct of acceptability has been defined in a variety of ways, which may contribute to heterogeneous results regarding consumer attitudes toward iCBT [22]. Retrospective study outcomes, such as treatment satisfaction, engagement, usability, and feasibility, are often used interchangeably with acceptability [23]. Other researchers propose more prospective metrics, conceptualizing acceptability as “cognitively based, positive attitudes towards such interventions” that aim to predict treatment seeking [24]. Acceptability has sometimes been operationalized with measures of similar constructs, such as outcome expectancy—the expectation that one will benefit from treatment [25]. In some studies, acceptability was operationalized using single Likert scale items measuring willingness to use an intervention [20,26,27], and in other studies, researchers developed their own measure of acceptability [19,28]. The lack of precision in conceptualization and measurement may explain why conclusions about the acceptability of iCBT vary widely across studies.

A total of 6 self-report measures of consumer acceptability of digital mental health interventions now exist, with evidence of their psychometric properties and factor structure [24,29-33]. However, reflecting existing heterogeneity in the literature, these measures operationalize acceptability in various ways. The Attitudes Towards Psychological Online Interventions (APOI) questionnaire conceptualizes acceptability as a set of positive and negative appraisals and is designed to be used with various forms of digital mental health interventions [24]. The e-Therapy Attitudes and Process Questionnaire [29] includes items specifically related to users’ anticipated engagement with and short-term adherence to digital interventions. The Online Psychoeducational Intervention—Brief Attitudes Scale [32] is an abbreviated measure of attitudes (5 items) that makes the conceptual distinction that attitudes toward web-based psychoeducational interventions should incorporate elements of both psychotherapy and learning methods. In addition, 3 measures have been developed to assess working alliances in different digital contexts, akin to the therapeutic alliance fostered in face-to-face therapy [34]. The Working Alliance Inventory for guided internet interventions [30] measures the perception of an emotional attachment or collaborative bond with a digital mental health intervention, and the Working Alliance Inventory applied to virtual and augmented reality [33] measures participant comfort and trust in a virtual reality environment. Similarly, the Virtual Therapist Alliance Scale [31] measures perceptions of the therapeutic alliance with digital therapist avatars common to automated virtual reality exposure therapies. Table 1 shows the characteristics of the acceptability measures.

Table 1. Measures of acceptability toward digital mental health interventions.

<table>
<thead>
<tr>
<th>Study</th>
<th>Title</th>
<th>Abbreviation</th>
<th>Intervention modality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clough et al  [29], 2019</td>
<td>e-Therapy Attitudes and Process Questionnaire</td>
<td>eTAP</td>
<td>All</td>
</tr>
<tr>
<td>Gómez Penedo et al [30], 2020</td>
<td>Working Alliance Inventory for Guided Internet Interventions</td>
<td>WAI-I</td>
<td>Guided interventions</td>
</tr>
<tr>
<td>Miloff et al [31], 2020</td>
<td>Virtual Therapist Alliance Scale</td>
<td>VTAS</td>
<td>Augmented and virtual reality</td>
</tr>
<tr>
<td>Miragall et al [33], 2015</td>
<td>Working Alliance Inventory Applied to Virtual and Augmented Reality</td>
<td>WAI-VAR</td>
<td>Augmented and virtual reality</td>
</tr>
<tr>
<td>Schröder et al [24], 2015</td>
<td>Attitudes Towards Psychological Online Interventions Questionnaire</td>
<td>APOI</td>
<td>All</td>
</tr>
<tr>
<td>Teles et al [32], 2021</td>
<td>Online Psychoeducational Intervention—Brief Attitudes Scale</td>
<td>OPI-BAS</td>
<td>Psychoeducation</td>
</tr>
</tbody>
</table>
Racially Minoritized Communities Are Underrepresented in Acceptability Research

Further complicating matters are the dearth of acceptability research that is inclusive of ethnically or racially minoritized communities. In 1 meta-analysis, 62 of 64 randomized controlled trials examining the efficacy and acceptability of iCBT did not include (or did not report) racial minorities in their studies [13]. All but one [33] of the existing measures of consumer attitudes toward digital mental health interventions have collected data from White majority (and predominantly European language) samples [24,29-32], including the first and most highly cited measure of acceptability toward digital mental health interventions, the APOI questionnaire [24]. The APOI was developed with German-speaking participants who reported mild to moderate depression (N=1013) and were recruited from outpatient clinics, web-based health forums, and health insurance referrals.

No research to date has evaluated the reliability or validity of the APOI scale among racially or ethnically minoritized communities, including Black Americans. This is highly problematic because even though Black communities may disproportionately benefit from the advantages afforded by iCBT and related digital mental health interventions, it is unknown whether the APOI demonstrates good psychometric properties in this population.

This Study

This study addresses this problem by assessing the psychometric properties of the APOI questionnaire in a sample of Black Americans. Using confirmatory factor analyses, this study examined whether the APOI demonstrates reliability and construct validity within a Black population. In this study, 2 measurement models were examined using 16 ordered categorical (ordinal) response items retained in the exploratory factor analysis of the APOI. The first model presents a 2-factor, hierarchical measurement model (positive and negative subfactors) distinct from the 4-factor hierarchical model proposed by Schröder et al [24]. Given considerations for equivalent models [35,36] modification indexes will be reviewed to examine new and replicative factor structures to illuminate the underlying construct of acceptability.

Methods

Recruitment

Participants were self-identified Black or African American adults (N=254 participants). The participants ranged in age from 18 to 85 (mean 27.11, SD 13.40) years and were predominantly women (172.7/254, 68%), single (167.6/254, 66%), and highly educated (at least 70% had some college education; see Table 2 for more demographic and clinical characteristics of the sample). Participants were recruited from 2 primary sources: students recruited from the participant pool of a southeastern university in an urban setting who received course credit for their participation and community participants who were solicited in public places throughout the metropolitan area (e.g., parks) and had the opportunity to enter a raffle for a US $25 Amazon gift card.
Table 2. Demographics and clinical characteristics of participants.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years; n=254), mean (SD)</td>
<td>27.11 (13.40)</td>
</tr>
<tr>
<td>Sex (n=254), n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>82 (32.3)</td>
</tr>
<tr>
<td>Female</td>
<td>172 (67.7)</td>
</tr>
<tr>
<td>Sexual identity (n=252), n (%)</td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>210 (83.3)</td>
</tr>
<tr>
<td>Lesbian, gay, and bisexual</td>
<td>36 (14.3)</td>
</tr>
<tr>
<td>Self-identify</td>
<td>6 (2.4)</td>
</tr>
<tr>
<td>Current education status (n=253), n (%)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Some college or currently in college</td>
<td>173 (68.1)</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>5 (2.0)</td>
</tr>
<tr>
<td>Nondegree student or other</td>
<td>3 (1.2)</td>
</tr>
<tr>
<td>Nonstudent&lt;sup&gt;a&lt;/sup&gt;</td>
<td>71 (28.0)</td>
</tr>
<tr>
<td>Relationship status (n=252), n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>166 (65.9)</td>
</tr>
<tr>
<td>Serious dating or committed relationship</td>
<td>55 (21.8)</td>
</tr>
<tr>
<td>Married or civil union</td>
<td>16 (6.4)</td>
</tr>
<tr>
<td>Separated, divorced, or widowed</td>
<td>15 (6.0)</td>
</tr>
<tr>
<td>Symptom severity, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>DASS&lt;sup&gt;b&lt;/sup&gt;—total (n=243)</td>
<td>29.58 (20.84)</td>
</tr>
<tr>
<td>DASS—depression (n=250)</td>
<td>8.99 (8.49)</td>
</tr>
<tr>
<td>DASS—anxiety (n=249)</td>
<td>8.35 (7.10)</td>
</tr>
<tr>
<td>DASS—stress (n=250)</td>
<td>11.96 (7.88)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Reflects current noneducational status but does not indicate the highest level of education completed (ie, may include college graduates).

<sup>b</sup>DASS: Depression Anxiety Stress Scale.

Procedure

Participants completed a survey developed via the Qualtrics web-based platform as part of an experimental study assessing the impact of treatment rationale on the acceptability of iCBT. Participants were randomly assigned via Qualtrics (1:1 allocation) to read either a treatment rationale or definition of iCBT (see the study by Ellis and Anderson [37] for full details). The APOI questionnaire was administered as a primary measure of acceptability. The Depression, Anxiety, and Stress Scale-21 items (DASS-21) was used to characterize the sample, as experiences of depression and anxiety have been linked to mental health treatment-seeking attitudes [38] and to provide comparative evidence to Schröder et al [24] who recruited participants with mild to moderate depression.

All the data were collected on the web and will be made available upon request.

Measures

The APOI questionnaire [24] is a measure of attitudes toward digital mental health interventions that, for the purposes of this project, was modified to reference therapist-assisted iCBT. The development of the APOI included both exploratory and confirmatory factor analyses to identify clustering of latent constructs, resulting in 16 items comprising four subscales measuring attitudes toward psychological web-based interventions, which are as follows: (1) skepticism and perception of risk (SKE), which measures negative attitudes concerning the efficacy and security of a psychological web-based intervention; (2) confidence in effectiveness (CON), which measures positive attitudes concerning the utility and credibility of a psychological web-based intervention; (3) technologization threat (TET), which measures negative attitudes toward the lack of personal contact and the remote nature of the intervention; and (4) anonymity benefits (ABE), which measures positive attitudes related to increased privacy. Participants rate their agreement with each item (eg, “I have the feeling that iCBT can help me.”) on a 5-point Likert scale (1=totally agree...
to 5=totally disagree). Positively valenced items were reverse coded. The total scores ranged from 16 to 80, with higher scores indicating more positive attitudes toward iCBT. The APOI demonstrated strong overall internal consistency (Cronbach α=.77) and showed evidence of construct validity in a sample of 1013 participants [24].

The DASS-21 [39] is a measure of mental illness comprising 3 subscales: depression, anxiety, and stress. Participants rated each item on a 4-point Likert scale (0=never to 3=always). Sum scores were computed by adding the scores across items and multiplying by 2. Scores on the total DASS-21 scale ranged from 0 to 126, with higher scores indicating more distress or impairment. Scores for each subscale were determined by summing the scores for the relevant 7 items and multiplying by 2 (range 0-42). The DASS-21 demonstrates strong convergent validity with both the Beck Anxiety Inventory ($r=0.81$) and Beck Depression Inventory ($r=0.74$), indicating a satisfactory ability to discriminate between anxiety and depressive symptoms [40]. The DASS-21 was normed on a nonclinical sample (N=717), and subsequent research has supported the validity and reliability of the DASS-21 across racial groups, including Black Americans (subscales: Cronbach α=.81−.88 [41]).

Statistical Analysis

The variables used for the factor analysis are listed in Table 3. See Tables 4 and 5 for the interitem correlation matrix and descriptive statistics.

Confirmatory factor analyses were performed using Mplus (version 8.4; Muthén & Muthén) with a sample of Black American adults (N=254) to examine the cross-cultural equivalence of the factor structure derived from the final set of 16 items indicated in the study by Schröder et al [24]. The weighted least squares means and variance adjusted (WLSMV) estimation method was used to analyze the covariance matrix structure of ordinal items. Several indices were used to evaluate the model fit: the discrepancy chi-square statistic (df≤5), standardized root mean squared residual (SRMR; SRMR≤0.08), root mean square error of approximation (RMSEA; RMSEA≤0.08), comparative fit index (CFI; CFI≥0.90), and Tucker-Lewis index (TLI; TLI≥0.90), which are commonly recommended at the indicated thresholds [42-44]. Latent variables were scaled by fixing the latent variances to 1, which allowed all indicator factor loadings to be estimated. Finally, reliability analyses of the APOI were conducted by calculating the internal consistency (Cronbach α) and corrected item-total correlations (discrimination) to facilitate comparisons with reliability metrics reported in the original publication.

In model 1, we examined a 2-factor, hierarchical confirmatory measurement model (2 first-order factors loading on 1 second-order global factor). We posited that the set of attitudes endorsed on the APOI would indicate a “positive attitudes towards internet-based treatments” latent factor as well as a “negative attitudes towards internet-based treatments” latent factor. Indicators drawn from the confidence in effectiveness (CON) and anonymity benefits (ABE) subscales comprise positive attitudes toward iCBT and were tested to examine statistically significant loading onto the “positive” latent factor. Indicators derived from the skepticism and perception of risk (SKE) and technologization threat (TET) subscales of the APOI comprise negative attitudes and were tested for statistically significant loading onto the “negative” latent factor. Both “positive” and “negative” first-order factors loaded onto the second-order global factor (termed Acceptability for the purposes of this study; Figure 1).

In model 2, we attempted a replication of the 4-factor, hierarchical confirmatory measurement model (4 first-order factors loading on 1 second-order global factor) proposed in the study by Schröder et al [24]. Indicators drawn from the 4 subscales were modeled per the provided confirmatory factor analysis specifications [24]. All 4 first-order factors (CON, ABE, SKE, and TET) were loaded onto the second-order global factor acceptability (Figure 2).

If neither hypothesized model 1 nor model 2 demonstrates adequate model fit, the modification fit indexes provided by the WLSMV estimation will be reviewed, and the comparative fit of a third alternative model (model 3) will be examined.
<table>
<thead>
<tr>
<th>Measure name and scale or item label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Confidence in effectiveness subscale</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Measures positive attitudes concerning the efficacy and credibility of therapist-assisted iCBT&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>CON1</td>
<td>A therapist-assisted iCBT program can help me to recognize the issues that I have to challenge.</td>
</tr>
<tr>
<td>CON2</td>
<td>I have the feeling that a therapist-assisted iCBT can help me.</td>
</tr>
<tr>
<td>CON3</td>
<td>A therapist-assisted iCBT program can inspire me to better approach my problems.</td>
</tr>
<tr>
<td>CON4</td>
<td>I believe that the concept of therapist-assisted iCBT programs makes sense.</td>
</tr>
<tr>
<td><strong>Anonymity benefits subscale</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Measures positive attitudes related to the privacy and confidentiality of using a therapist-assisted iCBT</td>
</tr>
<tr>
<td>ABE1</td>
<td>A therapist-assisted iCBT program is more confidential and discreet than visiting a therapist.</td>
</tr>
<tr>
<td>ABE2</td>
<td>By using a therapist-assisted iCBT program, I can reveal my feelings more easily than with a therapist.</td>
</tr>
<tr>
<td>ABE3</td>
<td>I would be more likely to tell my friends that I use a therapist-assisted iCBT program than that I visit a therapist.</td>
</tr>
<tr>
<td>ABE4</td>
<td>By using a therapist-assisted iCBT program, I do not have to fear that someone will find out that I have psychological problems.</td>
</tr>
<tr>
<td><strong>Skepticism and perception of risk subscale</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Measures negative attitudes concerning the efficacy and security of a therapist-assisted iCBT</td>
</tr>
<tr>
<td>SKE1</td>
<td>Using therapist-assisted iCBT programs, I do not expect long-term effectiveness.</td>
</tr>
<tr>
<td>SKE2</td>
<td>Using therapist-assisted iCBT programs, I do not receive professional support.</td>
</tr>
<tr>
<td>SKE3</td>
<td>It is difficult to implement the suggestions of a therapist-assisted iCBT effectively in everyday life.</td>
</tr>
<tr>
<td>SKE4</td>
<td>Therapist-assisted iCBT programs could increase isolation and loneliness.</td>
</tr>
<tr>
<td><strong>Technologization threat subscale</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Measures negative attitudes related to the independent and remote nature of therapist-assisted iCBT</td>
</tr>
<tr>
<td>TET1</td>
<td>In crisis situations, a therapist can help me better than a therapist-assisted iCBT program.</td>
</tr>
<tr>
<td>TET2</td>
<td>I learn skills to better manage my everyday life from a therapist rather than from a therapist-assisted iCBT program.</td>
</tr>
<tr>
<td>TET3</td>
<td>I am more likely to stay motivated with a therapist than when using a therapist-assisted iCBT program.</td>
</tr>
<tr>
<td>TET4</td>
<td>I do not understand therapeutic concepts as well with a therapist-assisted iCBT.</td>
</tr>
</tbody>
</table>

<sup>a</sup>Response scale (1=totally disagree to 5=totally agree).

<sup>b</sup>Higher scores represent greater acceptability.

<sup>c</sup>iCBT: internet-based cognitive behavioral therapy.

<sup>d</sup>Higher scores indicate lower acceptability.
Table 4. Bivariate correlations between the 16 Attitudes Towards Psychological Online Interventions items.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>CON&lt;sup&gt;a&lt;/sup&gt;1</td>
<td>1</td>
<td>b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON2</td>
<td>0.74</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON3</td>
<td>0.76</td>
<td>0.79</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON4</td>
<td>0.71</td>
<td>0.65</td>
<td>0.75</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABE&lt;sup&gt;b&lt;/sup&gt;1</td>
<td>0.38</td>
<td>0.46</td>
<td>0.47</td>
<td>0.41</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABE2</td>
<td>0.37</td>
<td>0.42</td>
<td>0.43</td>
<td>0.44</td>
<td>0.72</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABE3</td>
<td>0.20</td>
<td>0.34</td>
<td>0.26</td>
<td>0.25</td>
<td>0.53</td>
<td>0.56</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABE4</td>
<td>0.38</td>
<td>0.41</td>
<td>0.40</td>
<td>0.45</td>
<td>0.61</td>
<td>0.58</td>
<td>0.66</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SKE&lt;sup&gt;c&lt;/sup&gt;1</td>
<td>−0.05</td>
<td>−0.10</td>
<td>−0.07</td>
<td>0.01</td>
<td>−0.27</td>
<td>−0.31</td>
<td>−0.15</td>
<td>−0.17</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SKE2</td>
<td>−0.01</td>
<td>−0.10</td>
<td>−0.02</td>
<td>0.02</td>
<td>−0.12</td>
<td>−0.30</td>
<td>−0.19</td>
<td>−0.18</td>
<td>0.63</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SKE3</td>
<td>−0.15</td>
<td>−0.21</td>
<td>−0.15</td>
<td>0.03</td>
<td>−0.19</td>
<td>−0.26</td>
<td>−0.22</td>
<td>−0.15</td>
<td>0.71</td>
<td>0.72</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SKE4</td>
<td>−0.09</td>
<td>−0.18</td>
<td>−0.07</td>
<td>0.04</td>
<td>−0.22</td>
<td>−0.28</td>
<td>−0.28</td>
<td>−0.25</td>
<td>0.63</td>
<td>0.69</td>
<td>0.75</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TET&lt;sup&gt;d&lt;/sup&gt;1</td>
<td>−0.44</td>
<td>−0.42</td>
<td>−0.50</td>
<td>0.58</td>
<td>−0.42</td>
<td>−0.41</td>
<td>−0.28</td>
<td>−0.33</td>
<td>0.24</td>
<td>0.21</td>
<td>0.24</td>
<td>0.22</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TET2</td>
<td>−0.36</td>
<td>−0.39</td>
<td>−0.42</td>
<td>0.33</td>
<td>−0.43</td>
<td>−0.45</td>
<td>−0.39</td>
<td>−0.43</td>
<td>0.41</td>
<td>0.34</td>
<td>0.41</td>
<td>0.45</td>
<td>0.63</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TET3</td>
<td>−0.39</td>
<td>−0.34</td>
<td>−0.41</td>
<td>0.36</td>
<td>−0.47</td>
<td>−0.38</td>
<td>−0.34</td>
<td>−0.41</td>
<td>0.38</td>
<td>0.25</td>
<td>0.30</td>
<td>0.38</td>
<td>0.66</td>
<td>0.72</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>TET4</td>
<td>−0.22</td>
<td>−0.22</td>
<td>−0.29</td>
<td>0.18</td>
<td>−0.45</td>
<td>−0.50</td>
<td>−0.33</td>
<td>−0.40</td>
<td>0.54</td>
<td>0.41</td>
<td>0.48</td>
<td>0.51</td>
<td>0.39</td>
<td>0.68</td>
<td>0.62</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup>CON: confidence in effectiveness.
<sup>b</sup>Not applicable.
<sup>c</sup>ABE: anonymity benefits.
<sup>d</sup>SKE: skepticism and perception of risk.
<sup>e</sup>TET: technologization threat.

Table 5. Descriptive statistics of the 16 Attitudes Towards Psychological Online Interventions items.

<table>
<thead>
<tr>
<th></th>
<th>CON1</th>
<th>CON2</th>
<th>CON3</th>
<th>CON4</th>
<th>ABE1</th>
<th>ABE2</th>
<th>ABE3</th>
<th>ABE4</th>
<th>SKE1</th>
<th>SKE2</th>
<th>SKE3</th>
<th>SKE4</th>
<th>TET1</th>
<th>TET2</th>
<th>TET3</th>
<th>TET4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values, mean (SD)</td>
<td>3.6 (1.0)</td>
<td>3.4 (1.0)</td>
<td>3.6 (1.0)</td>
<td>3.7 (1.0)</td>
<td>3.3 (0.9)</td>
<td>3.2 (1.0)</td>
<td>3.2 (1.1)</td>
<td>3.1 (1.2)</td>
<td>3.3 (1.1)</td>
<td>3.1 (1.1)</td>
<td>3.2 (1.0)</td>
<td>2.5 (1.0)</td>
<td>2.7 (1.0)</td>
<td>2.6 (1.0)</td>
<td>2.9 (1.0)</td>
<td></td>
</tr>
<tr>
<td>Skew</td>
<td>−0.41</td>
<td>−0.15</td>
<td>−0.51</td>
<td>−0.50</td>
<td>−0.03</td>
<td>0.04</td>
<td>0.01</td>
<td>−0.08</td>
<td>−0.09</td>
<td>−0.19</td>
<td>−0.07</td>
<td>−0.13</td>
<td>0.26</td>
<td>0.03</td>
<td>0.18</td>
<td>0.11</td>
</tr>
<tr>
<td>Kurt</td>
<td>0.07</td>
<td>0.24</td>
<td>0.34</td>
<td>0.16</td>
<td>−0.02</td>
<td>0.09</td>
<td>−0.12</td>
<td>−0.14</td>
<td>−0.50</td>
<td>−0.34</td>
<td>−0.18</td>
<td>−0.33</td>
<td>0.30</td>
<td>0.16</td>
<td>0.07</td>
<td>−0.06</td>
</tr>
</tbody>
</table>

<sup>a</sup>CON: confidence in effectiveness.
<sup>b</sup>ABE: anonymity benefits.
<sup>c</sup>SKE: skepticism and perception of risk.
<sup>d</sup>TET: technologization threat.
Figure 1. Higher-order, 2-factor model depicting hierarchical relationship among indicators of 2 latent factors: positive and negative attitudes toward treatment loading on a global acceptability factor. ABE: anonymity benefits; CON: confidence in effectiveness; SKE: skepticism and perception of risk; TET: technologization threat. Note: threshold structure not shown.

Figure 2. Higher-order, 4-factor model depicting hierarchical relationship among indicators of 4 latent factors: confidence, anonymity benefits, skepticism, and technologization threat loading on a global acceptability factor. ABE: anonymity benefits; CON: confidence in effectiveness; SKE: skepticism and perception of risk; TET: technologization threat. Note: threshold structure not shown.
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Results
Sample Characteristics
A total of 268 participants were enrolled in the study and completed the survey. Of these, 14 participants were excluded...
because they did not complete the APOI questionnaire, thus yielding a sample of 254 participants. Participant ratings suggested mild symptoms of anxiety (mean 8.35, SD 7.10) and stress (mean 11.96, SD 7.88) and normal levels of depressive symptoms (mean 9.00, SD 8.49) according to standard thresholds of the DASS-21 [39].

Construct Validity

The 2 proposed models explored the construct of acceptability as a hierarchical, 2-factor model comprising “positive attitudes” and “negative attitudes” toward therapist-assisted iCBT, or as a hierarchical, 4-factor model comprising 4 distinct domains of attitudes toward therapist-assisted iCBT (confidence in effectiveness, anonymity benefits, skepticism and perception of risk, and technologization threat). See Table 6 for a full description of the model’s fit indices.

Neither model had a perfect absolute model fit according to the chi-square test (model 1: $\chi^2_{103}=1579.9, P<.001$; model 2: $\chi^2_{105}=595.3, P<.001$). There was variation in the absolute values of correlation residuals, as residuals frequently exceeded 0.10 in model 1 (mean 0.14, SD 0.01), contrary to recommendations for ordered categorical variables [36]. Correlation residuals were largely below 0.10 in model 2 (mean 0.07, SD 0.01). Model 1 indicated poor fit according to CFI (0.65), TLI (0.59), SRMR (0.12), and RMSEA (0.24, 90% CI 0.23-0.25). Model 2 demonstrated better fit estimates with CFI (0.88), TLI (0.86), SRMR (0.08), and marginally improved RMSEA (0.14, 90% CI 0.13-0.15). As neither model 1 nor model 2 demonstrated adequate fit indices, an alternative bifactor model 3 (shown in Table 6) was examined because it retains theoretical similarity to the structure proposed by Schröder et al [24], and hierarchical models (ie, model 2) have more parameter constraints and are nested within less constrained bifactor models (ie, model 3) [46-48]. In model 3, the 4 factors (CON, ABE, SKE, and TET) were specified as orthogonal (instead of hierarchical) to the global factor of acceptability (Figure 3). Chi-square tests did not indicate an absolute model fit: $\chi^2_{82}=248.7, P<.001$, although the chi-square:df ratio was 3.03, which is within the recommended range between 2 and 5 [44]. Furthermore, model 3 indicated better estimates with CFI=0.96, TLI=0.94, SRMR=0.03, and RMSEA=0.09, 90% CI 0.08-0.10. Overall, model 3 demonstrated adequate to good fit according to accepted thresholds [42-44] and the absolute values of correlation residuals did not exceed 0.10 (mean 0.03, SD 0.002). Other equivalent models were investigated (informed by statistically significant modification indices and theoretical rationale), but none demonstrated both structural fit and conceptual interpretability or parsimony (see Multimedia Appendix 1 for all tested confirmatory factor analysis models).

As models 1, 2, and 3 were nested, comparisons were conducted to verify the statistically improved model fit by examining the change in the chi-square statistic. As the scaled chi-square value for WLSMV cannot be used for traditional chi-square difference testing, the DIFFTEST option in Mplus (version 8.4) was used [49]. As shown in Table 6, comparisons indicated a significant chi-square change, $\Delta \chi^2_{2}=327.7, P<.001$, suggesting that model 2 was significantly better than model 1. Similarly, there was a significant chi-square change, $\Delta \chi^2_{19}=231.9, P<.001$, suggesting that model 3 was significantly better than model 2. Model 3 was the best fitting model and is described in more detail below (see Table 7 for full factor loadings and Figure 4 for the model with parameter estimates).

When examining the standardized factor loadings of the bifactor model, the absolute value of loadings for the categorical indicators ranged from 0.52 to 0.87 on their original 4 factors. Consistent with the findings of Schröder et al [24], all indicators significantly loaded onto their respective latent factors (CON, ABE, SKE, and TET), supporting the theory that these 4 domains are valid indicators of attitudes toward internet-delivered treatment. Furthermore, the 2 positively valenced latent factors (CON and ABE) significantly covaried as similar yet distinct factors ($\psi=0.54; P<0.001$) as did the 2 negatively valenced latent factors (SKE, TET; $\psi=0.70; P<0.001$). The relationship between the 16 ordinal indicators and the global acceptability factor was more complex, as the absolute value of the loadings ranged from 0.04 to 0.70. Although the factor loadings for both CON and ABE indicators were positively correlated with the global acceptability factor, only CON indicators demonstrated adequate strength (0.35-0.70), whereas loadings for ABE items ranged from 0.02 to 0.28, suggesting a relatively weak relationship with the global factor. One item of the ABE subscale (ABE3) “I would be more likely to tell my friends that I use a therapist-assisted iCBT program than that I visit a therapist” did not load significantly on the global factor (\(\lambda=0.016; P=.83\)). Furthermore, there was significant heterogeneity in the factor loadings for both the SKE and TET indicators on the global factor. Despite its conceptualization as “negative attitudes,” factor loadings of indicators of SKE ranged from 0.15 to 0.20 and were positively correlated with the global acceptability factor. Conversely, factor loadings of indicators of TET ranged from 0.39 to 0.64 and were negatively correlated with the global acceptability factor. One item of the TET subscale (TET4) “I do not understand therapeutic concepts as well with a therapist-assisted iCBT as I do with a live therapist” did not load significantly on the global factor (\(\lambda=0.004; P=.95\)).

Overall, the results from the bifactor model structure of the APOI provide evidence that the 4 factors proposed by Schröder et al [24] exhibit an orthogonal relationship with the global factor of acceptability. As expected, positively valenced factors were positively related to one another, negatively valenced factors were positively related to one another, and each item was a significant indicator of the 4 distinct subscales when controlling for the common variance shared by the global factor. The bifactor model shows that most (but not all) of the 16 APOI items are significant indicators of the global factor, although all SKE items were related in the opposite direction.
Table 6. Goodness-of-fit indexes of models tested in confirmatory factor analysis.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Chi-square (df)</th>
<th>P value</th>
<th>CFI(^a)</th>
<th>TLI(^b)</th>
<th>SRMR(^c)</th>
<th>RMSEA(^d) (95% CI)</th>
<th>Comparison</th>
<th>ΔChi-square (df)</th>
<th>P value</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 factor</td>
<td>1579.8 (103)</td>
<td>&lt;.001</td>
<td>0.65</td>
<td>0.59</td>
<td>0.12</td>
<td>0.24 (0.23-0.25)</td>
<td>_(e)</td>
<td>——</td>
<td>——</td>
<td>——</td>
</tr>
<tr>
<td>4 factor(^f)</td>
<td>595.3 (101)</td>
<td>&lt;.001</td>
<td>0.88</td>
<td>0.86</td>
<td>0.08</td>
<td>0.14 (0.13-0.15)</td>
<td>984.45 (2)</td>
<td>&lt;.001</td>
<td>Versus model 1</td>
<td></td>
</tr>
<tr>
<td>Bifactor(^f)</td>
<td>248.7 (82)</td>
<td>&lt;.001</td>
<td>0.96</td>
<td>0.94</td>
<td>0.03</td>
<td>0.09 (0.08-0.10)</td>
<td>346.57 (19)</td>
<td>&lt;.001</td>
<td>Versus model 2</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)CFI: comparative fit index.
\(^b\)TLI: Tucker-Lewis index.
\(^c\)SRMR: standardized root mean squared residual.
\(^d\)RMSEA: root mean square error of approximation.
\(^e\)Not available.
\(^f\)DIFFTEST command used for weighted least squares means and variance adjusted estimators to test differences in model fit.

Figure 3. Bifactor model depicting orthogonal relationship among indicators of 4 latent factors: confidence, anonymity benefits, skepticism, and technologization threat loading alongside a global acceptability factor. ABE: anonymity benefits; CON: confidence in effectiveness; SKE: skepticism and perception of risk; TET: technologization threat. Note: threshold structure not shown.
Table 7. Model 3 (bifactor) standardized factor loadings with SEs.

<table>
<thead>
<tr>
<th>Relation or variable</th>
<th>Estimate (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Confidence in effectiveness (CON) BY</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON1</td>
<td>0.66 (0.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CON2</td>
<td>0.83 (0.04)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CON3</td>
<td>0.72 (0.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CON4</td>
<td>0.52 (0.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Anonymity benefits (ABE) BY</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABE1</td>
<td>0.77 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ABE2</td>
<td>0.83 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ABE3</td>
<td>0.75 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ABE4</td>
<td>0.75 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Skepticism and perception of risk (SKE) BY</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SKE1</td>
<td>0.79 (0.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SKE2</td>
<td>0.75 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SKE3</td>
<td>0.87 (0.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SKE4</td>
<td>0.81 (0.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Technologization threat (TET) BY</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TET1</td>
<td>0.54 (0.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TET2</td>
<td>0.81 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TET3</td>
<td>0.72 (0.04)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TET4</td>
<td>0.86 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Acceptability BY</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON1</td>
<td>0.51 (0.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CON2</td>
<td>0.35 (0.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CON3</td>
<td>0.54 (0.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CON4</td>
<td>0.70 (0.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ABE1</td>
<td>0.28 (0.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ABE2</td>
<td>0.18 (0.08)</td>
<td>.01</td>
</tr>
<tr>
<td>ABE3</td>
<td>0.02 (0.08)</td>
<td>.83</td>
</tr>
<tr>
<td>ABE4</td>
<td>0.22 (0.07)</td>
<td>.001</td>
</tr>
<tr>
<td>SKE1</td>
<td>0.16 (0.06)</td>
<td>.01</td>
</tr>
<tr>
<td>SKE2</td>
<td>0.20 (0.06)</td>
<td>.001</td>
</tr>
<tr>
<td>SKE3</td>
<td>0.15 (0.06)</td>
<td>.02</td>
</tr>
<tr>
<td>SKE4</td>
<td>0.15 (0.06)</td>
<td>.008</td>
</tr>
<tr>
<td>TET1</td>
<td>−0.64 (0.05)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TET2</td>
<td>−0.31 (0.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TET3</td>
<td>−0.39 (0.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TET4</td>
<td>&lt;.01 (0.08)</td>
<td>.95</td>
</tr>
</tbody>
</table>

**Factor covariances**

<table>
<thead>
<tr>
<th>Confidence in effectiveness WITH</th>
<th>Estimate (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anonymity benefits</td>
<td>0.54 (0.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Skepticism and perception risks</td>
<td>−0.30 (0.05)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Relation or variable</td>
<td>Estimate (SE)</td>
<td>P value</td>
</tr>
<tr>
<td>----------------------</td>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td>Technologization threat</td>
<td>−0.38 (0.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Acceptability</td>
<td>0.00 (---)</td>
<td>—</td>
</tr>
</tbody>
</table>

**Anonymity benefits WITH**

- Skepticism and perception of risks: −0.41 (0.06) <.001
- Technologization threat: −0.61 (0.05) <.001
- Acceptability: 0.00 (---) —

**Skepticism and perception of risk WITH**

- Technologization threat: 0.70 (0.05) <.001
- Acceptability: 0.00 (---) —

**Technologization threat WITH**

- Acceptability: 0.00 (---) —

*Not available.*

**Figure 4.** Bifactor model depicting orthogonal relationship among indicators of 4 latent factors: confidence, anonymity benefits, skepticism, and technologization threat loading alongside a global acceptability factor. Standardized parameter estimates shown. ABE: anonymity benefits; CON: confidence in effectiveness; SKE: skepticism and perception of risk; TET: technologization threat. Note: threshold structure not shown.

---

**Reliability**

The APOI demonstrated excellent internal consistency for the total scale (Cronbach α=.89) and retained good-to-excellent reliability across subscales (Cronbach α=.84 for ABE, .85 for TET, .87 for SKE, and .90 for CON). Across subscales, the corrected item-total correlations ranged from 0.59 to 0.83, with a mean adjusted correlation of 0.71 indicating good item discrimination within subscales. The corrected item-total correlations for the APOI total scale ranged from 0.45 to 0.68, with a mean adjusted correlation of 0.55, indicating good item discrimination within the total scale.

**Discussion**

**Principal Findings**

This study evaluated the psychometric properties of the APOI questionnaire [24], which is the most robust and widely used measure of acceptability for digital mental health interventions within a sample of Black Americans. The APOI demonstrated good-to-excellent internal consistency in the current sample, both as a total score and across subscales (Cronbach α=.84—.90), which is stronger than the internal consistency reported in the original publication (Cronbach α=.62—.77).

However, the original hierarchical, 4-factor model proposed by Schröder et al [24] exhibited relatively poor goodness-of-fit indices. Instead, the APOI showed the strongest evidence for
construct validity of a bifactor model in which each of the indicators loaded on a global factor of acceptability and the global factor of acceptability was orthogonally related to the 4 subscales. Although this unexpected finding is inconsistent with the hierarchical model proposed by Schröder et al [24], it is consistent with the literature showing that bifactor models fit better than their equivalent higher-order model in more than 90% of comparisons for mental abilities tests batteries [50] and can be particularly valuable in evaluating the plausibility of subscales [51,52]. The strong, positive correlations between positively valenced subscales (confidence in effectiveness and anonymity benefits) and negatively valenced subscales (skepticism and perception of risk and technologization threat), and the negative correlations across oppositely valenced subscales are compelling evidence that the subscales have meaningful discriminant validity and can be interpreted in their own right.

The heterogeneity of findings regarding model fit may be explained by the nature of the coefficients of the factor loadings and overall structure. Modeling both positive and negatively valenced factors onto a unitary, higher-order construct (ie, acceptability) can prove difficult, especially when variance exists among indicators of lower-order constructs. The factor loadings between the 16 indicators and global acceptability factor varied substantially. Several indicators loading on the ABE, SKE, and TET subscales exhibited relatively weak or null relations with acceptability or were in the opposite direction than expected. Items loaded on the ABE subscale, in particular, may indicate both facilitators and barriers to engagement with digital interventions, given the user’s conflicting perceptions of digital privacy and confidentiality [8]. Items that loaded on the SKE subscale were positively correlated with acceptability which is contrary to the conceptualization of this subscale as a construct reflecting negative attitudes, although this is interpreted with caution, given their weak correlations.

Scholars have called for better conceptualizations of acceptability [15,23], which have the potential to produce even more parsimonious measures by exploring new factors or consolidating indicators to reduce conceptual overlap. In particular, there is a growing need for evidence of the dimensions of acceptability that are demonstrably correlated with uptake, engagement, and adherence to digital mental health interventions. As discussed in prior research, this apparent discrepancy in consumer attitudes and behaviors may, in fact, be a consequence of the heterogeneous nature and definition of acceptability toward digital mental health interventions [22,24]. A considerable amount of research uses a single item to assess acceptability and results from this study, and others [29,30,32], demonstrate that single-items measures are inadequate for the operationalization of this heterogeneous construct.

Furthermore, these data suggest that within a Black American population, there is greater utility in interpreting the APOI subscales as attitudinal constructs distinct from a global acceptability factor. However, given that the higher-order model is nested within the bifactor model [46-48], these models are not necessarily at odds with one another. Ultimately, these results provide support for the underlying validity of the 4 factors proposed by the APOI but eschew traditional practices of prioritizing the calculation of a single acceptability score at the expense of adequately measuring each relevant dimension of acceptability and reporting them in tandem with the global score for contextualization.

**Strengths and Limitations**

This is the first study to investigate the psychometric properties of the APOI questionnaire among a racially minoritized population. This study is the first to provide evidence for the cross-cultural equivalence of APOI among Black Americans. This is a notable contribution to the literature, as the vast majority of randomized controlled trials examining the efficacy and acceptability of iCBT do not include (or do not report) racial minorities in their studies [13], and existing measures of consumer attitudes toward digital mental health interventions [24,29-33] have predominantly been developed and examined for validation within White majority (and predominantly European) samples. Furthermore, by modifying the target treatment from “psychological online interventions” to “therapist-assisted iCBT,” this study provides preliminary evidence for the utility of the APOI for diverse digital interventions with varying degrees of specificity. Overall, the results suggest that the APOI is a robust measure.

Despite the strengths of this study, there are some limitations that warrant attention. The study sample consisted of participants with minimal symptoms of depression, anxiety, or stress. This was distinct from the participants who reported moderate levels of depression in the study by Schröder et al [24]. Future research needs to evaluate these measures among those with greater depression severity or other diagnoses. The participants in this study were predominantly young adult females. These demographic groups are more likely to use digital mental health interventions, and the relative impact of their positive and negative attitudes towards digital mental health intervention is likely to differ across diverse populations [8]. Relatedly, measurement invariance was not formally assessed across different subgroups within the sample (eg, male vs female), because of significant imbalances in sample size, which minimized the power to detect potential differences between these groups. Finally, the convergent validity of the APOI with other measures of acceptability within a Black American sample could not be determined because no other relevant measures of acceptability existed at the time of data collection for this study.

**Future Directions**

Future research should modify the APOI to apply it to other digital mental health interventions (eg, virtual reality exposure therapies and massively open web-based interventions) and translate the measure into additional languages (eg, Spanish) to further examine cross-intervention and cross-cultural equivalency. Although the APOI demonstrated good internal consistency reliability within the present sample, test-retest reliability was not examined. Indeed, with the exception of the study by Clough et al [29], there is a notable lack of investigation of the test-retest reliability of acceptability measures, which deserves further evaluation. Moreover, it would be compelling to investigate the criterion validity of the APOI to examine whether positive attitudes toward digital mental health interventions predict the willingness to use or actual use.
of digital mental health interventions among racially and ethnically minoritized participants. Consistent with the Theory of Planned Behavior [53], which emphasizes the relationship among beliefs, attitudes, and behavioral intentions, positive attitudes toward acceptability would be expected to be the strongest predictor of behavioral intention, which in turn is the immediate determinant of actual treatment-seeking behavior. Investigations of the relationship between attitudes toward iCBT and the effectiveness of such interventions should be conducted, as those with more positive attitudes might derive greater clinical benefits. Finally, although studies examining the convergent validity of the APOI with related measures of acceptability toward digital mental health interventions have been recently conducted [29,30], these studies did not expressly recruit participants from racially and ethnically minoritized communities, and their results are predominantly based on White or European samples. This is concerning, as racially and ethnically minoritized communities may be positioned to benefit the most from the treatment accessibility advantages afforded by digital mental health interventions [54]. Understanding these communities’ attitudes toward these treatments is paramount.

Conclusions
The APOI questionnaire is a valid and reliable measure of attitudes toward therapist-assisted iCBT among Black Americans. However, some of the indicators were only weakly associated with the global factor of acceptability, and a bifactor model demonstrated better goodness-of-fit than the hierarchical, 4-factor structure proposed by the original authors. This provides strong evidence that the APOI demonstrates multidimensionality and that there is greater utility in interpreting APOI subscales as attitudinal constructs distinct from a global acceptability factor. Indeed, attitudes of acceptability comprise both positive and negative attitudes toward the uptake of digital mental health interventions and must be evaluated in tandem to effectively understand the nuanced attitudes consumers may hold toward these interventions. This is the first study to examine the psychometric properties of any measure of consumer attitudes toward digital mental health interventions among Black participants. Demonstrating the reliability, validity, and cultural equivalency of existing measures of attitudes toward these interventions is needed to improve our understanding of the drivers of and barriers to using digital treatments among minoritized communities. For the full potential of digital mental health interventions to improve equitable access to treatment to be realized, more adequate representation of minoritized communities in research on these interventions must be achieved.
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Abstract

Background: Mental crises have high prevalences in adolescence. Early interventions appear to be highly important to diminish the risk of the deterioration, recurrence, or chronification of symptoms. In recent years, various providers have started offering live chat support in psychological crises. The messenger-based psychological counseling service krisenchat aims to support young people in crises and, if necessary, provide a recommendation for a referral to the health care system or to seek further help from a trusted adult person.

Objective: This study aimed to investigate the impact of using the counseling service of krisenchat on the further help-seeking behavior of young people, and to identify associated factors of further help-seeking.

Methods: This longitudinal study analyzed anonymous data from 247 individuals who used krisenchat between October 2021 and March 2022, and received a recommendation for further help-seeking. An online survey directly after the chat assessed the perceived helpfulness of the chat and well-being after the chat. After 4 weeks, further help-seeking, facilitators and barriers to help-seeking, and self-efficacy were assessed in an online follow-up survey.

Results: The most frequently recommended services or persons to seek further help from included a psychotherapist or social psychiatric service (75/225, 33.3%), a school psychologist or school social worker (52/225, 23.1%), and the user’s parents (45/225, 20.0%). Of the 247 users, 120 (48.6%) indicated that they contacted the recommended service or person, and of these, 87 (72.5%) stated that they already had an appointment (or talk) with the respective service or person or that an appointment (or talk) was scheduled. The most frequently reported facilitators for further help-seeking were mental health literacy (54/120, 45.0%), improvement of self-efficacy (55/120, 45.8%), and symptom recognition (40/120, 33.3%). In users not displaying further help-seeking behavior, the most frequent barriers included stigmatization (60/127, 47.2%), lack of mental health literacy (59/127, 46.5%), need for self-reliance and autonomy (53/127, 41.7%), and negative family beliefs regarding help services (53/127, 41.7%). Subgroup comparisons indicated significantly higher levels of self-efficacy in users displaying further help-seeking behavior than in those not displaying further help-seeking behavior. Both subgroups did not differ in gender, age, recommended service or person, chat topics, perceived helpfulness, and well-being.

Conclusions: The findings of this study indicate that children and young adults receiving counseling on krisenchat benefit in terms of seeking further help. Further help-seeking seems to be associated with higher levels of self-efficacy.
Several mental health conditions develop or have their onset at a young age, and their prevalence increases dramatically during adolescence [1,2]. The estimated worldwide prevalence of mental health problems of 10% to 20% among adolescents shows that this age group is affected more than any other age group [3,4]. Mental health problems thus represent an important health concern for young people [4,5]. Untreated symptoms are likely to persist and result in a compromised mental health status, for example, untreated affective disorders like depression are directly associated with suicidal behavior [6]. Besides the fact that the mortality rate of suicide increases with progressing teenage years, suicide is one of the leading causes of death among young people aged 10 to 24 years [6-8]. Therefore, early intervention to diminish the risk of the deterioration, recurrence, or chronification of symptoms appears to be especially important [9,10]. Nevertheless, help-seeking behavior and treatment use are low among the majority of adolescents and young adults with mental conditions. Thus, oftentimes, adolescents do not receive professional treatment [11-13].

The help-seeking process can be described as a stage model involving (1) an awareness of symptoms and an appraisal that support or treatment is needed, (2) the expression of symptoms and the need for help, (3) an awareness of available and accessible sources and services of help, and (4) the willingness to disclose concerns and problems to the selected source [14]. Besides the mere help-seeking process, it might be necessary to address young people’s willingness and readiness to reach out to a help service that is most suited to their needs [15]. This seems especially important as studies have shown that young people are overall more hesitant to seek help from mental health services [16,17]. Additionally, the more severe the symptoms, the less likely young people are to seek help [16,17]. For example, only about 1 in 5 German students with diagnosed anxiety or mood disorders had ever used mental health services in the past [18].

The low help-seeking behavior could potentially be explained by barriers to accessing mental health services. Systematic reviews have identified key barriers to help-seeking for mental health problems in young people, including the fear of stigma, family reactions or negative family beliefs toward mental health services, a lack of mental health literacy, the need for self-reliance and autonomy, concerns about confidentiality, and other barriers such as structural factors like access, time, transport, or cost [13,19].

Considering these barriers, mental health literacy might be a key factor in initiating help-seeking behavior. Mental health literacy refers to the ability to recognize, manage, and prevent mental health problems and includes the awareness of available sources of help [19,20]. Therefore, mental health literacy is an important step in adaptive coping and getting access to appropriate health care for mental health concerns [16,21]. Further, studies show that mental health services often provide information about mental health, leading to an increased mental health literacy [22]. In turn, people with an increased mental health literacy show a lower self-stigmatization regarding mental health problems, are more capable of recognizing their mental health status, and are more likely to seek help from appropriate and professional help services [23-26]. Moreover, the literature suggests that interventions focusing on mental health literacy significantly increase the readiness, motivation, and intention to seek help [27].

Young people prefer to solve their problems on their own, thus expressing a high need for self-reliance and autonomy [16,28]. The common use of digital media indicates that young people use the internet to find their own way to solve problems, and studies also show an increase in the self-reliant search for information or help to cope with mental health problems [14,29,30]. Regarding the above-mentioned barriers to help-seeking, internet-based services have many advantages, such as no geographical boundaries, usually free access, and anonymity and privacy [31], and could thus present an opportunity for low-threshold access to encourage further help-seeking behavior. Despite the increasing number of these services, there is a lack of systematic evaluations in the current literature.

One of the services offered is krisenchat, a German messenger-based psychological counseling service for children, adolescents, and young adults. The first cross-sectional evaluation showed a high acceptance, feasibility, and user satisfaction of this service [32]. The results indicated a high need for a 24/7 accessible, anonymous, and low-threshold online help service to offer rapid stress relief in acute crises such as suicidality [33]. Besides its goal to increase the mental health literacy of users, krisenchat aims to refer users in need to professional help services or personal contacts [32].

In most of the previous studies evaluating online mental health services, further help-seeking was not considered the primary outcome (eg, [24,34,35]). Thus, it seems highly relevant to evaluate the impact of online services on further help-seeking behavior in adolescents with mental health concerns [36]. This study aimed to investigate the impact of counseling received from krisenchat on the further help-seeking behavior of young people, and to identify associated factors of further help-seeking, using anonymous data of chat users, including an anonymous online follow-up survey. Specifically, this study aimed to (1) determine the percentage of users of krisenchat
who followed the recommendation for a referral to the health care system or to seek further help from a trusted adult person within 4 weeks; (2) investigate the facilitators and barriers to further help-seeking in krisenchat users who did and did not implement the recommendation, respectively; and (3) identify the factors associated with further help-seeking.

Methods

Participants and Procedure

krisenchat [37] is a German-speaking messenger-based psychosocial crisis chat counseling service for children, adolescents, and young adults under the age of 25 years. Counselors are volunteers with an education in psychology, psychotherapy, education, or social work and have received a minimum of 2 months of training in chat-based counseling and in screening for a potential clinical indication [32]. The aim of krisenchat is to listen to, calm, and comfort users during acute crises. Additionally, if deemed necessary, users also receive a recommendation to seek further help, either within the health care system (eg, professional local support services) or from a trusted adult person.

Usually, a chat counseling session consists of the following 5 phases: (1) building a trusting relationship, (2) understanding the problem, (3) clarifying the goal for the counseling session, (4) finding a common solution, and (5) properly ending the counseling session. For example, a female user aged 20 years and currently living with her violent parents may start out by mentioning an argument with her father (phase 1), but open up about being physically harmed after some empathic and supportive messages (phase 2). The counselor and user then agree that they want to do something about the situation involving outside help (phase 3). Since the user is not a minor anymore and not previously known to the youth office, this is not a case of child welfare endangerment. After asking the user what help she would like to receive and where she currently lives, the counselor informs her about her rights and options, and researches a local point of contact (in this case, an association called “Frauen Gegen Gewalt e.V.” [“Women Against Violence Association”]) (phase 4). Finally, the counselor and user agree on how to get in touch with the association and consensually end the chat after making sure that no open questions remain (phase 5).

Within the krisenchat counseling process, the first step toward a recommendation to a health service provider or a trusted adult person includes an assessment of age, gender, living conditions, crisis topic, (symptom) duration and severity, social resources, and existing affiliations to and previous experiences with help service providers. Usually, krisenchat users in need of further help are recommended to involve a trusted adult person from their private circle of acquaintances as a first low-threshold option for minor problems and conflicts. In cases where it seems necessary to eventually involve authorities (eg, youth welfare service), users are first recommended to involve a professional trusted adult person like a school psychologist. Other specialized professional counseling services with expertise in specific topics (eg, eating disorders, LGBTQ+, and drug abuse) are recommended when professional help seems necessary. Further, some users are recommended to seek medical help (eg, general practitioner and emergency ward) or psychotherapy treatment. When there are clear indicators of child welfare endangerment, contacting the youth welfare service is recommended. For the purpose of this study, anonymous data from all chat users between October 1, 2021, and March 28, 2022, were extracted from the operational database. Data contained information collected by the counselors. In addition to this information, 2 online surveys were conducted: a feedback survey shortly after a chat session and a follow-up survey after 4 weeks.

For the feedback survey, each user received an automatically generated invitation via WhatsApp or SMS text messaging, which included a link to an online survey 6 hours after the first counseling session, if the chat session had at least 20 messages and the user was not considered at risk for child welfare endangerment by the psychological team. A minimum of 20 messages was established as an inclusion criterion based on the experiences of krisenchat with (1) the counseling process: after exchanging 20 messages counselors have usually gained enough information like age, gender, and the (primary) chat topic, which are necessary for a meaningful scientific evaluation of the chat; and (2) the user experience: after exchanging 20 messages the user has usually gained enough information to justify a feedback survey regarding their experience with the service.

For the follow-up survey, users received an automatically generated invitation via WhatsApp or SMS text messaging after 4 weeks, which included a link to an online survey, if the following criteria applied: the user had completed the feedback survey and had given their consent to be contacted again for the follow-up survey; a recommendation for a referral to the health care system or to seek further help from a trusted adult person had been given by the counselor and the counseling process was completed; and the user was not considered at risk for child welfare endangerment. Being considered at risk for child welfare endangerment was again an exclusion criterion in this step of the data collection process as these cases are often not labeled as cases of child welfare endangerment during the first counseling session, but only later in the counseling process. Children and young adults in these kinds of situations often contact krisenchat first with a minor problem to test if they can trust the service before opening up in a later counseling session about their real concern. If users attended more than one session, they received the link to the follow-up survey after the first recommendation for further help-seeking was made.

According to the definition used in a previous evaluation of krisenchat [32], a chat session was defined as a series of messages with no gaps between messages of more than 12 hours. It is possible that krisenchat users chat with more than one counselor during the course of one session. Users may or may not be made aware of the change in counselors, depending on the specific case.

Both surveys were set up in German using typeform [38]. At the beginning of each survey, it was offered to conduct the survey in simplified language in case users had limited German literacy.
Between October 1, 2021, and March 28, 2022, krisenchat received 10,614 requests in total. Of these, 3890 (36.6%) were excluded for one of the following reasons: users did not consent to the terms and conditions of krisenchat, they left the chat, or they did not receive a full counseling session due to a lack of capacity because of high demand. This left 6724 (63.4%) initial counseling sessions, of which 1124 (10.6%) were excluded as the chat session contained less than 20 messages (eg, when a user’s issue could be resolved within less than 20 messages) or the user was considered at risk for child welfare endangerment. The remaining 5600 (52.8%) users received an invitation for the feedback survey (see Figure 1 for the data collection process).

Of the 5600 users who received an invitation for the feedback survey, 539 (9.6%) later received an invitation for the follow-up survey. The other 5061 (90.4%) users were excluded from the follow-up survey as they met the exclusion criteria for the follow-up survey. In total, 280 (5.0%) users completed the follow-up survey, and of these, 33 (0.6%) had to be excluded due to technical circumstances, as they had completed specialized counseling within krisenchat due to being considered at risk for child welfare endangerment and had received the follow-up survey, although they met an exclusion criterion (ie, being considered at risk for child welfare endangerment). This resulted in a final sample of 247 users with completed feedback and follow-up surveys.

**Figure 1.** Flowchart of the data collection process.

---

**Ethics Approval**

Informed consent was provided online via an opt-in function before participating in each survey. Ethics approval was granted by the Ethics Committee of the Medical Faculty, University of Leipzig, on August 3, 2021 (file reference: 372/21-ek).

**Measures**

**Sociodemographic Information and Chat Use**

Information regarding age and gender was collected by counselors if users disclosed them during a session. Further, counselors collected information on the topics of the counseling session. It was possible for a user to report several concerns at the same time, and counselors identified more than one chat topic for these users. For this analysis, the reported topics were aggregated into 4 categories: psychiatric symptoms, psychosocial distress, emotional distress, and violence (Table 1).
Table 1. Chat categories and topics.

<table>
<thead>
<tr>
<th>Category</th>
<th>Included topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychiatric symptoms</td>
<td>Anxiety, panic attacks, depressive symptoms or depression, obsessive-compulsive behavior, trauma (e.g., flashbacks), depersonalization or derealization, substance abuse, behavioral addiction, symptoms related to borderline personality disorder, suicidality, nonsuicidal self-injury, psychotic symptoms, eating disorder symptoms, sleeping disorders, and psychosomatic complaints</td>
</tr>
<tr>
<td>Psychosocial distress</td>
<td>Conflicts in the family, at school, at work, in a relationship, or with friends; pressure to perform or high performing expectations (at school or at work, from oneself, or from others); difficulties adjusting to a new situation or environment; fear regarding the future; bullying; stress and overburden; online relationships; dealing with a relative’s or friend’s accident or physical illness; and dealing with a relative’s or friend’s suicide, nonsuicidal self-injury, mental disorder, or substance abuse</td>
</tr>
<tr>
<td>Emotional distress</td>
<td>Loneliness or isolation, lovesickness, feelings of guilt, low self-esteem, grief, difficulties in becoming independent from parents, emotional neglect, and anger or aggression</td>
</tr>
<tr>
<td>Violence</td>
<td>Being an offender or a victim of a criminal act, violence within the family or a relationship, and being a victim of physical or psychological violence</td>
</tr>
</tbody>
</table>

Feedback Survey
In the feedback survey, user well-being directly after the chat was assessed using 1 item (“How did you feel after the chat?”), answered on a 4-point Likert scale (1 = “better,” 2 = “rather better,” 3 = “rather worse,” and 4 = “worse”). A second item assessed the perceived helpfulness of the chat (“Was krisenchat able to help you with your concerns?”) on a 4-point Likert scale (1 = “definitely,” 2 = “rather yes,” 3 = “rather no,” and 4 = “not at all”).

Follow-up Survey
Further Help-Seeking, Facilitators, and Barriers
Users were asked to indicate which recommendation for a referral to the health care system or to seek further help from a trusted adult person they had received, including the following options: specialized professional counseling service, school psychologist or school social worker, social services (family assistance, educational assistance, or youth welfare service), local youth center, psychotherapist or social psychiatric service, general practitioner, calling an ambulance (to the hospital), parents, or another trusted adult person. If a user had received more than one recommendation, they were asked to indicate the option most relevant to them.

The actual further help-seeking behavior was assessed with the dichotomous item “After the counseling with krisenchat, did you contact the person or professional help service you were referred to?” Users who confirmed this item, indicating having followed the recommendation they received, were considered as displaying further help-seeking behavior. They were further asked if an appointment with the recommended service (or a talk with the recommended person) had already taken place, and if this was the case, it was assessed whether further appointments (or talks) were scheduled. The latter items were designed to measure the specific further help-seeking behavior based on the individual recommendation a user had received during the counseling process.

If users gave a positive answer (“yes”) on the item assessing actual further help-seeking behavior, 10 items on potential facilitators for help-seeking behavior were assessed in the following part. Likewise, in the case of a negative answer (“no”) on the item assessing actual further help-seeking behavior, 15 items on potential barriers for help-seeking behavior were assessed. Multiple choices were possible on each of the latter item sets. The respective items on facilitators and barriers to help-seeking were constructed based on a recent systematic review on help-seeking facilitators and barriers [19], and the practical experience of the counselors. Facilitators were assessed using 10 items grouped into 5 categories as follows: mental health literacy (3 items), symptom recognition (3 items), social support (1 item), improvement of self-efficacy through counseling (2 items), and an “other” category (1 item to indicate if reasons not covered by the other items applied). Barriers were assessed using 15 items grouped into the following 5 categories: stigmatization (2 items), negative family beliefs regarding help services (2 items), lack of mental health literacy (3 items), self-reliance and autonomy (3 items), structural factors (2 items), and an “other” category (3 items).

Self-efficacy
The General Self-efficacy Short Scale (German: “Allgemeine Selbstwirksamkeit Kurzskala [ASKU]” [39]) was used to assess the general efficacy beliefs of users. Self-efficacy relies on the definition by Albert Bandura, which describes people’s beliefs about their capability to execute behaviors that influence events affecting their lives [40]. The scale consists of 3 items representing single statements (e.g., “I am able to solve most problems on my own”) with a 5-point Likert scale (1 = “does not apply at all” to 5 = “fully applies”), with higher mean scores indicating higher levels of self-efficacy. In this study, the scale showed an acceptable reliability with Cronbach α = .74. In other studies, the scale had a high reliability of ω = 0.81 to 0.86 [39]. The mean reference values were 3.8 for low, 4.0 for medium, and 4.3 for high levels of self-efficacy [39].

Statistical Analysis
Descriptive statistics were used for sociodemographic variables, recommendations (for a referral to the health care system or to seek further help from a trusted adult person), further help-seeking behavior, and facilitators and barriers to help-seeking. A chi-square test was used to analyze further help-seeking behavior depending on the recommended service or person. To this end, the number of categories of recommended services or persons was reduced by grouping
them into the following 6 categories: psychotherapist or social psychiatric service, school psychologist or school social worker, parents, trusted adult person, counseling service, and other.

To analyze the associated factors of further help-seeking, the 2 subgroups of users displaying further help-seeking behavior and those not displaying further help-seeking behavior were compared regarding categorical variables (gender and session topic) using chi-square tests. For continuous variables (age, well-being after the chat, perceived helpfulness of the chat, and self-efficacy), both subgroups were compared using Mann-Whitney U tests owing to nonnormally distributed data, as indicated by Shapiro-Wilk tests \( P<.05 \). Additionally, a logistic regression analysis was performed to analyze the association between various predictor variables (gender, age, session topic, well-being after the chat, perceived helpfulness of the chat, and self-efficacy) and further help-seeking behavior. Bonferroni correction was used to account for multiple testing.

To estimate effect sizes for chi-square tests, the \( \phi \) coefficient was used, while Cramér's \( V \) (\( \phi_c \)) was used when the contingency table was larger than 2×2, with \( \phi_c=0.10 \) indicating a small effect, \( \phi_c=0.30 \) indicating a medium effect, and \( \phi_c=0.50 \) indicating a large effect [41]. Effect sizes for Mann-Whitney U tests were interpreted as small (\( r<0.30 \)), medium (\( r<0.50 \)), and large (\( r>0.50 \)) [41]. Statistical analyses were performed using IBM SPSS Statistics version 27 (IBM Corp). A 2-tailed \( \alpha \) value of .05 was applied to statistical testing.

Results

Sociodemographic Characteristics

In the final sample of 247 users, most users were female (female users: 199/242, 82.2%; male users: 11/242, 4.5%; diverse users: 32/242, 13.2%; the data for 5 users were missing), and the mean user age was approximately 17 years (mean 17.31, SD 3.29; range 12-25 years). Nearly half of all users in each survey (feedback survey: 124/247, 50.2%; follow-up survey: 108/247, 43.7%) chose to conduct the survey in simplified language. The main reasons for contacting krisenchat were psychiatric symptoms (184/247, 74.5%), and psychosocial (136/247, 55.1%) or emotional distress (71/247, 28.7%). The mean self-efficacy score of krisenchat users was 2.82 (SD 0.86).

Help-Seeking Behavior

The most frequently recommended services or persons to seek further help from included a psychotherapist or social psychiatric service (75/225, 33.3%), a school psychologist or school social worker (52/225, 23.1%), and the user’s parents (45/225, 20.0%). Nearly half of all users (120/247, 48.6%) indicated that they contacted the recommended service or person. A chi-square test indicated no significant differences in help-seeking behavior depending on the recommended service or person (\( \chi^2_{5,225}=7.87; P=16; \phi_c=0.19 \)).

Of the 120 users who indicated having contacted the recommended service or person, 102 (85.0%) gave further information. Specifically, a large proportion stated that they already had an appointment (or talk) with the respective service or person (70/102, 68.6%) or that an appointment or talk was scheduled (17/102, 16.7%), while only 12 (11.8%) reported that there were no appointments available, 2 (2.0%) reported that they had contacted but not yet reached the recommended service or person, and 1 (1.0%) indicated being referred to another service. Of the 87 users who already had an appointment (or talk with a trusted person) or had scheduled an appointment (or talk), 75 (86.2%) provided further information on possible follow-up appointments. Specifically, the majority stated that a follow-up appointment (or talk) was already scheduled (48/75, 64.0%) or was planned but not yet scheduled (12/75, 16.0%), while 5 (6.7%) reported that they had already received sufficient help and another appointment or talk was not necessary and 1 (1.3%) indicated being referred to another service after the first appointment. The remaining 9 (12.0%) users reported that no follow-up appointments were available or that they did not want to schedule another appointment as they did not feel comfortable or had not received the help they needed.

Facilitators and Barriers to Help-Seeking

A detailed description of the reported facilitators and barriers to further help-seeking is provided in Table 2. Users displaying further help-seeking behavior reported facilitators to help-seeking in the categories of mental health literacy (54/120, 45.0%), improvement of self-efficacy (55/120, 45.8%), symptom recognition (40/120, 33.3%), and social support (20/120, 16.7%). Users not displaying further help-seeking behavior reported barriers to help-seeking in the categories of stigmatization (60/127, 47.2%), lack of mental health literacy (59/127, 46.5%), self-reliance and autonomy (53/127, 41.7%), negative family beliefs regarding help services (53/127, 41.7%), structural factors (13/127, 10.2%), and other factors (eg, someone else has offered help; 24/127, 18.9%).
<table>
<thead>
<tr>
<th>Variable</th>
<th>Users displaying further help-seeking behavior (n=120), n (%)</th>
<th>Users not displaying further help-seeking behavior (n=127), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Facilitators</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health literacy&lt;sup&gt;b&lt;/sup&gt;</td>
<td>54 (45.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Got new information</td>
<td>31 (25.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Knowledge on where to seek help</td>
<td>24 (20.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Got a specific plan on how to seek further help</td>
<td>15 (12.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Self-efficacy&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feeling encouraged to seek further help</td>
<td>55 (45.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Feeling able to change the situation</td>
<td>53 (44.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Symptom recognition&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeing the problem more clearly</td>
<td>16 (13.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Understood that what happened was not right</td>
<td>15 (12.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Knowing how to talk about my problem/concern</td>
<td>17 (14.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Social support&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feeling that someone is supporting me</td>
<td>20 (16.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0.0%)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Barriers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stigmatization&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fearing the reactions of others</td>
<td>52 (40.9)</td>
<td>60 (47.2)</td>
</tr>
<tr>
<td>Not daring to talk with a stranger about serious concerns</td>
<td>23 (18.1)</td>
<td></td>
</tr>
<tr>
<td>Lack of mental health literacy&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concerns will not be taken seriously</td>
<td>59 (46.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Not deserving help, because problems are one’s own fault</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Fear of being admitted to a psychiatric ward</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Self-reliance and autonomy&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sought help elsewhere</td>
<td>15 (11.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Can handle it alone</td>
<td>27 (21.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Recommendation does not fit</td>
<td>14 (11.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Family beliefs&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear that parents will find out</td>
<td>42 (33.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Professional help services are not trustworthy</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Structural factors&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Referred help service is too far away or difficult to reach</td>
<td>N/A</td>
<td>13 (10.2)</td>
</tr>
<tr>
<td>Have not had time yet</td>
<td>12 (19.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Someone else has offered help</td>
<td>6 (4.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>No help needed after all, already feeling better</td>
<td>8 (6.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other reasons, not specified</td>
<td>10 (7.9)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentage is calculated from valid cases.

<sup>b</sup>Multiple answers were possible.
Associated Factors of Help-Seeking

Subgroup comparisons indicated significantly higher levels of self-efficacy (ASKU) in users displaying further help-seeking behavior than in those not displaying further help-seeking behavior ($P=0.01$, small effect; Table 3). Moreover, users with further help-seeking behavior reported a higher perceived helpfulness of the chat than users without further help-seeking behavior ($P=0.02$, small effect); however, this effect was not significant after Bonferroni correction. No significant group differences were found for gender, age, chat topics, and well-being after the chat (all $P>0.05$). An overall logistic regression model for further help-seeking behavior was not statistically significant ($\chi^2_{10}=15.04$; $P=0.13$; Nagelkerke’s $R^2=0.09$). Only perceived helpfulness of the chat was significantly associated with further help-seeking behavior ($B=0.56$; $P=0.03$; odds ratio 1.75, 95% CI 1.06-2.88). All other predictors in the model were not significant (all $P>0.05$).

Table 3. Group comparison between users with and those without further help-seeking behavior (N=247).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Users displaying further help-seeking behavior (n=120)</th>
<th>Users not displaying further help-seeking behavior (n=127)</th>
<th>Chi-square (df)</th>
<th>$U$</th>
<th>$P$ value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>94 (79.0)</td>
<td>105 (85.4)</td>
<td>2.94 (2,242)</td>
<td>N/A</td>
<td>.23</td>
<td>$\phi_c=0.11$</td>
</tr>
<tr>
<td>Male</td>
<td>8 (6.7)</td>
<td>3 (2.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diverse</td>
<td>17 (14.3)</td>
<td>15 (12.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>17.68 (3.62)</td>
<td>16.97 (2.91)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topic: Psychiatric symptoms, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>86 (71.7)</td>
<td>98 (77.2)</td>
<td>0.98 (1,247)</td>
<td>N/A</td>
<td>.32</td>
<td>$\phi=0.06$</td>
</tr>
<tr>
<td>Topic: Psychosocial distress, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>62 (51.7)</td>
<td>74 (58.3)</td>
<td>1.09 (1,247)</td>
<td>N/A</td>
<td>.30</td>
<td>$\phi=0.07$</td>
</tr>
<tr>
<td>Topic: Emotional distress, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>32 (26.7)</td>
<td>39 (30.7)</td>
<td>0.49 (1,247)</td>
<td>N/A</td>
<td>.48</td>
<td>$\phi=0.05$</td>
</tr>
<tr>
<td>Topic: Violence, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4 (3.3)</td>
<td>3 (2.4)</td>
<td>0.21 (1,247)</td>
<td>N/A</td>
<td>.65</td>
<td>$\phi=0.03$</td>
</tr>
<tr>
<td>Well-being score, mean (SD)</td>
<td>2.39 (0.65)</td>
<td>2.25 (0.65)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived helpfulness score, mean (SD)</td>
<td>2.41 (0.68)</td>
<td>2.22 (0.68)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy score (ASKU)&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</td>
<td>2.97 (0.82)</td>
<td>2.69 (0.88)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentage is calculated from valid cases.<br><sup>b</sup>N/A: not applicable.<br><sup>c</sup>$\phi_c$: Cramér V.<br><sup>d</sup>ASKU: Allgemeine Selbstwirksamkeit Kurzskala (“General Self-efficacy Short Scale”).

Discussion

Summary

Overall, the results imply that children and young adults using *krisenchat* experience benefits. The 24/7 online counseling service may facilitate seeking further professional help within the health care system or support from others.

It is important to highlight that the referral of users to professional help services or personal contacts is only one of the aims of *krisenchat* (only in 27.9% of all *krisenchat* users), along with listening, calming, and comforting in an acute crisis; engaging in collaborative problem-solving; emphasizing and supporting chat users to find their own solutions; and improving mental health literacy [32]. Therefore, the current results only refer to a subgroup of all chat users (for more details on the overall use of *krisenchat* see [32]).

Help-Seeking Behavior

The results of this study show that children and young adults using *krisenchat* benefit in terms of seeking further help. Nearly half of all users (120/247, 48.6%) indicated that they contacted the recommended service or person after the professional counseling. This percentage appears to be very high and shows *krisenchat* to be an important gatekeeper service for young people and adolescents. Nevertheless, owing to novelty, there are at present limited studies on the evaluation of online chat counseling or crisis text line interventions. The few available studies are not comparable to our study owing to different foci or differing measurement approaches (eg, evaluation of users’ perceptions of effectiveness right after the chat or focus on suicide preventive aspects only [42-44]).
Nevertheless, more than half of the users who took part in the follow-up survey reported that they did not seek further help. There were no differences in help-seeking behavior depending on the recommended service or person. Other potential reasons for not displaying further help-seeking behavior remain unclear, and further research is needed in this area.

As mentioned earlier, little is known about the effects or benefits of online counseling or helplines, since studies are methodologically challenging not least because of the anonymity of the services. In a recent systematic review on the state of youth helplines, which is at least partly comparable to the krisenchat service, the authors concluded that helplines may provide a beneficial service to youth and that psychosocial concerns are the main reasons for contacting these services [45]. This result is in line with previous evaluations of krisenchat [32,33]. The authors also concluded from the results of the review that there is a lack of literature owing to a lack of controlled trials on the one hand, and complex methodological/ethical barriers preventing such trials on the other [45]. Few studies have investigated long-term outcomes of crisis hotlines in the past, mainly focusing on suicide rates within a population [46,47].

Facilitators and Barriers to Help-Seeking

Nearly half of the users who sought further help reported mental health literacy to be an important facilitator, and reported the improvement of self-efficacy and symptom recognition as an effect of using the chat counseling service. In users who reported no further help-seeking behavior, the most frequent barriers were stigmatization, lack of mental health literacy, the need for self-reliance and autonomy, and negative family beliefs regarding help services. In line with the literature, the results also indicate that improving mental health literacy seems to be a key strategy for improving help-seeking in adolescents and young adults [19,48-50]. There are different approaches for improving mental health literacy in young people, including whole-of-community campaigns; community campaigns aimed at a youth audience; school-based interventions teaching help-seeking skills, mental health literacy, or resilience; and programs training individuals to better intervene in a mental health crisis [51,52].

Overall, it is important to highlight again that previous studies revealed that krisenchat may lower the barriers to access help, that is, about 50% of those contacting krisenchat reported that they never had contact with the professional health care system before [32].

Associated Factors of Help-Seeking

The analysis on group differences revealed that users displaying further help-seeking behavior reported higher levels of self-efficacy compared with those not displaying further help-seeking behavior, but both subgroups did not differ in gender, age, recommended service or person, chat topics, perceived helpfulness of the chat, and well-being after the chat. Generally, the mean self-efficacy score of all krisenchat users was 2.82 (SD 0.86), which is considered to be very low [39]. In the logistic regression analysis, only a higher perceived helpfulness of the chat was associated with further help-seeking behavior; however, the interpretability of this result is limited as the overall model was not significant.

Surprisingly, in this study, central aspects of the krisenchat user (age, gender, and well-being) and service usage (chat topic and recommended service or person) seemed to be irrelevant for predicting further help-seeking. This means, in turn, that based on recent data, the only factor relevant for further help-seeking is self-efficacy. In line with the recent literature, this result supports the claim for more research regarding help-seeking in youth and adolescents, in order to be able to target interventions to improve and facilitate help-seeking behavior [19].

Strengths and Limitations

This study is the first to examine the impact of using krisenchat on the further help-seeking behavior of young people, and to identify associated factors of further help-seeking. However, a number of limitations must be considered. The final sample used for this analysis consisted of only 13.2% of all users of the service, who received a recommendation for a referral to the health care system or to seek further help from a trusted adult person, with completed feedback and follow-up surveys. There might be further associated factors of help-seeking or different patterns in the help-seeking behavior of users, which could not be detected due to this attrition rate. Additionally, there might be key differences between those who filled in the survey and those who did not (eg, regarding motivation, perceived helpfulness of the chat, chat topics, and other aspects). Further, several other variables, such as cultural background, fluency in the German language, education level, and socioeconomic status, which could not be assessed due to the anonymity of krisenchat, might influence help-seeking behavior and factors associated with further help-seeking. A further limitation includes the use of self-report data for assessing the recommendation for further help-seeking.

Nevertheless, given the fact that there are limited studies on the impact or benefit of 24/7 online counseling, the sample size of 247 is reasonable and can serve as a basis for stimulating further research and advances in measurements.

Conclusion

The results of this study suggest that children and young adults using krisenchat may benefit in terms of seeking further help. Further help-seeking seems to be associated with higher levels of self-efficacy. Further research is necessary to better understand how young people can further benefit from 24/7 online counseling. Longitudinal research seems especially crucial to understand who benefits when and from what kind of service and to assess which factors are associated with help-seeking behavior.
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Abstract

Background: Teletherapy apps have emerged as a promising alternative to traditional in-person therapy, especially after the COVID-19 pandemic, as they help overcome a range of geographical and emotional barriers to accessing care. However, the rapid proliferation of teletherapy apps has occurred in an environment in which development has outpaced the various regulatory and ethical considerations of this space. Thus, researchers have raised concerns about the ethical implications and potential risks of teletherapy apps given the lack of regulation and oversight. Teletherapy apps have distinct aims to more directly replicate practices of traditional care, as opposed to mental health apps, which primarily provide supplemental support, suggesting a need to examine the ethical considerations of teletherapy apps from the lens of existing ethical guidelines for providing therapy.

Objective: In this study, we examined user reviews of commercial teletherapy apps to understand user perceptions of whether and how ethical principles are followed and incorporated.

Methods: We identified 8 mobile apps that (1) provided teletherapy on 2 dominant mobile app stores (Google Play and Apple App Store) and (2) had received >5000 app reviews on both app stores. We wrote Python scripts (Python Software Foundation) to scrape user reviews from the 8 apps, collecting 3268 user reviews combined across 2 app stores. We used thematic analysis to qualitatively analyze user reviews, developing a codebook drawing from the ethical codes of conduct for psychologists, psychiatrists, and social workers.

Results: The qualitative analysis of user reviews revealed the ethical concerns and opportunities of teletherapy app users. Users frequently perceived unprofessionalism in their teletherapists, mentioning that their therapists did not listen to them, were distracted during therapy sessions, and did not keep their appointments. Users also noted technical glitches and therapist unavailability on teletherapy apps that might affect their ability to provide continuity of care. Users held varied opinions on the affordability of those apps, with some perceiving them as affordable and others not. Users further brought up that the subscription model resulted in unfair pricing and expressed concerns about the lack of cost transparency. Users perceived that these apps could help promote access to care by overcoming geographical and social constraints.

Conclusions: Our study suggests that users perceive commercial teletherapy apps as adhering to many ethical principles pertaining to therapy but falling short in key areas regarding professionalism, continuity of care, cost fairness, and cost transparency. Our findings suggest that, to provide high-quality care, teletherapy apps should prioritize fair compensation for therapists, develop more flexible and transparent payment models, and invest in measures to ensure app stability and therapist availability. Future work is needed to develop standards for teletherapy and improve the quality and accessibility of those services.
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Introduction

Background

In recent years, the increasingly pervasive use of mobile devices and smartphones has begun to redefine how mental health is managed. Teletherapy apps—stand-alone platforms that specifically conduct synchronous therapy sessions with clients who are not physically colocated with their therapists [1]—have emerged as a potential alternative to traditional in-person therapy, especially after the COVID-19 pandemic [2-4]. Prior work has demonstrated that teletherapy addresses a range of geographical and emotional barriers to accessing care by eliminating the need for individuals living in rural areas to travel [4-7] and by offering anonymity for stigmatized populations [7,8]. In this climate, teletherapy apps have garnered substantial investment and attention as a means to expand access to scale mental health care [9]. Ethical standards guide traditional face-to-face psychotherapy, but their application in digital practice has not been well addressed. In this study, we examined teletherapy apps from the viewpoint of user reviews to understand how ethical principles were followed and incorporated.

The rapid proliferation of teletherapy apps has occurred in an environment in which development has outpaced the various regulatory and ethical considerations of this space. At present, no single regulatory authority oversees the practice of teletherapy apps as professional issues are regulated by state licensing boards, and the Food and Drug Administration regulates apps that provide specific treatments under their regulation of software as medical devices (eg, apps that provide computerized behavioral therapy for psychiatric conditions, such as reSET or Somryst) [10]. Moreover, the Food and Drug Administration relaxed the regulation of mental health apps to facilitate the use of these tools during the COVID-19 pandemic [11,12], which could lead to the widespread adoption of unproven and potentially low-quality mental health apps. Researchers have raised concerns about the ethical implications and potential risks of mental health apps given the lack of regulation and oversight [4,13-15], particularly regarding technical glitches [16-20], business models [19,21,22], and professionalism [16]. However, prior work has focused on general mental health apps more broadly rather than on the ethical aspects of teletherapy apps specifically. As teletherapy apps distinctly aim to more directly replicate practices of traditional care compared with mental health apps, which primarily provide supplemental mental health support, there is a greater need to specifically examine the extent to which teletherapy apps and the care provided through them uphold the ethical standards applied to traditional care.

Thus, we analyzed user reviews of commercial teletherapy apps through the lens of ethical codes of conduct for therapists. All licensed therapists are bound by the ethics code of their profession, such as the Ethical Principles of Psychologists and Code of Conduct [23], Code of Ethics of the National Association of Social Workers [24], and Principles of Medical Ethics [25], and state laws and regulations relevant to their status as licensed professionals. The ethical codes of conduct can serve as good metrics for high-quality care as they provide therapists with general guidelines and expectations for their professional conduct [26]. Prior work has used ethical frameworks to examine existing mental health technology [17,22,27-29], suggesting some important ethical considerations for mental health apps, such as privacy [22,28,30], transparency [17,22], and access to care [22,29].

Although variations exist across the ethical codes of conduct for psychologists [23], social workers [24], and psychiatrists [25], six common themes are central to the ethical practice of therapy:

1. **Professionalism**: ethical guidelines for both psychologists and psychiatrists state that they should uphold professional standards of conduct [23,25].
2. **Continuity of care**: ethical guidelines for both psychologists and social workers suggest that they should make efforts to ensure continuity of care when care is interrupted by different factors. Ethical guidelines require psychologists to “plan for facilitating services in the event that psychological services are interrupted by factors such as unavailability, or relocation [23].” Guidelines further underline that care should be taken when terminating therapy services. Guidelines for social workers state that they should “avoid abandoning clients who are still in need of services [24].”
3. **Affordability of access**: for example, guidelines for social workers state the following: “Consideration should be given to clients’ ability to pay [24].”
4. **Cost fairness**: guidelines for social workers mention that they should “ensure that the fees are fair, reasonable, and commensurate with the services performed [24].”
5. **Cost transparency**: guidelines for psychologists highlight that the costs involved in therapy should be accurate and transparent, urging them not to “misrepresent their fees [23].”
6. **Access to care**: for example, guidelines for psychiatrists state that they “shall support access to medical care for all people [25].”

Studies have pointed out a lack of research exploring user experiences of publicly available apps for mental health in spite of the critical need to understand users’ real-world experiences to ensure the quality of care provided by mental health apps [22]. Prior work has also pointed out that the evaluation of such apps has primarily focused on professionals, such as therapists, rather than users [16,31-33]. Recent studies have leveraged user reviews of commercial mental health apps as a way to understand user perspectives [16,18-22,34]. User reviews provide a credible source of information for other users to learn about the apps’ benefits and shortcomings [16,34], which could also provide researchers with insights into user perspectives [18,20,21]. Specifically, user reviews can provide concrete examples of the ethical challenges that users face with mental health apps [22]. For example, users have reported that technical glitches interfere with the mental health apps’ ability to provide timely and continuous support during crises [16,22], which can lead to serious emotional consequences for susceptible populations [18]. Users have also expressed concerns about the business models of mental health apps, perceiving those apps as good metrics for high-quality care as they provide therapists with general guidelines and expectations for their professional conduct [26]. Prior work has used ethical frameworks to examine existing mental health technology [17,22,27-29], suggesting some important ethical considerations for mental health apps, such as privacy [22,28,30], transparency [17,22], and access to care [22,29].
as exploitative of population vulnerability [19,21] or nontransparent in the payment process [16,22]. Users further feel that therapists matched through mental health apps are not as professional as in-person therapists [16]. However, there is a lack of understanding of how users perceive teletherapy apps specifically in enacting ethical guidelines, which is crucial for enhancing the quality of the mental health care services provided through these apps.

Objectives
Examining users’ experiences with teletherapy apps through the lens of ethical codes of conduct can allow us to better understand how users perceive the quality of care that they receive and what considerations are needed to improve the quality of care through such technology. To that end, we examined user reviews of teletherapy apps from app stores through the lens of ethical codes of conduct for therapists. Through our qualitative analysis of the user reviews of teletherapy apps, we unpacked user perspectives and their ethical experiences with teletherapy apps, focusing on whether and how they perceive that such technology enacts the ethical codes of conduct in practice. On the basis of the findings, we discuss the ethical considerations that should be met by teletherapy apps, which will help create standards for how these apps should be designed and how health care policies should be implemented to support individuals’ mental health care.

Methods
Data Collection
We searched for potential apps that provide teletherapy services on 2 dominant mobile app stores (Google Play for Android and Apple App Store for iOS) using the search terms “therapy” and “teletherapy.” Teletherapy apps differ from teletherapy that is delivered via other web-based platforms (such as Zoom, Doxy.me, Mend, or SecureVideo) in that, in teletherapy apps, the app company acts as the intermediary of care, whereas on other web-based platforms, the therapist, if in private practice, or health systems remain the intermediaries. For example, on teletherapy apps, the companies provide the terms of service, collect payments, and manage data about patients. Given these differences, we focused on mobile teletherapy apps excluding apps that only function within traditional care facilities (eg, the Anthem Sydney Health app and the Kaiser Ginger app). We carefully read the app descriptions to confirm whether each app provided teletherapy services. We only included apps that had received at least 5000 app reviews on both Google Play and the Apple App Store. The number of reviews is a useful proxy for the quality and impact of apps, allowing us to focus on high-quality apps that are widely used [21]. These criteria yielded 8 apps: BetterHelp, Cerebral, Talkspace, Simple Practice, MDLIVE, Amwell, Doctor On Demand, and Teladoc Health.

We wrote Python scripts (Python Software Foundation) to scrape user reviews from the 8 apps. To extract recent critical user feedback on the apps, we applied the following 3 inclusion criteria for filtering. First, we only included reviews that were written in English. Second, we included reviews of ≥50 characters. Filtering out fake reviews [16] and selecting informative reviews [21] are challenges in using user reviews for research purposes. Excluding shorter reviews helped us address these challenges by improving data integrity and uncovering deeper insights in longer reviews [16]. Third, we limited the reviews to the most recent 500 reviews of each app from Google Play and Apple App Store as of December 6, 2022. Aligned with prior work [16,21], focusing on recent reviews allowed us to concentrate on relevant user experiences of the most up-to-date versions of the apps. Finally, we noticed that some apps (Cerebral, MDLIVE, Amwell, Doctor On Demand, and Teladoc) provide medication management as well as therapy and are mostly focused on providing the former. Therefore, for those apps, we decided to only include reviews that mentioned “therapy” or “therapists.” We read 10% of the collected data and confirmed that the 2 keywords effectively identified reviews that were relevant to teletherapy. As a result, the final data set included 3268 user reviews. The breakdown of the number of reviews analyzed for each app is provided in Multimedia Appendix 1.

Data Analysis
We used thematic analysis to qualitatively analyze user reviews [35]. In the first phase, the first author (EJ) open coded 1300 user reviews and searched for themes by reviewing and grouping codes into potential themes. We then generated a preliminary codebook with 6 codes (usability, customer support, business model, accessibility, therapist match, and app features) and 17 subcodes. When the entire research team reviewed the preliminary codebook, we noticed that the themes were closely related to ethical principles for mental health professionals, such as billing procedures and access to care. Therefore, in the second phase, we revised the codebook in light of the common themes to the ethical codes of conduct for psychologists, psychiatrists, and social workers. The revised codebook included six parent codes and 13 child codes (the full codebook can be found in Multimedia Appendix 2): (1) professionalism (therapists’ professionalism and therapists’ unprofessionalism), (2) continuity of care (therapist unavailability, service termination, and technical glitch), (3) cost transparency (concerns about cost transparency and appreciation of cost transparency), (4) cost fairness (billing inaccuracy and access-based billing), (5) access to care (overcoming geographical constraints and overcoming social constraints), and (6) affordability of access (affordability and unaffordability). The first (EJ) and second (WK) authors then coded 150 (approximately 5% of the whole data set of 3268) reviews to calculate the interrater reliability, with the κ value for 6 child codes being >0.8 (unaffordability, professionalism, unprofessionalism, overcoming geographical constraints, billing inaccuracy, and cost transparency) and the κ value for 4 child codes being between 0.6 and 0.78 (affordability, overcoming social constraints, service termination, and technical glitch). We had a low agreement for access-based billing (κ=0.3) and therapist unavailability (κ=0.43) in our initial pass. Therefore, we discussed the differences to resolve ambiguities and ensure consistency, which led to more detailed definitions of those codes. Afterward, the 2 authors coded the rest of the user reviews.
Ethical Considerations

Our research aimed to analyze public app reviews available on commercial app stores. As such, our study did not involve direct interaction with human participants, and all data used for the analysis were publicly available through the app stores. Given that our study solely relied on preexisting and publicly accessible data, it falls under the category of secondary research involving nonidentifiable information [36]. Therefore, we did not seek ethics board review or approval for this study.

Results

Overview

The qualitative analysis of app reviews revealed the ethical experiences of teletherapy app users. In this section, we present the findings of the study, focusing on whether and how users’ perspectives and experiences align with the ethical guidelines for mental health professionals. Table 1 summarizes the 6 themes that we identified through the user review analysis. The user review alias indicates which teletherapy app a review was posted for (eg, BetterHelp or Talkspace) on which app store (eg, Google Play or Apple App Store). For example, B-A-1 indicates that the review was for BetterHelp on the Apple App Store.

Table 1. Frequency of codes identified across the app reviews and example quotes (N=3268).

<table>
<thead>
<tr>
<th>Theme and code</th>
<th>n (%)</th>
<th>Example quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Professionalism</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Therapists’ professionalism</td>
<td>1136 (34.76)</td>
<td>“My therapist constantly checks up on me. I love that you can message them at any time of the day and they usually get back to you fairly fast.” [B-A-162]</td>
</tr>
<tr>
<td>Therapists’ unprofessionalism</td>
<td>479 (14.66)</td>
<td>“My therapist has canceled her appointment with me 4 times now. This is ridiculous.” [C-G-247]</td>
</tr>
<tr>
<td><strong>Continuity of care</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical glitch</td>
<td>540 (16.52)</td>
<td>“The video cuts on and off many times throughout the sessions. Every therapy session had interruptions due to video connection.” [A-G-15]</td>
</tr>
<tr>
<td>Therapist unavailability</td>
<td>185 (5.66)</td>
<td>“I can’t schedule a meeting with my therapist for MONTHS because there are no available time slots available.” [TD-A-33]</td>
</tr>
<tr>
<td>Service termination</td>
<td>6 (0.18)</td>
<td>“I was literally responding to the therapist’s question when I was blocked out of sending anything else because I needed to renew the next month. Seriously? That’s how you do your ‘patients’? You cut them out of your app as if it’s a Netflix subscription?” [B-A-55]</td>
</tr>
<tr>
<td><strong>Affordability of access</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affordability</td>
<td>167 (5.11)</td>
<td>“I am not employed and they have provided me a subscription for low-income people and it has really helped me through this difficult time in my life.” [B-G-208]</td>
</tr>
<tr>
<td>Unaffordability</td>
<td>151 (4.62)</td>
<td>“Another downside is that [the app] does not accept insurance. So if you have a lower income (like I do), this is not the most affordable option.” [B-A-163]</td>
</tr>
<tr>
<td><strong>Cost fairness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access-based billing</td>
<td>159 (4.86)</td>
<td>“The therapists cancel appointments on the same day with no explanation. ...I paid $500+ for one month of service and got literally no help at all.” [T-A-186]</td>
</tr>
<tr>
<td>Billing inaccuracy</td>
<td>78 (2.39)</td>
<td>“They also continue to charge my credit card despite me canceling the membership multiple times.” [B-A-30]</td>
</tr>
<tr>
<td><strong>Cost transparency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concerns about cost transparency</td>
<td>75 (2.29)</td>
<td>“I wish you had told me the price before you took all that information from me. Kind of feel manipulated.” [B-G-205]</td>
</tr>
<tr>
<td><strong>Access to care</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overcoming geographical constraints</td>
<td>159 (4.86)</td>
<td>“I’d been looking for therapy in my area for years with no luck. It’s a small town with limited options so there was never any opening. Thanks to [this app], I’ve finally had the access I’ve been needing and getting the assistance I need.” [T-G-220]</td>
</tr>
<tr>
<td>Overcoming social constraints</td>
<td>24 (0.73)</td>
<td>“I have been using this app for a couple of months now and as someone who suffers from social anxiety and finds it uncomfortable just to go out, it has helped me out tremendously.” [TD-A-242]</td>
</tr>
</tbody>
</table>
Professionalism

In our study context, professionalism encompasses aspects including therapists’ quality, reliability, and commitment to the therapeutic process. Our findings demonstrate that many users perceived that their therapists met the standards of professionalism as the most frequent code that came up in the reviews was professionalism (1136/3268, 34.76%; Table 1). Users often mentioned positive qualities of their therapists, such as being “a good listener” (A-A-457), “non-judgemental” (B-G-472), “understanding” (B-A-208), “compassionate” (S-A-249), and “insightful” (B-A-373).

However, the third most frequent code was therapists’ unprofessionalism (479/3268, 14.66%; Table 1), suggesting that a substantial number of users still perceived that their therapists did not meet the standards of professionalism. Users often perceived that their therapists did not listen to them and their concerns, describing them as “reading from a script” (C-G-130), giving “copied and pasted responses” (T-G-317), and sounding “like robots” (T-A-8). They also criticized the fact that therapists only gave basic and generic responses, describing the quality of therapists’ responses as “fortune cookie grade” (T-A-454). Users further criticized that their therapists were distracted during therapy sessions. Users noticed that their therapists were driving during therapy sessions and were distracted:

> It seemed like my therapist had me on speakerphone while she was driving. I definitely knew she was driving because, at one point, she yelled at either another car or pedestrians. She was distracted the entire call. [B-A-235]

Users pointed out other unprofessional behaviors from therapists, such as “taking a phone call” (T-A-57) or “falling asleep” (B-A-289) during the sessions. Users developed their own hypotheses regarding the reasons for such unprofessional behaviors from therapists. A user posited that such behaviors resulted from a lack of policies to hold therapists accountable:

> [The app] will only guarantee to match you with a therapist. They have no policies in place to ensure the therapist is accountable for actually showing up for an appointment. [B-A-44]

A user suspected that therapists had low commitment as the apps were their side jobs:

> Every therapist I was paired with made it very obvious that this was their side hustle and they had their own practice that they actually cared about, but not [this app’s] patients. [T-A-489]

In addition, users often pointed out that their therapists were not reliable in keeping their appointments and were not available on the timelines that the app promised. Users pointed out that the therapists sometimes did not deliver on the app’s promise of guaranteed response time:

> [The app] always says 24-hour guaranteed response window, but the therapists never text back. [T-A-7]

They also faced situations in which their therapists repeatedly canceled appointments:

> My therapist has canceled her appointment with me 4 times now. This is ridiculous. [C-G-247]

A user similarly said the following:

> Made two appointments for counseling in a severely distressing time. Both appointments were canceled just minutes before they were to occur. [A-A-12]

Users felt that these behaviors were “extremely unprofessional and unethical” (C-G-247) and “absolutely ludicrous” (B-G-103) as it led them to waste their time and money.

Continuity of Care

Users noted technical glitches, therapist unavailability, and abrupt service termination that affected the teletherpay apps’ ability to provide continuity of care. The app reviews revealed that technical glitches often interfered with users’ ability to engage in continuous care, which was the second most frequent code that came up (540/3268, 16.52%; Table 1). Users frequently mentioned audio or video issues that occurred during their therapy sessions. A user said the following:

> The video cuts on and off many times throughout the sessions. Every therapy session had interruptions due to video connection. [A-G-15]

Thus, users had to spend time fixing the issues, which shortened the time they were supposed to spend on therapy. A user stated the following:

> The constant cutting in and out of the audio takes away much-needed time that could have instead been used to make actual progress in therapy. [S-A-30]

A user similarly noted the following:

> My therapist nor I could hear each other. I’m really upset about it because two of my appointments were just spent trying to fix this. [S-A-269]

Other users mentioned that the therapy sessions ended abruptly because of technical issues. A user said the following:

> The calls and live sessions drop so much that it’s incredibly frustrating. [B-G-483]

A user similarly noted the following:

> We had to disconnect and reconnect multiple times, which causes a disturbance in the flow of conversation. [B-A-229]

A user pointed out that such a technical glitch in apps for mental health was irresponsible:

> Before you offer an application that’s primary purpose is supporting mental health needs, PLEASE be responsible and ensure it works properly. [T-A-471]

User reviews further demonstrated that therapist unavailability compromised the apps’ ability to support continuous care. Users often mentioned that the therapists with whom they had been matched often had limited to no availability in their schedules, which made it challenging for them to engage in weekly therapy as the apps promised. A user said the following:
None of my therapists have been available to meet with me weekly. They are often overbooked or unavailable, and I end up seeing them one or two times per month. [B-A-291]

A user similarly noted the following:

I can’t schedule a meeting with my therapist for MONTHS because there are no available time slots available. [TD-A-33]

A user also reported that apps failed to provide quick access to care because of therapist unavailability:

I was matched with a therapist who was on time off, which is extremely frustrating because there was a very acute reason for signing up and if I had known that I would have to wait two weeks I’d just go to a normal provider. That’s kind of the whole point of [this app], to be convenient and fast, but it failed at this job massively. [T-G-105]

We also found that users experienced a lack of continuity because of the apps’ subscription model. Users mentioned that they lost access to their therapists as soon as their subscription ended without any reminders or warnings. A user said the following:

The app immediately cuts you off from communicating with your therapist once your billing is due. There are no reminders or anything to keep you on your toes they just immediately cut you off. [B-A-17]

A user similarly noted the following:

The way they handle payments for subscriptions is manipulative. There is no warning whatsoever that the subscription will expire soon, so you can be prepared to pay to renew it, and once your subscription expires, it will automatically cancel your appointment and lock you out of communicating with your therapist until payment is processed. [B-A-485]

A user described how difficult it was when they lost access to their therapist without an opportunity to properly terminate care:

The worst part is if you have an emergency financial hardship, you immediately are unable to inform/speak to your counselor because everything locks if you miss a payment. I really valued the relationship my counselor that I had and she helped me through a lot. The fact that I couldn’t just say goodbye myself was very hard. There should be something against this. I am still battling with anxiety and depression, and this was such a stressful situation not being able to speak to the person who was helping me for months. [B-A-288]

A user felt that such practice might be justifiable for generic apps but not for apps that provide mental health care:

I was literally responding to the therapist’s question when I was blocked out of sending anything else because I needed to renew the next month. Seriously? That’s how you do your “patients”? You cut them out of your app as if it’s a Netflix subscription? [B-A-55]

### Affordability of Access

Some teletherapy app users perceived that apps provide affordable mental health care by reducing prices compared with traditional in-person therapy. A user mentioned that teletherapy apps provided more affordable options compared with mental health care that she could find where she lived:

I can usually have 3 or 4 sessions in a month for around $260, which you really can’t find that anywhere else in [the city I live]. [B-A-336]

A user also appreciated that the app provided an affordable option for individuals without insurance:

For the folks like me whose insurance doesn’t cover therapy, the service provided by this app at $65/week is phenomenal. Average [in-person] therapists will cost about $150/week. [B-A-242]

Users also valued the fact that the apps provided discounts based on individuals’ financial circumstances even when the apps did not accept insurance. For example, a user described the following:

I am not employed and they have provided me a subscription for low-income people and it has really helped me through this difficult time in my life. [B-G-208]

Similarly, a user said the following:

My income looks good, but I’m working through a lot of debt; I e-mailed them and they understood and gave me a bigger discount for a 3-month period. [B-A-119]

Users further appreciated that some apps accepted insurance and made care affordable. T-G-220 appreciated that therapy was “covered by my insurance at 100%.” A user similarly mentioned the following:

I put in my insurance member ID, turns out the sessions are FREE. [D-A-434]

In contrast, other users perceived that teletherapy apps fell short of their promises of affordability of access as they did not accept insurance. Users thought that the lack of ability to use insurance made teletherapy apps unaffordable, particularly for low-income individuals. A user explained the following:

Another downside is that [the app] does not accept insurance. If you have a lower income (like I do), this is not the most affordable option. This is unfortunate because a lot of people with lower incomes need access to convenient quality mental health care. It is very difficult for those with low income to get therapy because they might not have time due to work or they don’t have a means of transportation to go to face-to-face counseling. If [the app] could make the prices more affordable or at least accept insurance, they would be catering to an untapped market. [B-A-163]

A user similarly mentioned the following:

The app is not affordable if you have a minimum wage job. The cheapest plan is over $200 a month. ...
understand this is someone’s career, and they are providing a service. At the same time, the people have severe mental health issues and it’s really unfair that money is the way of us getting help. [T-A-404]

Therefore, they desired that apps accept insurance. A user said the following:

I wish that BetterHelp would have a representative for each state to negotiate a way to allow recipients of Medicaid/Medicare to receive a reduced rate. Many of these state-sponsored insurance offers behavioral health coverage. This would open up so much opportunity for some individuals. [B-A-402]

They further desired that apps provide flexibility in the payment model rather than sticking to a monthly subscription model with weekly sessions as it would allow them to have more affordable options. A user said the following:

To me, the cost was a HUGE deal breaker. I understand that the therapists need to get paid; however, the fee for unemployed people is $87 per week. It would be nice if it would have given you the option to pay per use and not set up a subscription. [B-G-256]

A user similarly noted the following:

They will force you to take weekly sessions, and their so-called discounted price for those weekly sessions is $87 per session. There is no way I could ever afford weekly sessions. At this point, I can only afford monthly or maybe bi-weekly sessions. The fact that they refuse to allow that option is just wrong. [B-G-452]

Cost Fairness

Our findings suggest that users often perceive that teletherapy apps fail to fulfill their commitment to ensuring cost fairness. Users frequently brought up that the subscription model adopted by some apps resulted in them paying fees that were not commensurate with the services that they received. All the apps that primarily provided teletherapy (BetterHelp, Talkspace, and Simple Practice) were based on a monthly recurring billing model that promised weekly therapy sessions. However, because of the aforementioned challenges in ensuring therapists’ professionalism and continuity of care, apps often could not deliver on their promises, which influenced how users perceived the fairness of their cost models. A user pointed out the following:

Three different therapists that either no showed or canceled in the first 2 weeks. So that’s like 2 weeks wasted, $200 wasted. [B-G-257]

A user similarly noted the following:

The therapists canceled appointments on the same day with no explanation. ...I paid $500+ for one month of service and got literally no help at all. [T-A-186]

Users encountered unfair situations in which they had to pay despite not receiving any care because of therapist unavailability. Users frequently mentioned realizing that therapists had no availability for a few weeks after they had been matched, but the apps often refused to issue refunds citing that users had “access” to mental health care during that time. A user said the following:

I was matched with a counselor that had zero availability for two weeks, yet I was still charged the same. [B-A-133]

A user similarly noted the following:

I went to her schedule and there was no availability for the upcoming 3 weeks. Why charge me for a service I don’t even have access to? Now I’m out of $256, with no type of refund in sight. [B-A-397]

Users criticized these billing practices, describing them as “unethical” or “predatory.” A user stated the following:

I am paying hundreds of dollars for video sessions that are expiring because therapists aren’t taking appointments. ...It is so unethical to take mentally ill people’s money while they’re already struggling and give them nothing in return. [T-A-192]

A user also criticized the following:

Predatory payment style. You pay monthly regardless of if they meet with you or not. My therapist had COVID and couldn’t meet with me for multiple weeks. I still got charged for all the time I didn’t get any therapy. [C-G-9]

Furthermore, users reported that they were charged although they could not receive care because of the platform’s technical glitches. A user explained the following:

The app nor the website works. I have been charged for 2 months of services and have not gotten the 1st consultation. [B-G-416]

A user similarly illustrated the following:

I’ve been charged for a session where the app wouldn’t let me join the session. [T-G-47]

Cost Transparency

The app reviews often manifested users’ concerns about the cost transparency of teletherapy apps, suggesting that the apps were falling short of abiding by the guidelines. Users frequently mentioned feeling frustrated as the cost was not disclosed until the end of the sign-up process, wishing pricing information was clear up front. A user explained the following:

I wish you had told me the price before you took all that information from me. Kind of feel manipulated out of my personal details just to have the help put behind a paywall that isn’t really that affordable. [B-G-205]

A user also illustrated the following:

Cost isn’t revealed until the end of the questionnaire. If you can’t afford the therapy, you’ve filled out the whole questionnaire in detail all for nothing, like I just did. [B-G-227]
Users further suggested that the apps provided unclear information about which insurances covered them. A user stated the following:

The app is very wishy-washy about how much your insurance will cover upfront. They should tell you what your insurance covers instead of having people guessing. [T-A-339]

A user perceived that it was deceiving for apps to advertise that their services were fully covered by insurance when they were not:

They charge you everything at once without telling you exactly what insurance covers. They make it out to be like insurance covers the whole cost. [T-A-400]

**Access to Care**

Users perceived that teletherapy apps helped promote access to care by allowing them to overcome geographical and social constraints. They appreciated that the apps helped them find therapists when they struggled to find local therapists. Some users mentioned that they were facing difficulties as their local therapists were fully booked:

I had searched for local counselors or therapists for months and was on a number of waiting lists when I finally decided to try [the app]. [B-A-3]

They appreciated that the apps matched them with therapists promptly:

I tried for a few days calling a local therapist, and they were all booked up weeks in advance. I signed up for [the app], and the next day I was already matched up with a therapist. [B-A-167]

Users also valued that the apps helped people living in small towns access care:

I’d been looking for therapy in my area for years with no luck. It’s a small town with limited options so there was never any opening. Thanks to [the app], I’ve finally had the access I’ve been needing and getting the assistance I need. [T-G-220]

Users also appreciated that the apps eliminated the need to travel for therapy:

I love this online counseling because the stress to appear in person is reduced tenfold. For me to meet face to face is a stressful 2-hour car ride and a two-hour drive home. [B-G-145]

They also liked that teletherapy apps enabled them to continue therapy during the COVID-19 pandemic when in-person therapy was not feasible—“Despite COVID-19 social distancing—when in-person locations became scarce—[the app] made it possible to find a therapist and continue improving my mental health.” (B-A-430)—describing them as a “life saver” (S-A-176) or “lifeline” (S-G-343) during the pandemic.

Some users also felt that teletherapy apps helped them overcome their social anxiety about therapy. These users mentioned their previous struggles with traditional therapy because of their social anxiety:

My intense social anxiety of having to interact with someone in person made me cancel (in-person therapy) frequently. With [the app], I am much less likely to cancel because I can speak to my therapist from the comfort of my own home. [B-A-140]

Thus, they valued that teletherapy apps let them engage in therapy without the need to go out:

I have been using this app for a couple of months now and someone who suffers from social anxiety and finding it uncomfortable just to go out it has helped me out tremendously. [TD-A-242]

**Discussion**

**Principal Findings**

Our findings revealed that users’ perceptions of commercial teletherapy apps aligned with some ethical principles of therapy, particularly in terms of promoting access to care and affordability for individuals considered economically disadvantaged. However, users perceived that the apps aligned poorly with other ethical principles such as professionalism, continuity of care, cost fairness, and cost transparency. Some of these problems mirror challenges often experienced in mental health care more generally, such as insurance companies providing ghost networks of therapists (ie, listing therapists who are no longer in the network, are not accepting clients, or have closed their practice) and instances in which therapists display a lack of attentiveness during sessions. However, the unique characteristics of teletherapy apps, such as the remote provision of care, dependence on technology, and existing outside traditional health care facilities, may have exacerbated the challenges in their implementation. Some of these issues could be addressed through straightforward measures such as improving cost transparency. Others require substantially reconfiguring aspects of how teletherapy is conducted, how patients and therapists are matched, and how services are billed in ways that may or may not be possible in current health care systems. In this section, we unpack some ethical implications of our findings and provide some insights for teletherapy apps to ensure the delivery of high-quality care.

**Considerations to Enhance Quality of Care**

Our findings suggest that, although teletherapy apps offer the potential for providing affordable care to individuals considered economically disadvantaged, these apps may compromise the quality of care by not adequately compensating therapists at market rates. In our study, we found that many users perceived unprofessionalism among therapists who provided services through teletherapy apps as they often gave basic responses, were distracted by other activities during the therapy sessions, and were not reliable in keeping their appointments. This finding is consistent with prior work indicating that users perceive therapists matched through mental health apps as not as professional and qualified as their in-person therapists as they only provide generic responses and show little interest in their clients [16]. We posit that economic reasons may explain these differences in care. As many teletherapy apps provide cheaper rates compared with in-person therapy settings, therapists tend to receive lower financial incentives on those apps. Although
therapists make approximately US $36 per hour on average in the United States [37], therapists on teletherapy apps (eg, BetterHelp and Talkspace) only earn US $14 to US $30 per hour [38]. Therapists in certain states or areas might receive even higher rates, which further reduces the incentive for them to provide high-quality care on these apps. Failure to pay market rates for therapists likely limits their ability to devote sufficient time to meet the expectations that these apps set and compromises the quality of care provided through these apps. Our findings suggest that achieving ethical guidelines of professionalism likely requires a minimum cost to ensure that these therapists are compensated fairly for such work. To ensure quality care, it is critical for teletherapy apps to offer fair compensation. Prior work on apps for depression has highlighted the need to negotiate ways to cover the cost of mental health apps with insurance providers [22]. Our findings similarly pointed to the value of teletherapy apps contracting with insurance providers, Medicaid, and Medicare as it not only would help provide fair compensation for therapists but also might make therapy services available to those who might not otherwise receive care. This might be especially important in areas with mental health care shortages where a sufficient number of providers are not available to meet the demands of those in need. In addition, streamlining operational costs, such as optimizing their technology infrastructure and automating routine administrative tasks, could help balance fair compensation for therapists while ensuring the affordability of teletherapy apps.

Of course, our findings draw from user reviews, which inherently overlook the perspectives of the therapists. Relatively little research has examined therapists’ perspectives on teletherapy apps and the services they provide on them, which is critical for understanding their motivations for participating and perceptions of the quality of care they are able to provide in the setup. Although a few popular press articles have interviewed therapists providing services on these platforms and represented their perspectives, their views may not be representative of the broader views of therapists on these platforms [39,40]. An article noted that the compensation structure for therapists on these platforms often resulted in the need to maintain large caseloads for sufficient pay, which might lead therapists to resort to simplistic responses during their therapy sessions [40]. Furthermore, it was noted that the platform itself may continue to push new clients onto therapists even when their caseloads are full. Another press article highlights how the app companies exert considerable control over therapists’ schedules and engagement with clients and require the use of scripted responses in text chat therapy sessions under certain circumstances [39]. These practices might limit therapist autonomy and lead to practices that might reflect more on the app company and its policies than the care that individual therapists are able to provide. A counterpoint to this view would be that schedules, engagement practices, and scripted responses might increase the quality of care if aligned with best practices, but it is unclear whether this is always the case. Ultimately, more research that centers on the therapist view would be useful, and these articles suggest that app platforms might play a strong role in shaping therapists’ activities on them. Our findings, in conjunction with these insights, underscore the need for future research to delve deeper into the reasons behind therapists’ behaviors on these platforms to develop platform design considerations and potentially even policy that help support care that meets practice standards.

**Developing Flexible Payment Models for Cost Fairness**

Our findings also highlight the ethical challenges of using a subscription model for teletherapy apps, particularly regarding cost fairness. In our study, users noted that subscription models of teletherapy apps are potentially problematic, especially when provider availability and activity do not match advertised services included in those subscriptions. All teletherapy apps that were included in our analysis charged their users monthly with the promise of weekly therapy sessions, but they often could not deliver on those promises because of technical glitches and therapists’ unavailability. Although payment models are an important ethical consideration for designing, using, and vetting mental health apps, few studies have paid attention to users’ perceptions of the payment strategies used by those apps [19,21]. Recent work has pointed to the ethical challenges of the freemium payment model of mental health apps, which combines free basic features with advanced subscription services [21]. Such a payment model may exploit vulnerable populations as the complexity of the freemium payment model can result in unexpected charges for users who are experiencing mental health crises. In addition, the limited-term offers associated with the freemium payment model could lead users with ongoing mental health needs to receive incomplete treatments. Aligned with prior work, our findings indicate the ethical challenges of a prevalent payment model used in teletherapy apps, specifically with regard to subscription models.

This subscription model commonly used in teletherapy apps is quite different from that of traditional health care services, which most often follow a fee-for-service model in which users are charged for each service that they receive. A subscription model can be beneficial for the teletherapy app company as it provides a predictable revenue stream based on the number of subscribers. This can help with budgeting and planning for the app’s maintenance and growth to ensure quality care. Subscription models can also encourage users to engage more regularly with the apps as they have already paid for ongoing access to services, which can help improve the effectiveness of the therapy. However, subscription models make it challenging for teletherapy apps to address unexpected circumstances that impede the provision of care. For example, subscription models may not allow for the flexibility needed to address unexpected circumstances that affect therapists’ ability to provide care. If a therapist experiences a personal emergency and cannot keep their appointments, users end up missing out on part of their access to the services that they have paid for. Similarly, if technical issues interrupt a therapy session and a makeup session cannot be scheduled, users also lose partial access to the services that they have paid for.

Prior work has highlighted the need for creating flexible and fair payment models for mental health apps [19,22]. Our study further reinforces the need for teletherapy apps to develop more flexible payment models that account for unexpected circumstances that may affect the provision of care. For
example, subscription models could be adjusted to allow for missed appointments or unexpected technical difficulties that interrupt therapy sessions. In addition, a promising way to ensure continuity of care by accounting for unexpected circumstances is value-based care models, or health care delivery models in which providers are paid based on patient health outcomes rather than based on the volume of health care services that they deliver [39-41]. However, these models require contracting with health care systems, insurers, or potentially even states. Innovative projects in this area have been attempted, such as Reno, Nevada, United States, contracting with Talkspace to provide services to its residents [42,43]. Future research on the impact of different payment models (eg, fee-for-service, subscription, freemium, and value-based care) of teletherapy apps on user experience would be beneficial.

**Ensuring App Stability and Therapist Availability**

Our findings demonstrate that teletherapy apps provide significant benefits to individuals who face challenges in accessing in-person therapy, including difficulty in finding local therapists, limited ability to travel because of health concerns, and social anxiety. This suggests that teletherapy apps are, to some extent, meeting the expectations set by previous research [13,44] and adhering to the ethical guidelines of promoting access to care. However, despite these benefits, our study also revealed several challenges that teletherapy apps face in terms of continuity of care. A significant challenge is the risk of interruptions in care owing to technical glitches. This is consistent with prior work that identified technical issues as a leading cause of negative user experiences with mental health apps [19,20,22,34,45]. Such disruptions can have negative impacts on the mental health of vulnerable populations, who often seek mental health support for urgent reasons [16,18,22]. Our findings suggest a need for developers of teletherapy apps to test their apps more thoroughly than other types of apps to ensure stability and reliability given the sensitive nature of mental health [18]. In addition, prioritizing investment in measures to ensure app stability, high-quality audio and video output, and technical support resources can help mitigate the impact of technical glitches.

Another challenge that we identified was therapist unavailability, as highlighted by prior work on mental health apps [16]. Our findings showed that users frequently realized that their therapists were unavailable for extended periods only after they signed up, which impeded the provision of continuous care. To prevent such situations, teletherapy apps should check users’ schedules and therapist availability before charging them. This proactive approach can help ensure that users can receive the care that was promised in their subscriptions. In addition, implementing measures to facilitate prompt matching between therapists and users would be beneficial. It is crucial for teletherapy apps to continuously monitor the user-to-therapist ratio to maintain a proportionate number of available therapists in relation to the number of users who sign up for the service. Maintaining a surplus of available therapists beyond the expected number required to meet the needs of users can also help promote continuity of care. Furthermore, it is important for teletherapy apps to better understand the demographics of their platform to make sure that there are sufficient therapists that meet the needs of their users. Future research is needed to better understand the reasons why teletherapy apps experience a shortage of therapists and how these factors could be addressed to improve the continuity of care.

Our study demonstrated some of the strengths and limitations of teletherapy apps when examined through the lens of ethical guidelines. Future research could be expanded to mental health apps more broadly to consider where these apps conform to or fall short of ethical guidelines as well. Professional organizations and policy makers would benefit from a better understanding of the teletherapy app space as it offers the potential to help expand care to those in need but also has the potential to significantly disrupt practice as we know it. Some of these challenges are easily anticipated, such as expanding considerations for interstate practice with lack of national licensure. Other challenges might be harder to anticipate, such as the growing influence that other advances such as large language models, digital phenotyping, and machine learning might have on these teletherapy apps. Our study used the lens of current ethical guidelines, but it will be important to consider how such guidelines might need to be reconsidered or at least clarify which changes in practice teletherapy apps might generate.

**Limitations**

All the selected teletherapy apps were based in the United States. However, how health care systems are designed affects people’s perceptions of and engagement with teletherapy apps as well as traditional in-person mental health care. Therefore, our findings may not be generalizable to other countries with health care systems that are designed differently. In addition, other countries might have different ethical codes for mental health practitioners, which limits our findings to the context of the United States. Further work investigating users’ experiences with teletherapy apps in different countries will also help understand the impact of differences in health care systems and regulation policies on the influence of teletherapy care provided.

Although publicly available user reviews on app stores provided us with insightful data, such a data collection method offered no direct engagement with users. Unlike traditional qualitative methods such as interviews or focus groups, our approach did not allow for further probing of user statements or validation of interpretations of those statements. Furthermore, the analysis of user reviews has inherent biases in the data collected. App reviews are typically provided by individuals who voluntarily decide to share their experiences, which may introduce selection bias as those who choose to write reviews may have more extreme opinions or specific motivations [46]. Specifically in the context of mental health, individuals facing mental health crises might prioritize seeking immediate help and support over writing web-based reviews. As a result, the pool of reviews may not be fully representative of the perspectives of the entire user base. Future work on interviewing a diverse range of teletherapy app users will allow researchers to better capture their ethical experiences with the technology and gain a more comprehensive understanding of user perceptions and experiences. In addition, using app reviews ignores the perspective of the therapists or the app companies, which are important parties to consider.
when offering guidance on the implementation and regulation of teletherapy apps.

Conclusions

Our study shed light on users’ perceptions of the services provided in commercial teletherapy apps and aligned these perceptions with ethical guidelines for therapy. Although users appreciated the access to care and affordability of teletherapy apps, they also reported concerns regarding the professionalism of therapists, technical glitches, and therapist unavailability leading to interrupted care and challenges in ensuring cost fairness and transparency under subscription models. Our findings suggest that teletherapy apps should prioritize fair compensation for therapists, develop more flexible payment models, and invest in measures to ensure app stability and therapist availability to provide high-quality care. We hope that this work contributes to ongoing efforts to develop standards for technology-driven mental health care and improve the quality and accessibility of those services.
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Abstract

Background: The National Center for PTSD, within the Department of Veterans Affairs (VA), has developed a suite of free, publicly available, evidence-informed apps that can reach an increasing number of veterans and bridge gaps in care by providing resources to those who are not engaged in mental health treatment. To expand the reach of these apps, staff across VA service lines learned about these apps, their features and limitations, and how to introduce them to veterans.

Objective: This study aimed to develop, disseminate, and evaluate a training for multidisciplinary staff as part of a national quality improvement project to increase the reach of mobile mental health apps as a resource for veterans.

Methods: Sites from all of VA’s 18 geographic regions enrolled in this project. At each site, a minimum of 25 VA staff members who had direct contact with veterans, including staff from the mental health service line and all other service lines, were recruited to participate. Training included a 3-hour multidisciplinary core module, and a 1-hour clinical integration module designed specifically for mental health clinicians. Owing to the COVID-19 pandemic, the trainings were adapted to a live, web-based format. Pre- and posttraining surveys assessed program reach (ie, participants enrolled per site), satisfaction, and effectiveness of the training as measured by changes in knowledge, basic skills, and behavioral intentions to use apps with veterans.

Results: A total of 1110 participants representing 34 disciplines at 19 VA sites completed the training. Overall, 67% (743/1109) of participants were mental health staff members. Sites averaged 58.4 participants (SD 36.49, median [IQR] 51). Most (961/1024, 93.85%) participants were satisfied with the training and reported that they (941/1018, 92.44%) would recommend it to others. App knowledge scores significantly increased from pretraining (mean 80.8% correct, SD 15.77%) to posttraining (mean 91.1% correct, SD 9.57%; P<.001). At posttraining, participants also reported greater confidence in their ability to show veterans how to download (z=−13.86; P<.001) and use VA mental health apps (z=−15.13; P<.001). There was near universal endorsement by staff for their intentions to recommend apps to veterans as well as their ability to think of at least one specific veteran to whom they could recommend an app. Staff also reported a strong motivation to encourage other VA staff to share apps with veterans.

Conclusions: The training far exceeded the initial goals for staff recruitment and training for all three metrics. Overall, 33% (366/1109) of participants came from service lines outside of mental health, indicating the feasibility of introducing these mental health resources during medical appointments and in other contexts.
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Introduction

To expand access to mental health self-management resources, the Department of Veterans Affairs’ (VA) National Center for PTSD develops free mental health apps (VA MH apps) that provide psychoeducation, symptom tracking, and coping tools for PTSD and other related mental health concerns [1,2]. Although these self-care apps (eg, PTSD Coach, Insomnia Coach, and Mindfulness Coach) do not replace treatment, they have the potential to bridge gaps in care by making mental health resources, including information for accessing professional care, available to veterans who experience barriers to treatment [3]. In addition, for veterans participating in evidence-based psychotherapy, treatment companion apps (eg, PE Coach for prolonged exposure therapy) can facilitate aspects of treatment protocols (eg, access to educational materials, between-session homework, and session recordings) [4].

With an estimated 10,000 mental health apps available [5] and minimal quality control or gatekeeping in the app marketplaces [6], it is important that VA staff recommend apps that are evidence-informed and do not compromise patient privacy. VA MH apps are free to download, do not require an account or log-in, do not collect or store identifiable data, and are developed with subject matter expertise [2]. Furthermore, VA MH apps are required to comply with Section 508 of the Rehabilitation Act [7], meaning that they are accessible to individuals with disabilities. Although VA MH apps are available to any member of the public, content is designed to be acceptable to a veteran user base. In fact, VA MH apps have been well received by VA patients and staff [8] and are feasible to use [9-11]. Although not designed to constitute stand-alone treatment interventions, VA MH apps contain active components of evidence-based psychotherapies [12]. Naturalistic use data indicate that the PTSD Coach app, in particular, has promising potential as a public health resource [13,14]. In addition, PTSD Coach users who received clinician support when using the app in primary care were more likely to accept a mental health referral and attend PTSD treatment [15].

Despite the potential benefits of VA MH apps and the increasing number of veterans with access to a smartphone or tablet, a minority of veterans engaged in VA care have heard of or used these apps [16]. To increase awareness and use of a similar suite of apps, Armstrong et al [17] implemented a training program over a 3-year period (2014-2017) in which 760 mental health clinicians, primarily in the Department of Defense (DoD), were trained on how to integrate VA and DoD apps into mental health treatment. Given that many VA patients with mental health needs do not engage in formal mental health treatment [18], training staff outside mental health settings to use these apps could be an important way to reach such patients. As VA MH apps for self-care can be introduced by any VA staff member (eg, chaplains, primary care physicians, and peer support specialists), a training program was developed to meet the learning needs of staff who are part of the mental health service line (MHSL) as well as all other service lines (AOSLs). The training program was designed to increase participants’ (1) knowledge about VA MH apps, (2) confidence in their ability to download and use these apps with veterans, and (3) intention to use VA MH apps with veterans in the months following the training. Originally designed to be delivered in-person, the training was modified to a live, web-based format due to the COVID-19 pandemic and the resulting travel restrictions.

This training was part of a national quality improvement project to increase veterans’ access to VA MH apps as a resource. As training is important but often insufficient to implement new practices [19], the project team used Implementation Facilitation [20] to support the implementation and sustainment of VA MH apps as an integrated part of care at participating sites. Implementation Facilitation is a widely used set of practices that leverages trained Facilitators along with tailored organizational strategies to help health care organizations overcome barriers and increase the adoption of evidence-based or promising practice [20]. This paper will focus primarily on the evaluation of the training, and a subsequent manuscript will elaborate on the results of the implementation activities that followed.

Methods

Formative Evaluation

Formative evaluation (FE) is a process of evaluating and modifying the content and design of training as it is developed [21]. As part of the FE, interviews were conducted with VA staff to identify learner needs, tailor training objectives, and adapt content from existing training materials. For example, FE helped the project team to determine how to modify the training content to accommodate the needs of staff from different disciplines. This process was ongoing, meaning that the training was modified over time, as new information was collected from participants. This information was obtained formally (via surveys) and informally (via verbal participant feedback), as well as through interviews with Facilitators and members of the project team who delivered the training and served as the primary point of contact with participating sites.

Recruitment

Site-Level

To maximize the reach of the project, sites from each of VA’s 18 geographic regions that span the entire United States were invited to apply with the goal of enrolling one participating site per region. These sites were identified, via FE interviews, as having a site champion (defined below), leadership buy-in, and interest in participation from mental health, and at least one other service line.

Sites interested in enrolling were required to (1) identify a site champion, or “mHealth Specialist,” to lead the initiative locally,
including coordinating with Facilitators for training and subsequent implementation activities; (2) identify at least 25 staff participants; (3) provide time for enrolled staff to participate in a live 4-hour training; (4) identify and engage key stakeholders (eg, managers and leaders from across programs) to participate in a site visit to include leadership briefings and an implementation planning session; and (5) agree to participate in the 3-month implementation initiative following the training.

**Participant-Level**

All staff members at enrolled sites who had direct contact with veterans were eligible to participate, pending supervisor approval. In addition to those who provide direct clinical care, other staff members such as medical support assistants, librarians, and peer support specialists were also eligible. Facilitators provided tailored support and recruitment materials (eg, information packets and flyers) to help sites identify and recruit staff to participate in the project. Ultimately, the sites used several recruitment strategies. For example, mHealth Specialists and service-line leadership at most sites disseminated a project recruitment flyer via email with an electronic enrollment link to all service line staff. Other sites worked with a public affairs officer to email the flyer to all staff. At most sites, the participants were self-selected. However, in some instances, supervisors from individual teams nominated representatives to participate in the training. Occasionally, the entire team or service line was directed by local leadership to enroll in the project.

**Design of the VA MH Apps Training**

**Development of the Training**

The training curriculum was adapted from training by Armstrong et al [17] and trainings developed previously by the project team. These include conference workshops on VA MH apps [22], a web-based course [23], and a book chapter describing how to integrate apps into care [24]. These materials were integrated with information collected during FE interviews and adapted to be relevant for both MHSL and AOSL participants with varying levels of skills and experience using the VA MH apps.

The project team created a 3-hour core training for all staff, regardless of discipline, and a 1-hour clinical integration module designed specifically for staff who provide mental health treatment. Topics for the core training included the rationale for recommending VA MH apps for self-care, live demonstrations of self-care apps, practical suggestions for introducing apps to veterans, and an overview of related resources for veterans and VA staff. The live app demonstrations featured the 2 most downloaded VA MH apps: PTSD Coach and Mindfulness Coach. In addition, the digital Safety Plan, a newly added feature of the PTSD Coach app, was designed to provide a readily accessible, mobile option for the safety planning for suicide intervention worksheet. The training provided practical examples for introducing apps in a range of settings and scenarios to help participants determine how to best fit these resources into their workflows. The 1-hour clinical integration module then focused on apps as an adjunct to mental health treatment. Topics relevant to clinicians (eg, education on obtaining informed consent when integrating apps into care and demonstration of treatment companion apps) were covered in this section. All training sessions were delivered by Facilitators.

Consistent with FE, the project team continued to refine the training based on systematic documentation of feedback, including participant input during training, feedback on posttraining surveys, and posttraining interviews with Facilitators. Some examples of changes made during the course of the project included the addition of a live demonstration of the Anger & Irritability Management Skills (AIMS) app during the clinical integration hour, rearranging material to improve flow, and the creation of flexible breakout groups in the clinical integration module, in which participants could choose the treatment companion app they would like to see (eg, PE Coach vs CPT Coach). Training modifications were often larger in scope following the first few training sessions; however, small modifications were made as required through the course of the training period.

In addition to increasing participants’ awareness of VA MH apps and their ability to download and use them competently with veterans in accordance with their scope of practice, the third objective of the training was to increase participants’ intentions to apply what they had learned. As part of the training, participants were encouraged to share VA MH apps with veterans and other staff over the course of the 3 months following the training and beyond.

**Site Visits**

The trainings were designed to take place during an in-person site visit led by 2 Facilitators at each participating site. Sites elected to offer 1 or 2 staff training days, depending on the number of participants enrolled, the capacity of the conference room (for in-person visits), and staff schedules. The participants completed the surveys (described below) before and after each training. In addition to the trainings, site visits included an implementation planning session and leadership briefings, which were designed to support the application of training and the sustainment of new practices.

**Adaptations Due to the COVID-19 Pandemic**

Site visits, including live training sessions, were scheduled to take place on a rolling basis over 12 months, from January to December 2020, at a rate of approximately 3 visits every 2 months. The first 3 site visits occurred in person before the COVID-19 pandemic. Several in-person site visits scheduled for the spring were postponed and ultimately converted to a live, web-based format. After a pause and recalibration, the first web-based site visit occurred in June 2020, and the remaining 15 site visits occurred via web from July to December.

Instead of each visit spanning 1 to 3 days on-site, web-based site visit activities could be spread out over 1 to 2 weeks to accommodate multiple schedules. Trainings were also adapted to make them more engaging in web-based formats [25,26]. For example, breakout groups, multimedia elements, and polls were added to foster audience participation. Facilitators encouraged participants to interact in the chat by offering prompts and answering questions in real time. The breakout groups discussed
pertinent training topics and promoted the participants’ engagement. Finally, Facilitators included an interactive exercise after each live demonstration of an app, which allowed participants to gain hands-on experience navigating through the app to find answers to prompts. QR codes were also added to the training slides and other project materials so that participants could easily access them during the web-based training.

**Measures**

**Survey of Participant Characteristics, Attitudes, and Use of Technology**

Before training, participants completed web-based surveys regarding their demographics and role within VA, as well as their attitudes toward, skills, comfort with, and use of VA MH apps. Items measuring basic skills, as well as knowledge about and behavioral intentions to use VA MH apps, were assessed again immediately posttraining. Individual items from these sources were used to describe the sample and compare the background characteristics between MHS and AOSL staff. Participants who reported serving both the MHS and AOSL were included in the MHS group.

**Training Program Reach**

To assess the reach of the training, the metrics used were (1) a minimum of 25 participants per site and (2) participation from both MHS and AOSL staff.

**Training Satisfaction**

Two items in the posttraining survey were used to assess the participants’ satisfaction with the program. The first item asked how satisfied each person was with the training and the second evaluated whether they would recommend the training to others. Each item was rated on a 5-point scale ranging from strongly agree to strongly disagree with a midpoint of neither agree nor disagree. We reported the percentage of participants who either strongly agreed or agreed with the 2 questions as our measure of program satisfaction.

**Training Effectiveness**

Three domains were used to assess the effectiveness of the training program: (1) increase in knowledge about VA MH apps, (2) acquisition of the basic skills needed to demonstrate how to download and use VA MH apps with veterans, and (3) participants’ behavioral intentions to use VA MH apps with veterans and other staff in the 3 months following training.

**Knowledge Check**

Knowledge about using VA MH apps was assessed using a 16-item knowledge test created specifically for this project. The item content was developed by Facilitators and other subject matter experts and was based on the information highlighted during the training. The percentage of correctly answered items was used as a knowledge metric.

**Basic Skills**

Possession of the basic skills to use VA MH apps with veterans was measured using 2 items assessing confidence in one’s “knowledge and skills necessary to demonstrate to Veterans how to use VA apps” and “knowledge and skills necessary to demonstrate to Veterans how to use VA apps.” Each item was rated on a 5-point scale ranging from strongly agree to strongly disagree with neither agree nor disagree as the midpoint.

**Behavioral Intentions**

Behavioral intentions to use VA MH apps with veterans were measured using 3 items adapted from Kim and Park, 2012 [27], which are grounded in the Theory of Planned Behavior by Ajzen [28]. The questions were (1) “I will recommend VA apps to Veterans in the next 3 months,” (2) “I can think of at least one Veteran I plan to recommend or use a VA app within the next month,” and (3) “I will encourage other VA staff to recommend or use VA apps with Veterans.” Each item was scored on a 4-point scale: definitely will, probably will, probably will not, and definitely will not.

**Statistical Analysis**

Analyses focused on descriptive statistics detailing the composition and characteristics of the key groups and primary outcomes. Inferential statistics, including 2-sided t tests and general linear models, were used to analyze continuous outcomes. Chi-square tests were used to compare independent groups, and Wilcoxon signed-rank tests were used to compare paired groups when analyses included nominal and ordinal outcomes. In addition to assessing the statistical significance of the results, we provided effect size estimates. For t tests, standardized mean differences (Cohen d) are presented using the conventional interpretative guidelines of 0.20=small, 0.50=medium, and 0.80=large effects [29]. Effect sizes for the general linear models are summarized using partial η² with interpretative guidelines for 0.01=small, 0.09=medium, and 0.25=large effects [29]. All the available data were used for each analysis. Because multiple statistical tests were conducted, family-wise error was controlled using the Holm step-down method, which yielded a criterion of .01 for unadjusted P values [30]. We report unadjusted P values, and those equal to or smaller than this criterion (P=.001) were considered statistically significant. All analyses were conducted using SPSS (version 24.0; IBM Corp).

Missing data rates varied from less than 1% for many of the background variables (eg, service lines and disciplines), approximately 25% (about 278/1110) for basic skills and behavioral intention items, and approximately 30% (about 333/1110) for sociodemographic items (eg, age, gender, and education), which appeared at the end of the survey. Of the 1110 participants enrolled in the project, 862 (77.66%) started the pretraining survey and 1023 (92.16%) started the posttraining survey. As most statistical procedures used (ie, chi-square analyses and Wilcoxon rank sum tests) do not have easily accessible routines to pool the results required to use modern multiple imputation procedures, sensitivity analyses were conducted using 20 multiply imputed data sets, in which (1) the analyses described were replicated using the 20 imputed sets, and (2) analyses using similar but more complex statistical procedures answering similar questions (eg, binary or ordinal regression) were explored. The patterns of the results remained unchanged across the analyses. Thus, initial analyses are provided.
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Results

Sample Description

The sample consisted of 1110 participants and included 42.42% (467/1101) staff members who reported that they provided mental health services or psychotherapy. In addition, 53.18% (569/1070) of participants reported conducting safety planning interventions for suicide prevention. Tables 1 and 2 present the staff work characteristics and sociodemographic information of MHSL staff (743/1109, 67%) and AOSL staff (366/1109, 33%, one participant’s service line could not be identified). A total of 39 participants reported serving both on the mental health and another service line and were counted in the MHSL group. The 2 staff types were similar in gender, disability status, years of experience working with veterans, and average number of hours per week spent interacting with veterans. The 2 groups differed on two background characteristics. First, MHSL staff members were slightly younger (mean 44.2, SD 10.16) compared with AOSL staff members (mean 46.0, SD 10.9), $t_{253} = 2.11, P = .04$, Cohen $d = 0.17$. Second, MHSL staff reported higher educational attainment compared with AOSL staff, $\chi^2_{5} = 73.41, P < .001$.

The 1110 participants represented a range of service lines with 67% (743/1109) from MHSL, 14.92% (165/1106) from primary care, 14.29% (158/1106) from Medical Specialty service lines, and 7.96% (88/1106) from other service lines. Across service lines, 68.17% (754/1106) of the participants worked in outpatient programs, 20.80% (230/1106) reported working across 2 or more program types, 9.13% (101/1106) worked in inpatient or residential programs, and 1.90% (21/1106) reported working in research or administrative roles. The participants represented 34 different disciplines (Table 3).

Table 1. Participants’ age and work characteristics (N=862).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>MHSLa staff (n=602b)</th>
<th>AOSLc staff (n=260b)</th>
<th>Statistical results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>521 44.2 (10.2)</td>
<td>234 46.0 (10.9)</td>
<td>$t_{253}$ = 2.11, $P = .04$, Cohen $d = 0.2$</td>
</tr>
<tr>
<td>Experience working with veterans (years)</td>
<td>549 8.4 (5.6)</td>
<td>243 8.0 (6.4)</td>
<td>$-0.87$ (413.5), $P = .41$, $d = -0.1$</td>
</tr>
<tr>
<td>Hours interacting with veterans per week</td>
<td>545 24.2 (11.0)</td>
<td>239 23.5 (13.8)</td>
<td>$-0.76$ (376.6), $P = .49$, $d = -0.1$</td>
</tr>
</tbody>
</table>

aMHSL: mental health service line.
b862 of the 1110 participants (77.66%) enrolled in the project responded to the pretraining survey.
cAOSL: all other service lines.
dStandardized mean difference representing between-group effect size as Cohen $d$, guideline for effect sizes: small=0.20, medium=0.50, and large=0.80.
Table 2. Participants’ sociodemographic descriptors (N=862).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>MHSL(^a) staff (n=602(^b)), n (%)</th>
<th>AOSL(^c) staff (n=260(^b)), n (%)</th>
<th>Statistical results</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td>(\chi^2) (df)</td>
<td></td>
</tr>
<tr>
<td>Woman</td>
<td>397 (71.8)</td>
<td>193 (79.1)</td>
<td>7.4 (3)</td>
<td>.06</td>
</tr>
<tr>
<td>Man</td>
<td>144 (26)</td>
<td>46 (18.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonbinary</td>
<td>0 (0)</td>
<td>1 (0.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>12 (2.2)</td>
<td>4 (1.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Race or ethnicity(^d)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>11 (1.3)</td>
<td>3 (0.3)</td>
<td>0.5 (1)</td>
<td>.47</td>
</tr>
<tr>
<td>Asian or Asian American</td>
<td>37 (4.3)</td>
<td>23 (2.7)</td>
<td>2.0 (1)</td>
<td>.16</td>
</tr>
<tr>
<td>Black or African American</td>
<td>75 (8.7)</td>
<td>43 (5)</td>
<td>2.5 (1)</td>
<td>.11</td>
</tr>
<tr>
<td>Hispanic, Latino, or Spanish</td>
<td>50 (5.8)</td>
<td>20 (2.3)</td>
<td>0.1 (1)</td>
<td>.76</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>5 (0.8)</td>
<td>4 (0.5)</td>
<td>0.9 (1)</td>
<td>.35</td>
</tr>
<tr>
<td>White</td>
<td>408 (47.4)</td>
<td>165 (19.2)</td>
<td>1.6 (1)</td>
<td>.21</td>
</tr>
<tr>
<td>Another race or ethnicity</td>
<td>6 (0.7)</td>
<td>6 (0.7)</td>
<td>2.3 (1)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td>73.4 (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High school or General Educational Development</td>
<td>6 (1.1)</td>
<td>2 (0.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college or Associate’s Degree</td>
<td>35 (6.3)</td>
<td>57 (23.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s Degree</td>
<td>47 (8.5)</td>
<td>34 (14.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some graduate school</td>
<td>11 (2)</td>
<td>13 (5.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>245 (44.4)</td>
<td>79 (33.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctorate, medical degree, or equivalent</td>
<td>208 (37.7)</td>
<td>53 (22.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Disabilities reported(^e)</strong></td>
<td></td>
<td></td>
<td>1.8 (2)</td>
<td>.40</td>
</tr>
<tr>
<td>None</td>
<td>483 (86.3)</td>
<td>205 (83.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>65 (11.6)</td>
<td>31 (12.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\geq2) (2-5)</td>
<td>12 (2.1)</td>
<td>9 (3.7)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)MHSL: mental health service line.

\(^b\)862 of the 1110 participants (77.7%) enrolled in the project responded to the pretraining survey.

\(^c\)AOSL: all other service lines.

\(^d\)Participants could endorse multiple races or ethnicities. Therefore, race and ethnicity were analyzed separately.

\(^e\)Self-reported disabilities included hearing impairment (33/805, 4.1%), visual impairment (31/805, 3.9%), mobility impairment (17/805, 2.1%), learning disability (12/805, 1.5%), and any other disability or impairment (58/805, 7.2%). Overall, 59/805 (7.3%) stated that they preferred not to report their disability status.
Table 3. Participants’ disciplines (N=1107).

<table>
<thead>
<tr>
<th>Disciplines</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Workers</td>
<td>256 (23.1)</td>
</tr>
<tr>
<td>Nurses</td>
<td>240 (21.7)</td>
</tr>
<tr>
<td>Psychologists</td>
<td>232 (21.0)</td>
</tr>
<tr>
<td>Peer Support Specialists</td>
<td>61 (5.5)</td>
</tr>
<tr>
<td>Chaplains</td>
<td>41 (3.7)</td>
</tr>
<tr>
<td>Medical Support Assistants</td>
<td>40 (3.6)</td>
</tr>
<tr>
<td>Psychiatrists</td>
<td>39 (3.5)</td>
</tr>
<tr>
<td>Medical Doctors</td>
<td>33 (3.0)</td>
</tr>
<tr>
<td>Audiologists</td>
<td>31 (2.8)</td>
</tr>
<tr>
<td>Other disciplinesa</td>
<td>134 (12.1)</td>
</tr>
</tbody>
</table>

aOther disciplines (reported as n out of 1107): Vocational Rehabilitation Specialist (19/1107, 1.72%), Pharmacists (15/1107, 1.36%), Licensed MH Counselor (12/1107, 1.08%), Psychology Technicians (9/1107, 0.81%), Physician Assistants (8/1107, 0.72%), Administrative Personnel (7/1107, 0.63%), Recreational Therapist (7/1107, 0.63%), Program Support Specialists (6/1107, 0.54%), Communication Specialists (5/1107, 0.45%), Dietitians (5/1107, 0.45%), Occupational Therapists (5/1107, 0.45%), Patient Advocates (5/1107, 0.45%), Coaches (4/1107, 0.36%), Medical Technicians (4/1107, 0.04%), Physical Therapists (4/1107, 0.36%), Addiction Therapists (3/1107, 0.27%), Librarians (3/1107, 0.27%), Volunteers (3/1107, 0.27%), Music Therapists (2/1107, 0.18%), Program Coordinators (2/1107, 0.18%), Learning Resource/Education Staff (2/1107, 0.18%), Dental Assistant (1/1107, 0.09%), Outreach Specialist (1/1107, 0.09%), Police Officer (1/1107, 0.09%), and Research Assistant (1/1107, 0.09%).

Technology-Related Participant Characteristics

Table 4 summarizes the participants’ ownership, attitudes, and skills using VA MH apps broken down by staff type at baseline. Both groups reported a high degree of personal smartphone ownership (828/862, 96.06%). The vast majority (753/830, 90.72%) were either very comfortable or quite comfortable using apps, with most spending at least 1 hour per day using them (719/844, 85.19%). Most participants reported being confident in their skills to show veterans how to download apps (655/841, 77.88%) and showing veterans how to use VA MH apps (593/839, 70.68%) at baseline.

The 2 staff types differed in 3 ways related to technology. First, MHSL staff (204/602, 33.89%) were more likely than AOSL staff (51/260 19.62%) to have government-issued smartphones, $\chi^2_1=17.75$, $P<.001$. Second, MHSL staff had higher mean percentage correct scores on the knowledge check at pretraining (mean 82.1% correct, SD 16%) compared with the AOSL staff, who averaged 76.5% correct (SD 15.22%), $t_{829}=-4.74$, $P<.001$, Cohen $d=-0.36$. Finally, MHSL staff (550/574, 95.82%) were more likely to report that they definitely or probably could think of at least one veteran who they planned to use apps with compared with AOSL staff (215/252, 85.32%), $\chi^2_2=29.55$, $P<.001$. 
Table 4. Participants’ technological skills and intentions for Veterans Affairs mental health (VA MH) apps use at baseline (N=862).

<table>
<thead>
<tr>
<th></th>
<th>MHSL(^a) staff (n=602(^b)), n (%)</th>
<th>AOSL(^c) staff (n=260(^b)), n (%)</th>
<th>Statistical results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Owns a personal smartphone</strong></td>
<td></td>
<td></td>
<td>( \chi^2 ) (df)</td>
</tr>
<tr>
<td>Yes</td>
<td>576 (95.7)</td>
<td>252 (96.9)</td>
<td>0.7 (1) .39</td>
</tr>
<tr>
<td>No</td>
<td>26 (4.3)</td>
<td>8 (3.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Has a government-issued smartphone</strong></td>
<td></td>
<td></td>
<td>17.8 (1) &lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>204 (33.9)</td>
<td>51 (19.6)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>398 (66.1)</td>
<td>209 (80.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Comfort using mobile devices</strong></td>
<td></td>
<td></td>
<td>2.9 (2) .24</td>
</tr>
<tr>
<td>Not at all or A little comfortable</td>
<td>45 (8.1)</td>
<td>30 (11.9)</td>
<td></td>
</tr>
<tr>
<td>Quite comfortable</td>
<td>204 (35.4)</td>
<td>87 (34.4)</td>
<td></td>
</tr>
<tr>
<td>Very comfortable</td>
<td>326 (56.5)</td>
<td>136 (53.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Hour per day spent using apps</strong></td>
<td></td>
<td></td>
<td>6.0 (4) .20</td>
</tr>
<tr>
<td>I do not use apps</td>
<td>13 (2.2)</td>
<td>4 (1.6)</td>
<td></td>
</tr>
<tr>
<td>&lt;1 hour per day</td>
<td>76 (12.9)</td>
<td>32 (12.5)</td>
<td></td>
</tr>
<tr>
<td>1-2 hour per day</td>
<td>238 (40.5)</td>
<td>84 (32.8)</td>
<td></td>
</tr>
<tr>
<td>3-4 hour per day</td>
<td>168 (28.6)</td>
<td>88 (34.4)</td>
<td></td>
</tr>
<tr>
<td>&gt;4 hour per day</td>
<td>93 (15.8)</td>
<td>48 (18.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Skills to demonstrate how to download apps</strong></td>
<td></td>
<td></td>
<td>0.8 (4) .93</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>204 (34.9)</td>
<td>83 (32.3)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>251 (43)</td>
<td>117 (45.5)</td>
<td></td>
</tr>
<tr>
<td>Neither Agree nor Disagree</td>
<td>71 (12.2)</td>
<td>30 (11.7)</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>49 (8.4)</td>
<td>22 (8.6)</td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>9 (1.5)</td>
<td>5 (1.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Skills to demonstrate how to use apps</strong></td>
<td></td>
<td></td>
<td>1.5 (4) .83</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>162 (27.8)</td>
<td>69 (27)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>245 (42.1)</td>
<td>117 (45.7)</td>
<td></td>
</tr>
<tr>
<td>Neither Agree or Disagree</td>
<td>95 (16.3)</td>
<td>36 (14.1)</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>72 (12.3)</td>
<td>29 (11.3)</td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>9 (1.5)</td>
<td>5 (2)</td>
<td></td>
</tr>
<tr>
<td><strong>Recommend VA MH apps to veterans (BI(^d) item 1)</strong></td>
<td></td>
<td></td>
<td>11.1 (2) .004</td>
</tr>
<tr>
<td>Definitely will</td>
<td>356 (61.7)</td>
<td>143 (56.3)</td>
<td></td>
</tr>
<tr>
<td>Probably will</td>
<td>211 (36.6)</td>
<td>96 (37.8)</td>
<td></td>
</tr>
<tr>
<td>Probably will not or Definitely will not</td>
<td>10 (1.7)</td>
<td>15 (5.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Think of at least 1 Veteran I plan to use apps with (BI item 2)</strong></td>
<td></td>
<td></td>
<td>29.6 (2) &lt;.001</td>
</tr>
<tr>
<td>Definitely will</td>
<td>335 (58.4)</td>
<td>121 (48)</td>
<td></td>
</tr>
<tr>
<td>Probably will</td>
<td>215 (37.5)</td>
<td>94 (37.3)</td>
<td></td>
</tr>
<tr>
<td>Probably will not or Definitely will not</td>
<td>24 (4.2)</td>
<td>37 (14.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Encourage other VA staff to use apps (BI item 3)</strong></td>
<td></td>
<td></td>
<td>1.1 (2) .58</td>
</tr>
<tr>
<td>Definitely will</td>
<td>307 (53.1)</td>
<td>142 (55.9)</td>
<td></td>
</tr>
<tr>
<td>Probably will</td>
<td>237 (41)</td>
<td>101 (39.8)</td>
<td></td>
</tr>
</tbody>
</table>
Training Program Reach

The program exceeded the goals set for participant recruitment. Across the 19 sites, 1110 staff attended the training program with an average of 58.4 participants per site (SD 36.49, median [IQR] 51). This was 247% of the minimum goal of 25 participants from 18 locations. All sites met the goal of recruiting both MHSL and AOSL staff members to participate in the program.

Training Satisfaction

Table 5 summarizes the data from the posttraining survey, which included measures of training satisfaction. There were no significant differences based on staff type for training satisfaction, $\chi^2 = 7.93, P = .047$ or for willingness to recommend training to others, $\chi^2 = 7.71, P = .052$. The vast majority (961/1024, 93.85%) of participants were satisfied with the training and 92.44% (941/1018) would recommend the training to others.

### Table 5: Posttraining Survey Results

<table>
<thead>
<tr>
<th></th>
<th>MHSL(^a) staff (n=602(^b)), n (%)</th>
<th>AOSL(^c) staff (n=260(^b)), n (%)</th>
<th>(\chi^2) (df)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probably will not or Definitely will not</td>
<td>34 (5.9)</td>
<td>11 (4.3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)MHSL: mental health service line.
\(^b\)Of the 1110 participants enrolled in the project, 862 (77.66%) responded to the pretraining survey.
\(^c\)AOSL: all other service lines.
\(^d\)BI: behavioral intentions.
Table 5. Participants’ training satisfaction, basic technology skills, and intentions for Veterans Affairs mental health (VA MH) apps use from the posttraining survey (N=1023).

<table>
<thead>
<tr>
<th>Statistical results</th>
<th>MHSLa,b staff ( (n=686^b) ), n (%)</th>
<th>AOSLa,c staff ( (n=337^b) ), n (%)</th>
<th>Statistical results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>χ² (df) P value</strong></td>
<td>7.9 (3) .047</td>
<td>7.7 (3) .052</td>
<td>3.0 (4) .55</td>
</tr>
<tr>
<td><strong>Satisfaction with training</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>393 (57.3)</td>
<td>203 (60.1)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>241 (35.1)</td>
<td>124 (36.7)</td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>35 (5.1)</td>
<td>9 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Disagree or strongly disagree</td>
<td>17 (2.5)</td>
<td>2 (0.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Would recommend training</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>421 (61.5)</td>
<td>206 (61.7)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>201 (29.4)</td>
<td>113 (33.8)</td>
<td></td>
</tr>
<tr>
<td>Neither agree nor disagree</td>
<td>43 (6.3)</td>
<td>11 (3.3)</td>
<td></td>
</tr>
<tr>
<td>Disagree or strongly disagree</td>
<td>19 (2.8)</td>
<td>4 (1.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Skills to demonstrate how to download apps</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>384 (56.2)</td>
<td>182 (54.3)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>278 (40.7)</td>
<td>136 (40.6)</td>
<td></td>
</tr>
<tr>
<td>Neither agree or disagree</td>
<td>13 (1.9)</td>
<td>12 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>4 (0.6)</td>
<td>3 (0.9)</td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>4 (0.6)</td>
<td>2 (0.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Skills to demonstrate how to use apps</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>344 (50.1)</td>
<td>160 (47.5)</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>314 (45.8)</td>
<td>161 (47.8)</td>
<td></td>
</tr>
<tr>
<td>Neither agree or disagree</td>
<td>19 (2.8)</td>
<td>10 (3)</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>4 (0.6)</td>
<td>4 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>5 (0.7)</td>
<td>2 (0.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Recommend apps to veterans (BI\textsuperscript{d} item 1)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Definitely will</td>
<td>577 (84.5)</td>
<td>255 (75.9)</td>
<td></td>
</tr>
<tr>
<td>Probably will</td>
<td>96 (14.1)</td>
<td>76 (22.6)</td>
<td></td>
</tr>
<tr>
<td>Probably will not or Definitely will not</td>
<td>10 (1.5)</td>
<td>5 (1.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Think of at least 1 Veteran I plan to use VA MH apps with (BI item 2)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Definitely will</td>
<td>556 (81.3)</td>
<td>225 (67)</td>
<td></td>
</tr>
<tr>
<td>Probably will</td>
<td>116 (17)</td>
<td>92 (27.4)</td>
<td></td>
</tr>
<tr>
<td>Probably will not or Definitely will not</td>
<td>12 (1.7)</td>
<td>19 (5.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Encourage other VA staff to use VA MH apps (BI item 3)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Definitely will</td>
<td>486 (71.3)</td>
<td>235 (70.4)</td>
<td></td>
</tr>
<tr>
<td>Probably will</td>
<td>178 (26.1)</td>
<td>94 (28.1)</td>
<td></td>
</tr>
<tr>
<td>Probably will not or Definitely will not</td>
<td>18 (2.6)</td>
<td>5 (1.5)</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}MHS: mental health service line.
\textsuperscript{b}Of the 1110 participants enrolled in the project, 1023 (92.2%) responded to the posttraining survey.
\textsuperscript{c}AOSL: all other service lines.
\textsuperscript{d}BI: behavioral intentions.
Training Effectiveness

Knowledge Check

For knowledge check scores, a generalized linear model was used to evaluate the between-group effect for staff type (MHSL vs AOSL staff) and the repeated measures effect of time (pre- and posttraining) as well as their interaction. Controlling for family-wise error, the interaction was not statistically significant, $F_{1,758}=7.89, P=.005$, partial $\eta^2=0.010$. The main effect for staff type was statistically significant, $F_{1,777}=25.77, P<.001$, partial $\eta^2=0.033$ (small effect). Collapsing across pre- and posttraining time points, MHSL staff had significantly higher mean scores (mean 87.2% correct, SD 12.56%) compared with AOSL staff (mean 83.1% correct, SD 7.64%). The main effect for time was statistically significant. When collapsing across staff types, the mean knowledge check scores significantly increased from pretraining (mean 80.8%, SD 15.77%) to posttraining (mean 91.1% correct, SD 9.57%), $F_{1,758}=318.79, P<.001$, partial $\eta^2=0.296$ (large effect).

Basic Skills

Wilcoxon signed-rank tests were conducted to assess the pre- to posttraining changes on the 2 items that asked participants to rate their confidence in their ability to demonstrate how to download and use apps with veterans. There were statistically significant increases in participants’ confidence ratings for both how to download apps, $z=-13.86, P<.001$ and for how to use apps, $z=-15.13, P<.001$. For both items, the strongly disagree and disagree response categories were collapsed because there were only a few responses in each category. The percentage of staff who agreed or strongly agreed to having the knowledge and skills to show veterans how to download apps (655/841, 77.33%) and how to use apps (593/839, 70.68%) at baseline increased to 96.27% (980/1018) for downloading apps and 95.70% (979/1023) for using apps following training. There were no significant differences on either item based on staff type (download apps: $\chi^2=3.04, P=.55$; use apps: $\chi^2=1.67, P=.80$).

Behavioral Intentions

Wilcoxon signed-rank tests were used to compare pre- and posttraining changes for the three items measuring participants’ behavioral intentions to use mobile apps with veterans. Statistically significant increases at posttraining compared with pretraining for intentions to use VA MH apps with veterans were found for all 3 items (see the Methods section > Training Effectiveness > Behavioral Intentions section of this report), item 1, $z=-11.77, P<.001$; item 2, $z=-11.85, P<.001$; and item 3, $z=-9.94, P<.001$. Similar to the findings on the pretraining survey for the second Behavioral Intentions item, there were statistically significant differences at posttraining between MHSL and AOSL staff on the ability to identify at least one veteran with whom they plan to use apps, $\chi^2=29.32, P<.001$ (Table 5). Specifically, compared with AOSL staff (225/336, 66.96%), MHSL staff (556/684, 81.29%) were significantly more likely to report that they definitely could think of at least one veteran with whom they plan to use apps following training. However, looking more broadly at this item after training, nearly all staff (989/1020, 96.96%) reported that they could definitely or probably identify a veteran with whom they planned to use apps.

Discussion

Principal Findings

A training program was implemented to facilitate VA staff’s use of VA MH apps with veterans seen in mental health and non–mental health settings. The number of participants (N=1110) exceeded the project’s recruitment target of 25 per site, suggesting a higher-than-anticipated staff interest in this training. Participants represented 34 disciplines, and 33% (366/1109) of participants worked in settings other than mental health, reflecting the relevance of VA MH apps in diverse settings across the health care system. Given that most VA patients do not use mental health services, with only 22% of those diagnosed with a mental illness receiving psychotherapy and over half dropping out by the second session [31], the level of participation by staff outside mental health settings is promising for veterans who might otherwise not be reached. Furthermore, the training was well received: over 90% of staff members reported being satisfied with the training and said that they would recommend it to others.

In addition to the successful recruitment and engagement of participants, measures of the effectiveness of training indicated significant increases in (1) key knowledge about VA MH apps, (2) confidence in the ability to use VA MH apps with veterans, and (3) behavioral intentions to use VA MH apps with veterans. AOSL and MHSL staff knowledge was high at pretraining, particularly for MHSL staff, but increased significantly from pre- to posttraining for both groups. In terms of skills, about 96% of participants reported being comfortable showing veterans how to both download (980/1018, 96.27%) and use (979/1023, 95.70%) VA MH apps after the training. Finally, although behavioral intentions to use VA MH apps with veterans at pretraining were high, they also increased following training. Nearly all participants endorsed intentions to recommend apps to veterans and could think of at least one specific veteran to whom they could recommend an app.

To summarize, both AOSL and MHSL staff made significant gains in their knowledge and intention to use VA MH apps. Both before and directly after the training, AOSL staff had less knowledge of VA MH apps and were less likely than their MHSL counterparts to be able to think of a Veteran to whom they could introduce a VA MH app. However, the differences between staff types were small, and both groups indicated an increased likelihood of using MH apps with veterans after training.

Limitations

This quality improvement project relied on voluntary participation of VA employees at facilities that attained leadership support for the implementation of VA MH apps. The extent to which the positive outcomes were observed could be attributed to this being a voluntary sample of early adopters. Furthermore, because we focused on VA Medical Centers, it is unclear how these findings might generalize to other health care settings.
settings. Research is needed to understand the potential impacts of introducing VA MH apps outside mental health contexts. For example, future studies could further explore whether VA MH apps help individuals self-refer to mental health services.

Next, there were concerns about ceiling effects at baseline for some key metrics (staff members’ knowledge and confidence in their skills to use VA apps). However, significantly more staff members met the goal criteria after the training. In addition, we did not deliver the same exact training across sites, as we modified our training based on feedback from each site. We also adapted to unanticipated circumstances by switching from an in-person to a live, web-based training model owing to COVID-19 restrictions. The effects of these two factors on outcomes are unclear, but they are consistent with quality improvement work.

Finally, the self-reported survey data presented in this paper were collected before and immediately after the training and did not directly address how attitudes and beliefs were translated into action. Participants reported intentions to act, which, according to the Theory of Planned Behavior [28], can inform actual behavior. This limitation will also be addressed in a subsequent manuscript that will discuss posttraining implementation efforts and, specifically, participants’ adoption of VA MH apps.

Comparison With Prior Work
To our knowledge, this is the first VA MH app training program to demonstrate that lay health care staff are willing and able to be trained to introduce patient-facing mental health apps in a variety of VA settings. Armstrong et al [17] trained DoD and VA behavioral health providers on a similar suite of mental health applications. Although the authors used different measures of satisfaction, skill acquisition, and behavioral intentions, they similarly showed that participants rated the program well, had skill improvements, and intended to adopt practices following training. The results were promising: most of the 760 clinicians trained over 3 years demonstrated knowledge gains and reported immediately following the training that they believed the training was helpful and intended to apply what they learned in their clinical work. The current project adds to the extant literature by including nonmental health staff and training more staff in a shorter timeframe (1 year vs 3 years) while also increasing staff’s knowledge and behavioral intentions. Importantly, this project coincided with a global pandemic and a concurrent increase in telehealth [32], which may have generated increased interest in digital health technology, such as mental health apps, that can be used remotely.

Conclusions
The VA MH apps training far exceeded the initial goals for staff recruitment and training in all three metrics: program reach, participant satisfaction, and training effectiveness. Over 33% (366/1109) of the participants came from AOSLs, which suggests the utility of VA MH apps across the health care system. Veterans’ access to mental health resources is not limited to traditional referrals to mental health providers. The pathway to getting the needed help may be self-guided or initiated by a peer, chaplain, or other VA employee. By training an occupationally diverse cadre of VA staff to be capable and willing to share mental health resources with veterans, we can potentially reach a wide range of veterans who can benefit from these tools.
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Abstract

Background: Increasing attention is being paid to lifestyle factors, such as nutrition and physical activity (PA), as potential complementary treatment options in attention-deficit/hyperactivity disorder (ADHD). Previous research indicates that sugar and saturated fat intake may be linked to increased impulsivity, a core symptom of ADHD, whereas protein intake and PA may be related to reduced impulsivity. However, most studies rely on cross-sectional data that lack microtemporal resolution and ecological validity, wherefore questions of microtemporal dynamics (eg, is the consumption of foods high in sugar associated with increased impulsivity within minutes or hours?) remain largely unanswered. Ecological momentary assessment (EMA) has the potential to bridge this gap.

Objective: This study is the first to apply EMA to assess microtemporal associations among macronutrient intake, PA, and state impulsivity in the daily life of adults with and without ADHD.

Methods: Over a 3-day period, participants reported state impulsivity 8 times per day (signal-contingent), recorded food and drink intake (event-contingent), and wore an accelerometer. Multilevel 2-part models were used to study the association among macronutrient intake, PA, and the probability to be impulsive as well as the intensity of impulsivity (ADHD: n=36; control: n=137).

Results: No association between macronutrient intake and state impulsivity was found. PA was not related to the intensity of impulsivity but to a higher probability to be impulsive (ADHD: $\beta=-0.09$, 95% CI $-0.14$ to $-0.04$; control: $\beta=-0.03$, 95% CI $-0.05$ to $-0.01$). No evidence was found that the combined intake of saturated fat and sugar amplified the increase in state impulsivity and that PA alleviated the positive association between sugar or fat intake and state impulsivity.

Conclusions: Important methodological considerations are discussed that can contribute to the optimization of future EMA protocols. EMA research in the emerging field of nutritional psychiatry is still in its infancy; however, EMA is a highly promising and innovative approach as it offers insights into the microtemporal dynamics of psychiatric symptomatology, dietary intake, and PA in daily life.
impulsivity; nutrition; macronutrient intake; physical activity; ecological momentary assessment; EMA; attention-deficit/hyperactivity disorder; ADHD; diet; neurodevelopmental; hyperactivity; macronutrient; psychiatry; symptoms; mobile; impulsivity; mobile phone

Introduction

Background

Attention-deficit/hyperactivity disorder (ADHD), initially conceptualized as a neurodevelopmental disorder restricted to childhood, is now recognized as a condition persisting into adulthood, with approximately 2.5% to 3% of adults showing clinically relevant symptoms [1,2]. ADHD is characterized by impaired symptoms of hyperactivity, inattention, and impulsivity. Individuals with ADHD are at risk for poor academic performance [3], accidents [4], financial problems [5], and numerous adverse outcomes (the review by Kooij et al [6] provides an overview). A multimodal and multidisciplinary approach, including pharmacotherapy, cognitive behavioral therapy, psychoeducation, and coaching, should be applied for the treatment of adult ADHD [6]. However, adult ADHD is underdiagnosed and undertreated [6], likely because of the unavailability of diagnostic services or their limited availability in very few specialized facilities [7]. Despite the high efficacy of pharmacotherapy for the short-term treatment of ADHD [8], not every patient responds to medication (eg, 24% of nonresponders [9]), long-term effects of pharmacotherapy are understudied [8], and some studies suggest that pharmacological treatment is positively associated with symptom severity in the long term [10]. Furthermore, pharmacotherapy is associated with several side effects such as increased heart rate and blood pressure [11], reduced appetite [12], and sleep problems (for an overview, refer to the review by Stein et al [13]), and adherence to pharmacological treatment is often low [14]. These disadvantages and challenges of pharmacotherapy highlight the need for easily accessible complementary treatment options for adults with ADHD. Lifestyle factors, such as nutrition and physical activity (PA), might be promising targets for the development of complementary treatments [15-17].

Nutrition, Impulsivity, and ADHD

Although it is well known that nutrition has a significant impact on physical health, evidence is growing that nutrition also plays an important role in mental health and mental functioning, wherefore the emerging field of nutritional psychiatry is attracting growing attention [18]. For instance, the Mediterranean diet seems to have protective effects against depressive symptoms [19] and may even be an effective treatment strategy for depression [20]. Increasing attention is also being paid to the role of nutrition in ADHD (for an overview, refer to the reviews by Breda et al [15] and Pinto et al [17]). Del-Ponte et al [21] conducted a meta-analysis and found that healthy dietary patterns were associated with a decreased risk for ADHD (odds ratio [OR] 0.65, 95% CI 0.44-0.97), whereas unhealthy dietary patterns were associated with an increased risk for ADHD (OR 1.41, 95% CI 1.15-1.74). The authors concluded that the findings suggest that healthy diets rich in fruits and vegetables can protect against ADHD, whereas diets high in refined sugar and saturated fat can increase the risk [21]. These findings were confirmed by a recent meta-analysis that found that healthy dietary patterns characterized by fruits, vegetables, and fish were associated with a reduced risk for ADHD (OR 0.63, 95% CI 0.41-0.96), whereas Western dietary patterns, consisting of red meat, processed meat, animal fat, and salt (OR 1.92, 95% CI 1.13-3.26), and junk food dietary patterns, including sweets, sweetened beverages, snacks, ice creams, and fast foods (OR 1.51, 95% CI 1.06-2.16), were found to be associated with an increased risk for ADHD [22]. A positive association between total sugar intake (ie, from sugar-sweetened beverages and dietary sources) and the risk of ADHD was found in another meta-analysis [23]. Although these meta-analytical findings support the presence of a link between nutrition and ADHD, most of the included studies do not allow causal conclusions. Cross-sectional studies do not provide information on the directionality of the association and lack microtemporal resolution and ecological validity. More high-quality studies (eg, randomized and microrandomized controlled trials) are needed to gain insights into causality and underlying mechanisms. As ADHD symptomatology is dynamic in nature [24], studies of high temporal resolution and ecological validity, such as ecological momentary assessment (EMA) studies, are required to obtain evidence on short-term, microtemporal associations in daily life. EMA comprises repeated assessments of behaviors (eg, food intake), experiences (eg, impulsivity), and physiological parameters throughout a day in the moment and in the natural environment, which enables studying complex psychological, behavioral, and physiological processes [25].

Evidence indicates that nutrition is not only associated with ADHD per se but also with core symptoms of ADHD, such as impulsivity and executive dysfunction. Impulsivity is a multidimensional construct [26] that manifests as “impatience, acting without thinking, spending impulsively, starting new jobs and relationships on impulse, and sensation seeking behaviours” [27]. Impulsivity is closely linked to impaired executive function [28]. Accordingly, the concepts of impulsivity [28] and executive dysfunction [29] have been used to describe the same impairments in ADHD. A cross-sectional study among a nonclinical adult sample found an association between fast food consumption and greater impulsivity (ie, delay discounting, a behavioral measure of impulsivity) [30]. However, directionality remains unclear. Further studies in nonclinical samples of young adults found an association between a Western-style diet high in saturated fat and added sugar and greater trait impulsivity, with hypothesized bidirectional causation [31], and a relationship between stronger inhibitory control and lower consumption of foods high in saturated fat [32]. Research in rodents provides the first evidence on the causality of the relationship between nutrition and...
impulsivity by showing that a high-fat and high-sugar diet increases impulsivity [33,34].

In contrast to fat and sugar intake, protein intake appears to have beneficial effects on executive function. A randomized controlled dietary intervention trial in healthy men found improved reaction times on the “Go/No-Go task,” a measure of response inhibition and a proxy for impulsivity, in the group that followed a high-protein diet for 3 weeks [35]. Tryptophan, an essential amino acid and precursor to serotonin found in almost all proteins, has been discussed as a potential underlying mechanism. For instance, it was found that dietary intake of tryptophan was associated with lower levels of one facet of emotion-related impulsivity (ie, Pervasive Influence of Feelings) [36].

Although many studies have assessed the relationship between ADHD symptomology or impulsivity and long-term dietary exposure (eg, habitual food intake captured through food frequency questionnaires [FFQs]), there is also some evidence that the intake of certain macronutrients has short-term effects on executive function. For instance, Brandley and Holton [37] showed that a nutritionally balanced breakfast with an optimal macronutrients ratio (ie, 25% fat, 45% carbohydrate, and 29% protein) improved executive function of college students with and without ADHD an hour after consumption.

PA, Impulsivity, and ADHD

Not only nutrition but also PA seems to influence impulsivity and executive function as PA is associated with reduced impulsivity. A meta-analysis found a significant overall effect of acute, but not chronic physical exercise on executive functions in children, adolescents, and young adults [38]. Several meta-analyses have studied the effect of exercise on cognition and behavior in children with ADHD showing that exercise has positive effects on executive functions [39-41]. Research assessing the effect of PA in adults with ADHD remains limited [39,42]. However, the initial findings are promising. For instance, a cross-sectional pilot study found that adults with ADHD who engaged in frequent aerobic PA reported significantly lower levels of behavioral impulsivity [43]. In addition, the first evidence indicates that noncardio PA (ie, whole body vibration) has positive effects on cognitive functioning in adults with ADHD [44,45]. A study in college students with and without ADHD showed that in those with ADHD inhibitory performance, one aspect of executive function improved after acute exercise; however, all aspects of executive functions improved in those without ADHD [46]. In a study following a counterbalanced repeated measures design with a control condition, adults with ADHD improved reaction times in congruent and incongruent trials of the flanker task after 30 minutes of continuous stationary cycling, indicating benefits of acute exercise [47].

Objectives

ADHD is characterized by dynamic symptoms that manifest as states of hyperactivity, inattention, and impulsivity [24]. However, most studies rely on cross-sectional data that lack microtemporal resolution and do not provide evidence with regard to true temporal associations. Retrospective reports (eg, FFQs and trait questionnaires) are prone to cognitive biases—potentially, in particular, in individuals with ADHD—and overlook fluctuations of ADHD symptoms [48]. It remains unstudied whether the intake of certain macronutrients or the engagement in PA alters impulsivity within minutes or hours in everyday life. EMA can bridge this gap, as it offers great potential to provide novel insights into ADHD symptomatology in daily life to better understand behavior and functioning at the intraindividual level [24,48]. Despite the need for studies of high temporal resolution and ecological validity and the potential of EMA, so far, no study has applied EMA to assess whether the intake of certain macronutrients and engagement in PA are associated with changes in state impulsivity in daily life. Therefore, the aim of this study was to apply EMA to assess short-term, microtemporal associations between macronutrient intake, PA, and state impulsivity in daily life of adults with and without ADHD. On the basis of previous research, six research questions were elaborated. We examined whether (1) the intake of sugar and (2) the consumption of saturated fats are associated with an increase in state impulsivity, and whether (3) the intake of proteins and (4) the engagement in PA are associated with decreased state impulsivity. As there is evidence that the combination of a high-fat and high-sugar diet was associated with ADHD and impulsivity [21,31,33], we assessed whether (5) the combined intake (ie, the interaction) of saturated fat and sugar amplifies the increase in state impulsivity. Intriguingly, research indicates that PA may buffer against the adverse effects of fat intake on cognitive functioning [49,50]. Therefore, we investigated whether (6) PA alleviates the positive association between sugar or fat intake and state impulsivity.

Methods

Procedure

Data were collected within the Eat2beNICE-APPetite study, which comprises 2 in-person sessions as well as an EMA period (parts of the data of this study have been used for different research questions [51-53]). In the first in-person session, participants completed questionnaires and received comprehensive training to familiarize them with the APPetite mobile app, which was used for the EMA period (refer to the study by Ruf et al [51] for further details). Body weight and height were measured to calculate BMI.

Ethics Approval

The local ethics committee of the faculty of medicine of the Goethe University Frankfurt (Ethikkommission des Fachbereichs Medizin der Goethe-Universität) approved the study (reference number: 192/18).

Informed Consent

All participants declared that they understood the study procedure and signed a written informed consent. This study was conducted in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki, 1975).
EMA Protocol
The participants used a study smartphone to complete the EMA protocol of the APPetite mobile app for 3 consecutive days (2 weekdays and 1 weekend day). Participants received 8 semirandom signal-contingent prompts per day (between 8 AM and 10 PM, with at least 1 hour in-between prompts). Each prompt assessed state impulsivity. The prompts could be postponed for up to 25 minutes. Participants were able to record food intake at any time (ie, event-contingent) through the incorporated APPetite-food record. In addition, a time-contingent prompt at 9 PM asked participants whether all foods and drinks consumed during the day were recorded. Further details on the APPetite mobile app can be found in the study by Ruf et al [51].

Sample
The Eat2beNICE-APPetite study recruited participants from 4 existing study cohorts. Adults with ADHD were invited from (1) the PROUD (Prevention of Comorbid Depression and Obesity in Attention-Deficit/Hyperactivity Disorder) study [54]; (2) the BiPoLife-A1 study that follows up individuals with an increased risk for bipolar disorders, including patients affected by ADHD or depression (or both) [55,56]; and (3) the PROBIA (Treating Impulsivity with Probiotics in Adults) study, which recruited patients with ADHD or borderline personality disorder (or both) [57]. Healthy controls were recruited from the Longitudinal Resilience Assessment study, which enrolled individuals not affected by psychiatric conditions and followed them up since 2016 [58].

In total, 43 adults with ADHD and 185 adults without ADHD participated in the study. After the first in-person session, 4 participants without ADHD dropped out because of personal reasons (eg, spontaneous vacation) or the inability to respond to prompts (eg, because of work commitments). Data of 1 participant without ADHD were excluded as they proved to be untrue. Data of 26 participants without ADHD and 6 participants with ADHD were excluded because of incomplete records of food intake (eg, only 1 meal recorded). One participant in the ADHD sample had to be excluded because no PA data could be retrieved because of technical problems. One participant without ADHD was excluded because BMI was unavailable owing to scale malfunction. Furthermore, 16 participants without ADHD were excluded from the analyses because they showed no variation in state impulsivity across prompts (ie, all Momentary Impulsivity Scale [MIS] items consistently answered with 1—not applicable). The final sample included 36 participants with ADHD and 137 participants without ADHD.

Demographics of the ADHD and control groups are presented in Table 1. The samples differed in terms of gender (χ²=4.5, P=.03), age (Mann-Whitney U=1667; P=.002), and BMI (kg/m²; Mann-Whitney U=1433; P<.001).

Table 1. Demographics of the sample with and without attention-deficit/hyperactivity disorder (ADHD).

<table>
<thead>
<tr>
<th>Gender, n (%)</th>
<th>ADHD sample (n=36)</th>
<th>Control sample (n=137)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Woman</td>
<td>19 (53)</td>
<td>100 (73)</td>
</tr>
<tr>
<td>Man</td>
<td>17 (47)</td>
<td>37 (27)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>35.25 (12.04)</td>
<td>28.8 (7.72)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>29.06 (7.87)</td>
<td>24.08 (4.14)</td>
</tr>
</tbody>
</table>

Measures

Macronutrient Intake
Macronutrient intake was captured using the APPetite mobile app, which comprises a food record [51]. The food recording follows a six-step process: (1) selection of meal type, (2) entry of time of intake, (3) selection of consumed foods and drinks, (4) specification of consumed amounts, (5) presentation of reminders for commonly forgotten foods, and (6) indication of the predominant reason for eating or drinking. Participants were instructed to record their food and drink as soon as possible after consuming them. To generate nutritional values (ie, sugar, saturated fat, and protein intake), the collected food entries were transferred to myfood24-Germany [59] by trained staff. A feasibility, usability, and validation study was conducted to evaluate the APPetite mobile app. The findings indicated that the APPetite mobile app is a feasible and valid dietary assessment tool that is more accurate compared with 24-hour recalls [51].

State Impulsivity
State impulsivity was assessed using the MIS [60]. The MIS captures state impulsivity on the basis of 4 items, each of which comprises a statement (eg, “I said things without thinking”). Participants rated how well each statement described their behavior, cognition, and experiences since the last prompt or since waking up in the first daily prompt on a 5-point scale. A sum score of the items was calculated. Higher values indicate greater state impulsivity. Note that the original response scale (1=very slightly or not at all, 2=a little, 3=moderately, 4=quite a bit, and 5=extremely) was slightly altered during translation (translate–back-translate procedure with a native bilingual speaker in English and German) because the literal translation lacked differentiability. One main difference between the English and German version is that I on the response scale stands for not applicable in the German version (1=nicht zutreffend "[not applicable] in German), 2=erheblich zutreffend "[partially applicable] in German), 3=teils-teils ["half and half" in German), 4=wenig zutreffend ["partially applicable" in German), and 5=zutreffend ["applicable" in German]). In the final data sets, the McDonald ω of the MIS was 0.576 (within
and 0.832 (between) in the ADHD sample and 0.505 (within) and 0.768 (between) in the control sample.

**Trait Impulsivity**

The UPPS-P Impulsive Behavior Scale [61,62] was used to assess trait impulsivity based on 59 items. Each item described a statement (eg, “I have trouble controlling my impulses”). Participants reported how well each statement described them on a 4-point scale from *agree strongly* to *disagree strongly*. The UPPS-P Impulsive Behavior Scale assesses impulsivity as a multifaceted construct that includes the following subscales: negative urgency (12 items), positive urgency (14 items), lack of preméditation (11 items), lack of perseverence (10 items), and sensation seeking (12 items). The German translation of the items for the scales negative urgency, lack of preméditation, lack of perseverence, and sensation seeking were taken from Schmidt et al [63]. The items of the subscale positive urgency were translated through the translate-back-translate procedure. In this study’s samples, internal consistency was ADHD, α=.92 and control, α=.89 for negative urgency; ADHD, α=.81 and control, α=.75 for preméditation; ADHD, α=.83 and control, α=.83 for perseverence; ADHD, α=.89 and control, α=.85 for sensation seeking; and ADHD, α=.93 and control, α=.92 for positive urgency.

**Physical Activity**

PA was captured objectively using Move 3 sensors (movisens GmbH). Participants wore the sensor on their nondominant wrist during the EMA period (day and night). The software DataAnalyzer (version 1.1.3.7; movisens GmbH) was used to calculate the movement acceleration intensity per minute (mg/min) from raw accelerometry. Nonwear time was excluded from the analysis.

**Data Preprocessing**

A total of 12 single days of the control sample had to be excluded owing to incomplete dietary data. Data preprocessing was completed based on the time intervals for which state impulsivity was assessed (ie, time between current prompt and previous prompt or waking up). To study the association between macronutrient intake, PA, and state impulsivity, each of these time interval was matched to concurrent sugar, saturated fat, and protein intake and mean PA (ie, mean movement acceleration). Concurrent intake was defined as the sum of any intake of sugar, saturated fat, or protein within the respective time interval. On the basis of the movement acceleration intensity per minute (mg/min), the mean movement acceleration was calculated for each time interval in which the sensor was worn for at least two-thirds of the time.

The level-1 predictors sugar, fat, and protein intake and PA were person mean centered to produce unbiased estimates of the within-person effect [64]. To avoid estimation problems owing to substantial differences in the variance of the predictors and the outcome, the level-1 predictors were divided by 10. The level-2 covariates age and BMI were centered at 30 and 25, respectively, to make the model intercept more interpretable as recommended by Viechthauer [65]. Grand mean centering was used for level-2 covariate trait impulsivity. The level-2 covariate gender was coded as 0 (male) and 1 (female). The MIS items were not completed at 401 time intervals (control: n=297; ADHD: n=104) and were therefore excluded. Owing to the semirandom sampling protocol, the time intervals varied in length. Beyond that, the option to postpone prompts and the assessment of state impulsivity “since waking up” in the first prompt produced rather short or long time intervals. As we did not expect an effect of macronutrient intake and PA on state impulsivity within <15 minutes [66] and were interested in short-term associations, time intervals shorter than 15 minutes (control: n=21; ADHD: n=8) and longer than 3 hours (control: n=118; ADHD: n=27) were excluded. In addition, time intervals in which the level-1 predictor PA was not available (eg, because of the exclusion criteria for time intervals in which the sensor was worn <two-thirds of the time), were excluded (control: n=166; ADHD: n=73). The final data set included 629 time intervals in the ADHD and 2464 in the control sample and is provided in Multimedia Appendix 1.

**Data Analysis**

Owing to the nested data structure (time intervals [level 1] nested within individuals [level 2]), multilevel models were needed for the analyses. The MIS score, the outcome of this study, showed a strongly right-skewed distribution that did not meet the assumptions of linear multilevel modeling. Furthermore, owing to a significant proportion of the lowest MIS score (all items answered with 1 *not applicable*, resulting in an MIS score of 4), a gamma multilevel model was unable to represent the right skew in the data adequately. To account for the inflation of the lowest MIS score (ie, 4), which represents the absence of impulsivity, we used a multilevel 2-part model that allows to account for zero-inflated, continuous data (ie, semicontinuous data). This type of model allows studying whether the intake of certain macronutrients and PA is associated with the occurrence of state impulsivity (ie, is an individual impulsive at all?) and the intensity of impulsivity (ie, if an individual is impulsive, how impulsive are they?). To move the inflation from 4 to 0, the 5-point scale of the MIS was recoded (1 to 0, 2 to 1, 3 to 3, 4 to 3, and 5 to 4). The model we applied combines a multilevel logistic regression in the zero part to study the occurrence of state impulsivity and a multilevel gamma regression (to account for the right skew in the positive values) in the continuous part of the model to assess the intensity of state impulsivity. The model does not only allow to study the occurrence and intensity of state impulsivity but also accounts for the potential dependency between the 2 outcome components by modeling a cross-part correlation. Although logistic regressions typically predict the outcome to be 1, the multilevel logistic regression in the zero part of the model used in this study predicts no impulsivity (outcome=0), that is, the probability not to be impulsive in a given individual in a given time interval.

To examine the associations between macronutrient intake, PA, and state impulsivity (research question 1 to 4), a model with the level-1 predictors sugar, saturated fat, and protein intake and PA in both model parts (ie, the logistic regression as well as the gamma regression) was run. A joint model was chosen to control for the other predictors, as the intake of different macronutrients and PA naturally does not occur in isolation, but in combination. Next, the interaction between the level-1...
predictors sugar and fat intake was added to both model parts (research question 5). Finally, a model, including the interaction between sugar intake, fat intake, and PA (ie, 4 interactions modeled: 2-way interactions between sugar intake and PA, between fat intake and PA, between sugar and fat intake, and 3-way interaction among sugar intake, fat intake, and PA) in both model parts was run (research question 6). In all models, the level-2 covariates gender, age, BMI, and trait impulsivity were included. All models included random intercepts in both model parts (ie, we expect individuals to differ in their average probability not to be impulsive and the average intensity of state impulsivity) and random slopes for all level-1 predictors (and their interaction) to examine whether the effects differ between individuals. The 3 models were run separately for the ADHD and the control group.
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Findings From the Multilevel 2-Part Models

Interpretation Overview

As the estimates of the continuous part (ie, the gamma regression) of the multilevel 2-part model are modeled on the log scale, the exponential is used to obtain estimates in the original metric. In the zero part (ie, the logistic regression), estimates were modeled on the log scale. The intercept of the zero part represents the average log-odds of no impulsivity across all participants when all the predictors were 0. The inverse logit function (eg, the `plogis` function in R) can be used to transform the log-odds to the probability not to be impulsive. The predictor estimates in the zero part represent the expected change in the log-odds of no impulsivity for a 1-unit increase in each predictor, respectively. To obtain the expected change in the probability not to be impulsive, the probability of the intercept (ie, `plogis`[intercept]) can be compared with the predicted probability when the respective predictor takes on a certain value (eg, if the chosen value of the predictor is 1, the predicted probability is `plogis`[intercept + fixed effect of the predictor]).

Sugar, Saturated Fat, and Protein Intake; PA; and State Impulsivity

Results of the model, including fixed and random effects for sugar, saturated fat, and protein intake and PA in both model parts are shown in Table 3 for the ADHD sample. The intercept of the zero part indicates that the mean probability not to be impulsive is 11.7% (`plogis`[−2.02]) when all predictors and covariates are equal to 0. Sugar, saturated fat, and protein intake had no significant fixed effect on the probability not to be impulsive. However, the effect of saturated fat and protein intake on the probability of no impulsivity differs across individuals with an SD of 0.29 and 0.22, respectively. In time intervals in which PA is 1 unit (ie, 10 mg) above 0 (ie, above the person mean) and all other predictors are 0, the probability not to be impulsive is 10.8% (`plogis`[−2.02−0.09]), that is, a 1-unit increase in PA is associated with a decrease in the probability not to be impulsive of 0.9% (11.7%−10.8%=0.9%) when all other predictors are 0. This indicates that higher levels of PA are associated with a higher probability to be impulsive. The intercept of the continuous part of the model demonstrates that when all predictors and covariates are equal to 0, participants with ADHD report an average impulsivity intensity of 3.32 (e^{1.20}). There was no significant fixed effect of sugar, saturated fat, and protein intake and PA. Accordingly, the intake of sugar, saturated fat, and protein intake and the level of PA were not associated with the intensity of state impulsivity. There was a negative cross-part correlation (−0.38, SE 0.17, 95% CI −0.68 to −0.03) indicating that individuals who are impulsive more often are more impulsive when they are impulsive suggesting that the frequency and intensity of impulsivity correlate.

Table 3. Model estimates of the multilevel 2-part model including fixed and random effects for sugar, saturated fat, and protein intake as well as physical activity (PA) in both model parts in the attention-deficit/hyperactivity disorder sample.

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Zero part, estimate (SE; 95% CI)</th>
<th>Continuous part, estimate (SE; 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed effects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−2.02 (0.55; −3.14 to −0.97)</td>
<td>1.20 (0.12; 0.96 to 1.44)</td>
</tr>
<tr>
<td>Sugar intake</td>
<td>−0.01 (0.10; −0.22 to 0.18)</td>
<td>0.01 (0.02; −0.03 to 0.04)</td>
</tr>
<tr>
<td>Saturated fat intake</td>
<td>−0.10 (0.29; −0.70 to 0.45)</td>
<td>0.01 (0.04; −0.07 to 0.10)</td>
</tr>
<tr>
<td>Protein intake</td>
<td>−0.09 (0.14; −0.38 to 0.16)</td>
<td>−0.02 (0.02; −0.05 to 0.01)</td>
</tr>
<tr>
<td>PA</td>
<td>−0.09 (0.03; −0.14 to −0.04)</td>
<td>0.00 (0.00; −0.00 to 0.01)</td>
</tr>
<tr>
<td>Gender</td>
<td>0.40 (0.74; −1.04 to 1.89)</td>
<td>−0.15 (0.17; −0.48 to 0.20)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>−0.02 (0.04; −0.09 to 0.05)</td>
<td>0.00 (0.01; −0.01 to 0.02)</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>0.11 (0.05; 0.01 to 0.20)</td>
<td>0.00 (0.01; −0.02 to 0.02)</td>
</tr>
<tr>
<td>Trait impulsivity</td>
<td>−0.11 (0.07; −0.24 to 0.03)</td>
<td>0.03 (0.02; 0.00 to 0.07)</td>
</tr>
<tr>
<td><strong>Random effects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD (intercept)</td>
<td>1.83 (0.32; 1.29 to 2.55)</td>
<td>0.44 (0.06; 0.33 to 0.58)</td>
</tr>
<tr>
<td>SD (sugar intake)</td>
<td>0.12 (0.09; 0.00 to 0.34)</td>
<td>0.03 (0.02; 0.00 to 0.07)</td>
</tr>
<tr>
<td>SD (saturated fat intake)</td>
<td>0.29 (0.24; 0.01 to 0.89)</td>
<td>0.04 (0.03; 0.00 to 0.11)</td>
</tr>
<tr>
<td>SD (protein intake)</td>
<td>0.22 (0.14; 0.01 to 0.55)</td>
<td>0.02 (0.01; 0.00 to 0.04)</td>
</tr>
<tr>
<td>SD (PA)</td>
<td>0.06 (0.04; 0.00 to 0.14)</td>
<td>0.01 (0.01; 0.00 to 0.03)</td>
</tr>
</tbody>
</table>

Table 4 shows the results of the same model (ie, fixed and random effects for sugar, saturated fat, and protein intake and PA in both model parts) for the control sample. Individuals without ADHD had a mean probability not to be impulsive of 69.2% (`plogis`[0.81]) when all predictors and covariates were equal to 0. Similar to the ADHD sample, sugar, saturated fat, and protein intake had no significant fixed effect on the probability not to be impulsive. However, in contrast to the ADHD sample, the effects of saturated fat and protein intake on the probability not to be impulsive did not differ among individuals without ADHD. However, higher levels of PA were also associated with a higher probability to be impulsive in
adults without ADHD. Accordingly, the probability not to be impulsive is 68.6% (plogis[0.81–0.03]) in time intervals in which PA is 1 unit (ie, 10 mg) above 0 (ie, above the person mean) and all other predictors are 0. Consequently, a 1-unit increase in PA is associated with a decrease in the probability not to be impulsive by 0.6% (69.2%–68.6%=0.6%) when all other predictors in the model are 0. Again, the cross-part correlation (−0.53, SE 0.09, 95% CI −0.69 to −0.33) was negative, indicating that individuals who were impulsive more often were more impulsive when they were impulsive.

Table 4. Model estimates of the multilevel 2-part model, including fixed and random effects for sugar, saturated fat, and protein intake as well as physical activity (PA) in both model parts in the control sample.

<table>
<thead>
<tr>
<th>Model 2</th>
<th>Zero part, estimate (SE; 95% CI)</th>
<th>Continuous part, estimate (SE; 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed effects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.81 (0.27; 0.28 to 1.35)</td>
<td>0.68 (0.07; 0.54 to 0.83)</td>
</tr>
<tr>
<td>Sugar intake</td>
<td>−0.02 (0.04; −0.10 to 0.06)</td>
<td>−0.01 (0.01; −0.04 to 0.02)</td>
</tr>
<tr>
<td>Saturated fat intake</td>
<td>−0.04 (0.11; −0.25 to 0.18)</td>
<td>0.00 (0.04; −0.07 to 0.08)</td>
</tr>
<tr>
<td>Protein intake</td>
<td>−0.04 (0.05; −0.13 to 0.06)</td>
<td>−0.02 (0.02; −0.05 to 0.02)</td>
</tr>
<tr>
<td>PA</td>
<td>−0.03 (0.01; −0.05 to −0.01)</td>
<td>0.01 (0.00; 0.00 to 0.02)</td>
</tr>
<tr>
<td>Gender</td>
<td>−0.52 (0.33; −1.17 to 0.12)</td>
<td>0.17 (0.09; −0.00 to 0.34)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>−0.02 (0.02; −0.05 to 0.02)</td>
<td>−0.00 (0.00; −0.01 to 0.01)</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>0.03 (0.04; −0.04 to 0.11)</td>
<td>0.00 (0.01; −0.02 to 0.02)</td>
</tr>
<tr>
<td>Trait impulsivity</td>
<td>−0.20 (0.04; −0.27 to −0.13)</td>
<td>0.05 (0.01; 0.03 to 0.07)</td>
</tr>
<tr>
<td><strong>Random effects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD (intercept)</td>
<td>1.44 (0.12; 1.22 to 1.69)</td>
<td>0.33 (0.03; 0.27 to 0.39)</td>
</tr>
<tr>
<td>SD (sugar intake)</td>
<td>0.06 (0.04; 0.00 to 0.17)</td>
<td>0.03 (0.02; 0.00 to 0.06)</td>
</tr>
<tr>
<td>SD (saturated fat intake)</td>
<td>0.14 (0.10; 0.00 to 0.38)</td>
<td>0.05 (0.04; 0.00 to 0.14)</td>
</tr>
<tr>
<td>SD (protein intake)</td>
<td>0.05 (0.04; 0.00 to 0.15)</td>
<td>0.02 (0.02; 0.00 to 0.06)</td>
</tr>
<tr>
<td>SD (PA)</td>
<td>0.07 (0.02; 0.04 to 0.10)</td>
<td>0.01 (0.01; 0.00 to 0.02)</td>
</tr>
</tbody>
</table>

**Interaction Between Sugar and Saturated Fat Intake**
To study whether the combined intake of saturated fat and sugar amplifies the effect of sugar and saturated fat intake on state impulsivity, the interaction between the level-1 predictors sugar and fat intake was added to both models. Results of the ADHD sample are shown in Table S1 in Multimedia Appendix 3 and results of the control sample are shown in Table S2 in Multimedia Appendix 3. In both samples and both model parts, the interaction between sugar and saturated fat intake was not significant. However, in the ADHD sample, the interaction effect between sugar and saturated fat intake on the probability not to be impulsive varied across participants with an SD of 0.25 in the zero part.

**Buffering Effect of PA on the Association Between Sugar and Fat Intake and State Impulsivity**
To test whether PA alleviates the positive association between sugar or fat intake and state impulsivity, a model that included the interaction between sugar intake, fat intake, and PA (ie, 4 interactions: 2-way interactions between sugar intake and PA, between fat intake and PA, between sugar and fat intake, and 3-way interaction among sugar intake, fat intake, and PA) in both model parts was run for each sample. Table S3 in Multimedia Appendix 3 shows the results of the ADHD sample and Table S4 in Multimedia Appendix 3 shows the results of the control sample. In both samples, the 4 interactions in the zero and the continuous part of the model were not significant. Only in the ADHD sample, the interaction effect of sugar and saturated fat intake (as in the previous model) and the 3-way interaction among sugar and saturated fat intake and PA varied significantly between participants with ADHD.

**Discussion**

**Principal Findings**
Although impulsivity, a core symptom of ADHD, can contribute to the disruption of daily functioning, the first evidence indicates that the intake of certain macronutrients and the engagement in PA might alter impulsivity and executive function. However, despite the potential of digital and mobile technologies, studies of high temporal resolution and ecological validity are lacking, and it remains unanswered whether the intake of certain macronutrients and the engagement in PA are associated with short-term changes in state impulsivity in everyday life. Therefore, this study applied EMA to assess short-term, microtemporal dynamics of macronutrient intake, PA, and state impulsivity in daily life of adults with and without ADHD. Contrary to previous findings that suggest that the intake of sugar and saturated fat is associated with greater impulsivity [30-34], whereas the intake of proteins is linked to decreased impulsivity and improved executive function [35,36], no association between macronutrient intake and state impulsivity (ie, the probability to be impulsive and the intensity of...
impulsivity) was found in this study. However, some between-person variability was observed. Furthermore, in contrast to prior research indicating that PA is associated with reduced impulsivity [38-40], no relationship between PA and the intensity of impulsivity was found and PA was associated with an increased probability to be impulsive in both samples. No evidence was found that the combined intake of saturated fat and sugar amplified the increase in state impulsivity and that PA alleviated the positive association between sugar or fat intake and state impulsivity.

One reason for not finding an association between macronutrient intake and state impulsivity in this study could be the (varying) length of the time intervals in which the association was studied. In this context, several methodological considerations need to be discussed. (1) Assessment of state impulsivity: as 3 items of the MIS describe specific actions (“I said things without thinking,” “I spent more money than I meant to,” “I made a ‘spur of the moment’ decision”), the assessment has to be based on time intervals (here “since the last prompt”). Only the item “I have felt impatient” could be adapted to allow an assessment on the momentary level (ie, “Right now I feel impatient”). A momentary assessment would allow to specify time intervals before the impulsivity assessment more flexibly to study the temporal sequence of the association. (2) Lengths of time intervals: a semirandom signal-contingent EMA protocol was used to assess state impulsivity, so that participants could not predict the exact time of the next prompt. This allowed capturing a better reflection of the participants’ daily lives [72]. However, it results in time intervals of different lengths (with at least 1 hour in-between 2 prompts in this study). However, the first daily assessment of state impulsivity “since waking up” and the postponement of prompts led to even shorter or rather long time intervals. Consequently, the length of time intervals varied considerably. Therefore, time intervals shorter than 15 minutes and longer than 3 hours were excluded from analysis. (3) Temporal manifestation of the effect of macronutrients: research providing evidence regarding the time frame in which macronutrients affect cognition and behavior is still lacking. Beyond that, the time frame in which the effects occur might differ across macronutrients. As the assessment of impulsivity was based on time intervals, this study was restricted to assessing the association between state impulsivity and macronutrient intake within each time interval for which impulsivity was assessed (ie, impulsivity and concurrent macronutrient intake, not intake and subsequent impulsivity). Considering time intervals were of rather different length (15 min to 3 h), the approach of this study might overlook the effect of macronutrient intake. As it is not yet clear within which time frame specific macronutrients affect cognition and behavior, controlled studies are needed to establish the temporal manifestation of the effects of macronutrients on impulsivity. This knowledge is required to adjust EMA protocols to study the relationship between macronutrient, PA, and state impulsivity more systematically. For instance, a time or interval-contingent assessment of state impulsivity could be considered to obtain time intervals of similar length (eg, prompts every hour) [72]. The intervals between prompts should be determined on basis of the novel input and evidence that controlled studies can offer in terms of the temporal manifestation of short-term macronutrients’ effects on impulsivity.

The operationalization of state impulsivity is also important in this context. This study used a self-report measure to capture state impulsivity [60]. However, it remains unclear whether macronutrient intake alters impulsivity, or whether the effect of macronutrients might only affect subdomains (eg, response inhibition). Future studies should include impulsivity-related behavioral measures (eg, stop-signal task, the Digital Marshmallow Test [73], and mobile Balloon Analogue Risk Task [74]), which also open up the opportunity to assess impulsivity momentarily. The momentary assessment of impulsivity, in turn, enables to assess the temporal sequence of the association. In addition, it can contribute to establishing time windows within which macronutrients might affect state impulsivity, as the length of time intervals, within which the association is studied, can be set independently.

Although no overall association between macronutrient intake and state impulsivity was found, some variation (ie, individual differences) in the effect of certain macronutrients was observed, particularly in the ADHD sample. Muth and Park [75] pointed out that age, PA, and glucose metabolism are potential factors contributing to individual differences in the macronutrient-cognition relationship. In this study, PA did not moderate the relationship between sugar and fat intake and state impulsivity. However, future studies should aim at identifying factors that moderate the macronutrient-impulsivity relationship. In this context, continuous glucose monitoring could be a feasible and promising addition to future EMA studies.

In contrast to the expectation, PA was not associated with reduced impulsivity (ie, lower probability to be impulsive and decreased intensity of impulsivity), but with an increase in the probability to be impulsive in adults with and without ADHD. However, it is important to note that temporal associations do not reflect causality. For instance, an individual might experience a state of impulsivity and, consequently, actively decide to engage in PA as a counteracting measure, resulting in a positive association between PA and the probability to be impulsive. Hence, the observed association does not imply that engaging in PA leads to a higher probability to be impulsive. Furthermore, these findings might be a result of the operationalization of PA. Using the mean acceleration within the time intervals might average out relevant fluctuations in PA intensity. Hence, it cannot be differentiated between time intervals in which an individual shows low levels of PA continuously and time intervals in which an individual engages in some moderate-to-vigorous PA but is inactive for the remainder of the time. However, acute PA has been shown to have positive effects on executive function [76-80], whereas taking the mean PA might overlook the association between PA and state impulsivity. Because the time intervals differed considerably in length, the mean acceleration was the most straightforward operationalization of PA in this study. Future EMA studies should consider implementing a sampling approach that yields time intervals of similar length (see Discussion section) to allow the operationalization of PA as minutes engaged in different PA intensities (eg, minutes of moderate-to-vigorous PA). In addition, the differentiation
between exercise and nonexercise PA could provide further insights, as found for the effect of PA on mood [81]. A further explanation for the positive association between PA and the probability to be impulsive could be the nature of MIS items. For instance, being impatiant could manifest as walking up and down or twiddling with something. Spending more money than intended might be more likely to occur when being out and about (eg, walking around the city). This further highlights the importance of differentiating between different PA intensities and between exercise and nonexercise PA in future studies.

Strengths and Limitations
This study is, to the best of our knowledge, the first to assess the relationship between macronutrient intake, PA, and state impulsivity in daily life using EMA. This kind of research is innovative and highly important to better understand fluctuations of ADHD symptomology in daily life and provides novel evidence of high temporal resolution and ecological validity, which is highly relevant to the growing field of Nutritional Psychiatry. However, the findings of this study should be interpreted in the light of some limitations. First, the assessment of impulsivity as well as food intake is based on self-reports. However, participants might be less likely to report foods and drinks and respond to prompts when being (more) impulsive, which might have caused some bias (ie, systematic noncompliance). Therefore, more objective assessments of dietary intake (eg, passive detection of eating events [82] and automatized photo-based dietary assessment) and impulsivity (eg, passive detection of impulsive behavior [83]) are desirable. However, although self-reports are generally prone to bias, particularly self-reports of food intake [84], assessing food intake in real time or near real time, as done in this study, minimizes recall biases compared with typically used retrospective dietary assessments (eg, FFQs). In addition, the smartphone app used for the dietary assessment in this study, the APPetite mobile app, was subject to a validation study, which showed that the app assessed food intake more accurately compared with widely used 24-hour recalls in healthy participants [51]. Second, this study did not allow the establishment of temporal sequences or causal relationships. Although EMA studies are essential to shed light on ecologically valid microtemporal associations between macronutrient intake, PA, and state impulsivity, complementary controlled studies are needed to gain insights into the directionality of the short-term effects of macronutrients and PA on state impulsivity. Third, the EMA period comprised only 3 days, which might not be sufficient to capture the complete spectrum of the associations of interest. However, given the high burden and time investment of the food recording, longer assessment periods would not have been feasible. Advanced dietary assessment methods for the naturalistic setting, such as wearable sensors passively detecting eating behavior and accurate automatized photo-based assessment of macronutrient composition, which require minimal user interaction, are required to allow prolonged EMA periods.

The strengths of this study were (1) the objective assessment of PA, (2) the application of sophisticated statistical models (ie, multilevel 2-part models), and (3) the inclusion of adults with and without ADHD. For instance, Abramovitch et al [43] used a self-report questionnaire to capture PA, although 2 systematic reviews indicated that indirect measures of PA (ie, self-reports) are unsatisfactory given that they differ substantially from direct, objective measures, such as accelerometers [85,86]. As impulsivity is widely understood as a characteristic that everyone shows some degree of—with clinical samples such as individuals with ADHD showing particularly high levels—it is especially interesting to study the association between macronutrient intake, PA, and state impulsivity in a clinical and control samples.

Conclusions
This study is the first to apply EMA to assess short-term, microtemporal associations between macronutrient intake, PA, and state impulsivity in everyday life of adults with and without ADHD. Although EMA research in the context of Nutritional Psychiatry is still in its infancy, it is undeniably a highly promising and innovative approach to gain insights into microtemporal dynamics of psychiatric symptomology and lifestyle behaviors in daily life. This study provides and discusses important methodological considerations that can help advance the field and contribute to the optimization and tailoring of future EMA protocols. In addition, the findings from EMA studies can help build the foundation for the development of just-in-time adaptive interventions. This type of intervention represents a key element of digital psychiatry as it provides personalized support in daily life of patients right at the time it is needed most.
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Abstract

Background: The ability to automatically detect anxiety disorders from speech could be useful as a screening tool for an anxiety disorder. Prior studies have shown that individual words in textual transcripts of speech have an association with anxiety severity. Transformer-based neural networks are models that have been recently shown to have powerful predictive capabilities based on the context of more than one input word. Transformers detect linguistic patterns and can be separately trained to make specific predictions based on these patterns.

Objective: This study aimed to determine whether a transformer-based language model can be used to screen for generalized anxiety disorder from impromptu speech transcripts.

Methods: A total of 2000 participants provided an impromptu speech sample in response to a modified version of the Trier Social Stress Test (TSST). They also completed the Generalized Anxiety Disorder 7-item (GAD-7) scale. A transformer-based neural network model (pretrained on large textual corpora) was fine-tuned on the speech transcripts and the GAD-7 to predict whether a participant was above or below a screening threshold of the GAD-7. We reported the area under the receiver operating characteristic curve (AUROC) on the test data and compared the results with a baseline logistic regression model using the Linguistic Inquiry and Word Count (LIWC) features as input. Using the integrated gradient method to determine specific words that strongly affect the predictions, we inferred specific linguistic patterns that influence the predictions.

Results: The baseline LIWC-based logistic regression model had an AUROC value of 0.58. The fine-tuned transformer model achieved an AUROC value of 0.64. Specific words that were often implicated in the predictions were also dependent on the context. For example, the first-person singular pronoun “I” influenced toward an anxious prediction 88% of the time and a nonanxious prediction 12% of the time, depending on the context. Silent pauses in speech, also often implicated in predictions, influenced toward an anxious prediction 20% of the time and a nonanxious prediction 80% of the time.

Conclusions: There is evidence that a transformer-based neural network model has increased predictive power compared with the single word–based LIWC model. We also showed that the use of specific words in a specific context—a linguistic pattern—is part of the reason for the better prediction. This suggests that such transformer-based models could play a useful role in anxiety screening systems.

(JMIR Ment Health 2023;10:e44325) doi:10.2196/44325
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Introduction

Background

The screening, diagnosis, and tracking of mental health disorders require frequent interactions with psychiatrists or psychologists. However, the high cost [1] and low availability of mental health professionals make frequent interactions difficult [2]. This shortage could be addressed, in part, if there is an ability to assess a mental health disorder automatically through a passive and frequent collection of patient data. One possible way to do such monitoring may be through speech, as the presence of a mental health disorder has been shown to be associated with changes in human speech [3,4].

In this study, we focused on anxiety disorders, specifically on generalized anxiety disorder (GAD) [5]. Anxiety disorders are characterized by an excessive and uncontrollable fear of what is to come and are among the most common mental health issues, with an incidence of approximately 10% in the Canadian population [6]. It may be possible to reach a much greater proportion of the population using methods that automate some aspects of the measurement and diagnosis of anxiety disorders, such as the detection of anxiety from speech.

The current gold standard diagnosis for GAD requires multiple sessions with a mental health professional where the professional compares the different symptoms exhibited by the patient with the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition diagnostic criteria for GAD [7]. One place to look for symptoms is in the linguistic patterns used by the patient as the choice of words by anxious individuals tends to be different from that of nonanxious individuals [4]. The goal of this study was to determine the accuracy of a method for the automatic detection of anxiety from the transcript of impromptu speech. We were motivated to pursue this goal, in part, because it should be possible to frequently collect speech-to-text (STT) transcripts using smartphones or other wearable devices and, therefore, to enable a system for monitoring symptoms during or after treatment.

In recent years, transformer-based [8-12] neural network models [13] have been shown to have a strong capability to predict from language, including tasks such as next-word prediction, machine translation, and sequence classification. In this study, we leveraged this capability to predict whether a participant is above or below the screening threshold for GAD.

This paper is organized as follows: the Prior Work subsection summarizes related work in anxiety prediction from language and provides a brief overview of transformer language models. The Methods section describes the speech sample collection methods and the construction, training, and evaluation of the prediction model. The Results section presents the prediction model’s performance, whereas the Discussion section discusses specific patterns that were influential in the prediction.

Prior Work

Previous Work on the Automatic Prediction of Anxiety From Speech

Several prior studies have explored the automatic prediction of anxiety from speech. These studies have used both the acoustic properties as well as the linguistic features of speech and have shown some ability to detect anxiety. Most prior studies have focused on the acoustic structure of speech, that is, the nature of the audio signal itself. Comparatively less work has been done on the linguistic aspects of speech, the focus of this paper, which we describe in the subsequent paragraphs.

Di Matteo et al [14] explored the relationship between passively collected audio data and anxiety and depression. A total of 84 participants installed an Android app on their smartphone for 2 weeks. During this period, the app passively collected intermittent samples of audio data from the participants’ smartphones. The audio was then converted to text, and the Linguistic Inquiry and Word Count (LIWC) [15] was used to classify the words into 67 different categories. The correlation between the LIWC scores and self-report measures was calculated for social anxiety disorder (SAD), GAD, depression, and functional impairment. A significant correlation was observed between words related to the perceptual process (“See” in the LIWC) and SAD (r=0.31; P=.003). In addition, words related to reward were significantly correlated with GAD (r=-0.29; P=.007).

Anderson et al [16] recruited 42 participants diagnosed with SAD and 27 healthy controls to explore the differences in the words used between these 2 groups using the LIWC features. An anxiety-stimulating task was performed in which the participants were asked to write about an autobiographical and socially painful memory, which required them to recall a social humiliation, embarrassment, or shame. The word count in each of the LIWC categories was generated, including first-person singular pronouns, anxiety-related words, and fear-related words. The patients with SAD used more first-person singular pronouns (I, me, and mine), anxiety-related words, sensory or perceptual words, and words denoting physical touch but made fewer references to other people than the healthy controls.

Hofmann et al [17] examined the association between linguistic features and SAD. They recruited 24 participants diagnosed with SAD and 21 healthy controls. The participants were asked to provide a speech on any topic of their choice for a total of 4 minutes in front of an experimenter while being video recorded. To induce stress and anxiety in the participants, they were told that a panel of judges would rate their speech after it was recorded on the basis of poise, social confidence, and general presentation skills. The speech was transcribed, and LIWC was used to extract the count of the words in the following categories: first-person pronouns, negative emotion words, and positive emotion words. The results showed that the patients with SAD used more positive emotion words than the healthy controls. The authors did not observe any significant difference for the other explored LIWC categories.

Sonnenschein et al [18] explored the transcripts from passively recorded therapy sessions of 85 patients. These patients were
categorized into 3 groups: those diagnosed with anxiety but not depression, those diagnosed with depression but not anxiety, and those diagnosed with both anxiety and depression. From the transcripts, the LIWC score was generated in 4 categories: first-person singular, sad, anxiety, and filler. The group with depression but not anxiety showed a higher use of sad words than the group with anxiety but not depression. The group with anxiety but not depression showed a higher use of anxiety-related words than the group with depression but not anxiety. The both anxious and depressed group also showed a higher use of “sad” words than the group with anxiety but not depression. None of the other LIWC categories explored showed a significant difference.

Rook et al [19] attempted to predict GAD from linguistic patterns because they believed that the worrying behavior in GAD comes from the verbal linguistic process. A total of 142 undergraduate participants (n=56, 39.4% men and n=86, 60.6% women) were recruited for their study and were asked to recall and write about an anxious experience during their university life. The Generalized Anxiety Disorder 7-item (GAD-7) scale score and behavioral inhibition/behavioral approach system (BIS/BAS) scale score were used as the label for each of the participants. The LIWC features [15] were extracted from the texts written by the participants. Another set of features was also used by combining the LIWC features with the BIS/BAS scores. Several machine learning models were explored, including support vector machine (SVM) with linear kernel, logistic regression, naive Bayes, and random forest. Their results showed that all models built using the LIWC features performed significantly better than a random model (average precision~0.61; average recall~0.6) and achieved a higher performance (except for the SVM model) when the LIWC features were used together with the BIS/BAS scores as input features (average precision~0.63; average recall~0.64).

Gruda and Hasan [20] explored the prediction of anxiety from microblogs such as tweets using machine learning approaches. The authors started by labeling 600 tweets on a 4-point anxiety level using the short version of the traditional full-scale State-Trait Anxiety Inventory [21]. Then, a machine learning model was trained using features extracted from the textual content. The features used include a semantic embedding vector, which is the mean of multiple word vectors that map words to a vector. They also used the count of specific words and emojis as another type of features. They achieved an $R^2$ of 0.49 between the human label and the predicted label after training a Bayesian ridge regression [22] model. The authors then compared their model with a model that classifies a tweet as anxious or not based on the presence of anxiety-type words and negative emotion-type words, which was acquired using the LIWC library. The method that used the LIWC features to classify between anxious and nonanxious tweets achieved an $R^2$ of 0.21, indicating the importance of the meaning of words represented by word vectors.

A precursor study to this work [23] identified both acoustic features and linguistic features using LIWC that significantly correlated with the GAD-7. Using these features, in another study [24], a logistic regression model was trained to predict whether a participant was above or below the screening threshold for GAD based on the GAD-7. Using both the acoustic and linguistic features, we achieved a mean area under the receiver operating characteristic curve (AUROC) of 0.59.

Note that this previous study [24] and the other prior work, described in the previous paragraphs, explored the count of single words (using the LIWC) to find an association with anxiety or to predict anxiety. However, there are some studies that found specific word categories to be associated with anxiety, whereas others found no such association. For example, the studies by both Di Matteo et al [14] and Anderson et al [16] found that the word categories for “perceptual process” were associated with anxiety, whereas no other prior studies did so. Similarly, the first-person singular pronoun category was associated with anxiety only in the studies by Anderson et al [16] and Teferra et al [23] and nowhere else. These inconsistencies may be explained if the context for the specific words is taken into account—or, in other words, if the evaluation model is context aware. In this study, we hypothesized that there is a greater predictive power in examining the larger context of multiple words than in examining single words using LIWC. The former can be done using recent advances in natural language processing (NLP) [8], which has new powerful methods of converting language into numerical quantities that represent meaning and learning features that are patterns of those meanings.

Furthermore, note that the largest sample size among the previously explored studies (excluding our own [23,24]) was 142. This limits the potential for generalizability to a larger population. In this study, we used a much larger data set based on speech samples from a total of 2000 people.

**Transformers and NLP**

Over the last 5 years, substantial advances have been made in the field of NLP [25]. A key advance was the invention of limited-size word vectors or embeddings, through which it has been shown that a small-sized (from 50 to 300) vector of real numbers was capable of representing the meaning of individual words or parts of words [26-28]. Note that sometimes, words are divided into subparts and then converted into tokens, which can represent either a full or a partial word. These word or token vectors make it possible to determine whether 2 words have similar meaning through a numerical comparison, as well as other encapsulations of meaning through calculation. This invention also permitted the use of neural networks to process language in a far more effective way and has led to major advances in the subfields of speech recognition, natural language understanding, question answering, and language generation [26,29].

Another important step that has dramatically improved the state of the art in these fields is the advent of the transformer-based neural network models [8,10-12,30]. These so-called large language models are trained using massive corpora of text, often obtained from the internet. More specifically, the “learning” (in the machine learning sense [31]) is done by either predicting the next word in sequence or predicting intentionally missing words. The architecture of a transformer-style neural network has 2 important properties. First, it “transforms” a sequence of...
words or parts of words, represented as vectors, into another sequence of vectors. The output vectors account for additional meaning inferred from the full sequence of words and thus create a sequence of so-called contextual embeddings that better encapsulate the meaning of the full input sequence. Second, it makes use of an important neural network mechanism known as “attention” [8,32]. In this, a part of the network learns several different ways in which parts of a sentence or paragraph are related to other parts of the sentence. For example, a certain word or meaning may typically be connected with specific other words in a sentence. A transformer learns many such relationships, which makes it capable of classifying the broader meaning of a sentence or paragraph. It is this capability that we leverage in this study to look for patterns of language that indicate the presence of anxiety.

There now exist many such large language models that have already been fully “pretrained” on massive corpora of text gathered from a number of sources on the internet and elsewhere [10,12,30]. A common use case in the field of deep learning and NLP is to take such pretrained models and “fine-tune” them for a specific prediction task that takes language as input. To “fine-tune” a model means to train it on a (typically much smaller) data set to learn the task at hand. The task described in the subsequent section is the classification of participants into anxious or nonanxious categories.

Methods

Data Collection

Recruitment and Demographics

We note that this study used the same participants and data as 2 earlier studies [23,24]. This study performed a novel analysis of these data using a transformer-based neural network.

The participants were recruited using Prolific [33], a web-based human participant recruitment platform. The inclusion criteria were an age range of 18 to 65 years; fluency in English; English as a first language; and the completion of at least 10 previous studies on Prolific, with 95% of these previous Prolific tasks completed satisfactorily (as labeled by the study author). The data set was also balanced for sex (n=1000, 50% female and n=1000, 50% male).

The participants who completed the study were paid £2 (approximately CAD $3.41 and US $2.74) for approximately 15 minutes of work. They completed the entire study remotely using their PCs.

Ethics Approval

This study was approved by the University of Toronto Research Ethics Board (protocol #37584).

Study Procedure

The participants were recruited for a 10- to 15-minute task implemented through a custom website. An earlier study that determined the correlates of anxiety [23] described the data collection procedure in detail. The parts of the data collection procedure that are relevant for the purpose of this study are presented in the following paragraphs.

On the Prolific platform, the participants who met the inclusion criteria were presented with the opportunity to participate in this study. Those who wished to participate clicked on the study link, which brought them to a consent form that described the procedure and goals of the study and provided information on data privacy. If a participant granted consent, a hyperlink brought them to an external web application that implemented the tasks described subsequently.

The participants were asked to fill out the standard GAD-7 questionnaire [34], which is described in more detail in the Anxiety Measures section. Then, they were asked to perform a speech task, which was both audio and video recorded using their computer’s microphone and camera. The speech task followed a modified version of the widely used Trier Social Stress Test (TSST) [35], which aims to evoke a moderate amount of stress from each participant. Prior studies [36,37] have shown a higher activation in participants with relatively higher anxiety after they experienced moderate stress induced by the TSST.

In the modified version of the TSST, the participants were told to imagine that they were a job applicant invited for an interview with a hiring manager. They were told to imagine that it was a job that they really wanted—their so-called dream job. They were given a few minutes to prepare—to choose their dream job—and to think about how they would convince an interviewer that they were the right person for that position. The participants were also told that the recorded video would be viewed by researchers studying their behavior and language. The participants were then asked to speak for 5 minutes, making the case for themselves to be hired for that dream job.

Note that, in the original TSST [35], participants would normally deliver their speech in front of a live panel of judges. If a participant finished their delivery in <5 minutes, the judges in the original TSST design would encourage the participant to keep speaking for the full 5 minutes. For example, in the original TSST, to encourage the participants, they were asked the following question: “What are your personal strengths?” In the modified TSST, we implemented a similar method to encourage the participants to speak for the full 5 minutes: when our system detects silence (defined as the absence of speech for >6 seconds), it will display several different prompts inviting the participants to keep speaking on different topics relating to the task. Finally, note that the modified TSST only included the first task of the original TSST, not the second task, which involves the performance of mental arithmetic.

Anxiety Measures

Our goal was to predict, based on the transcript of the language spoken, whether a participant was above or below the screening threshold for GAD based on the GAD-7 scale. The GAD-7 [34] scale is a 7-item questionnaire that asks participants how often they were bothered by anxiety-related problems during the previous 2 weeks. Although the 2-week period suggests that the GAD-7 measures a temporary condition, a GAD diagnosis requires a 6-month duration of symptoms [7,38]. However, the GAD-7 has been validated as a diagnostic tool for GAD using a value of 10 as the cutoff threshold, with a sensitivity of 89% and a specificity of 82% [34]. Thus, we chose to use the GAD-7...
threshold of 10 to obtain a binary label of GAD as our indicator of anxiety.

Each of the 7 questions on the GAD-7 has 4 options for the participant to select from, indicating how often they have been “bothered” by the 7 problems listed. These options and their numerical ratings are 0=not at all, 1=several days, 2=more than half the days, and 3=nearly every day. The final GAD-7 score is a summation of the values for all the questions, giving a severity measure for GAD in the range from 0 (no anxiety symptoms) to 21 (severe anxiety symptoms).

Construction and Evaluation of the Baseline Classification Model

In this section, the inputs, structure, and evaluation of a baseline model are described. The inputs to this model were the linguistic features acquired using LIWC [15]. LIWC is based on the count of words from a given transcript that fall into different preset categories. An example category is “negemo,” which comprises words (such as hurt, ugly, and nasty) that are associated with negative emotion. The full set of categories in LIWC can be found in the study by Pennebaker et al [15].

The transcript was generated from the speech samples using Amazon Web Services STT system (Amazon.com, Inc) [39]—the transcription accuracy on a written text had an average word error rate (WER) of 7% (SD 4.6%). In our earlier study [23], we identified LIWC features that had a significant ($P$<.05) correlation with the GAD-7. These features are listed in Table 1. These were the features that were used as the input to the baseline prediction model.

A logistic regression model was trained to make predictions between the anxious and nonanxious classes. The construction and evaluation steps were as follows. First, the input features were normalized so that each feature would have a mean of 0 and an SD of 1. Next, the data were undersampled to equalize representation from both the anxious and nonanxious classes. This avoids the problem of class imbalance, which, if it occurs, causes low predictive accuracy for the minority class (which is the anxious class in our case). To undersample the data, samples were randomly selected and removed from the majority class until the majority class had an equal number of samples as the minority class.

The model construction and training steps used 3 data sets: a training data set (80% of the entire subsampled data), which was used to train the model; a validation data set (20% of the training data), which was used to select the best hyperparameters during training; and a test data set (20% of the entire subsampled data that were not included in the training data set), which was used to evaluate the performance of the trained model using the AUROC metric. This methodology—the careful separation of the training and validation data from the test data—is standard in the machine learning community [31].
Table 1. Correlation of significant Linguistic Inquiry and Word Count features with the Generalized Anxiety Disorder 7-item scale.

<table>
<thead>
<tr>
<th>Feature</th>
<th>r</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AllPunc</td>
<td>0.13</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Word Count</td>
<td>−0.12</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Period</td>
<td>0.12</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Assent</td>
<td>0.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Negemo</td>
<td>0.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Relativ</td>
<td>−0.09</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Motion</td>
<td>−0.08</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Swear</td>
<td>0.08</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Anger</td>
<td>0.08</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Focusfuture</td>
<td>−0.07</td>
<td>.003</td>
</tr>
<tr>
<td>Adverb</td>
<td>−0.07</td>
<td>.004</td>
</tr>
<tr>
<td>Time</td>
<td>−0.07</td>
<td>.004</td>
</tr>
<tr>
<td>Function</td>
<td>−0.07</td>
<td>.005</td>
</tr>
<tr>
<td>Negate</td>
<td>0.07</td>
<td>.006</td>
</tr>
<tr>
<td>Prep</td>
<td>−0.06</td>
<td>.007</td>
</tr>
<tr>
<td>WPS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−0.06</td>
<td>.007</td>
</tr>
<tr>
<td>Anx</td>
<td>0.06</td>
<td>.008</td>
</tr>
<tr>
<td>Hear</td>
<td>0.06</td>
<td>.01</td>
</tr>
<tr>
<td>Death</td>
<td>0.06</td>
<td>.01</td>
</tr>
<tr>
<td>Ipron</td>
<td>−0.06</td>
<td>.01</td>
</tr>
<tr>
<td>See</td>
<td>−0.06</td>
<td>.01</td>
</tr>
<tr>
<td>Affect</td>
<td>0.06</td>
<td>.02</td>
</tr>
<tr>
<td>I</td>
<td>0.05</td>
<td>.02</td>
</tr>
<tr>
<td>Family</td>
<td>0.05</td>
<td>.02</td>
</tr>
<tr>
<td>Sad</td>
<td>0.05</td>
<td>.03</td>
</tr>
<tr>
<td>Ppron</td>
<td>0.05</td>
<td>.03</td>
</tr>
<tr>
<td>Space</td>
<td>−0.05</td>
<td>.04</td>
</tr>
<tr>
<td>Article</td>
<td>−0.05</td>
<td>.04</td>
</tr>
<tr>
<td>Leisure</td>
<td>0.05</td>
<td>.04</td>
</tr>
<tr>
<td>Friend</td>
<td>0.05</td>
<td>.047</td>
</tr>
</tbody>
</table>

<sup>a</sup>WPS: words per sentence.

Construction and Evaluation of the Transformer-Based Model

The advent and remarkable success of transformer-based neural networks for NLP is discussed in the Prior Work section. A property that distinguishes different transformer models is the number of textual words or tokens that will fit into the contextual window that the model can consider at one time, which itself is limited by the computational burden of the key method of attention [8]. These windows range in size from 512 tokens [10] to 4096 tokens [30].

The modified TSST that provided the input to our model required the participants to speak for 5 minutes, which produced transcripts ranging in size from 15 to 1190 (mean 707, SD 183) tokens. Therefore, our model required a transformer model that can process sequences of this length. We selected the transformer model known as Longformer (obtained from the HuggingFace model hub [40]) because it has a contextual window of size 4096 tokens (recall that tokens are either words or parts of a word).

We fine-tuned a pretrained version of Longformer (as described in the Prior Work section) to create a classifier for the anxiety classification task. This process took a pretrained model and attached it to an untrained (and much smaller) neural network called a “classification head.” The pretrained model together with the sequence classification head was then fine-tuned on
the specific task of predicting whether a participant is above or below the screening threshold for GAD based on the GAD-7 scale.

The input data set was processed in a similar way to how the baseline model was processed. Beginning with the set of transcripts from all the participants, the data were first undersampled to equalize the representation from both the anxious and nonanxious classes. The model fine-tuning step also used 3 data sets: a training data set (80% of the full data); a validation data set (20% of the training data); and a test data set (20% of the full data set), which was used to evaluate the performance of the trained model using the AUROC metric.

The overall structure of both the baseline logistic regression model and the fine-tuned transformer-based model is shown in Figure 1.

**Figure 1.** Overall structure of the baseline classification model and fine-tuned transformer-based model. LIWC: Linguistic Inquiry and Word Count.

---

**Transformer Model Interpretation**

Deep neural networks [13], including the transformer network used in this study, do not lend themselves to an easy explanation of which features or factors are important for any specific prediction. This contrasts with the logistic regression model (the baseline) in which the weights on each feature are informative. This study endeavored to provide some interpretation of the results of the transformer model, particularly, to provide insights into which words or group of words were the most influential in the model’s prediction of anxious and nonanxious classes when given a specific transcript.

To achieve this model interpretation, we used a method known as integrated gradient (IG) [41]. IG computes a score for every input (word or token) to the model. The score is a function of the rate of change of the prediction with respect to that specific input. When the score of specific input is higher and positive, it is an indication that the input had more influence toward producing a positive classification (which is the anxious class in our case). Similarly, a high negative score indicates a strong influence toward the negative, nonanxious case. This score is referred to as the attribution score of the input token. We used a library called Transformer Interpret [42] to compute the attribution score for each word in a given transcript.

Using the attribution score, we can report specific words or tokens that are influential in the prediction of both anxious and nonanxious cases. From there, we explored the specific context of those words to look for patterns of language that were influential. The description in the following paragraphs provides the specific method for selecting words and identifying patterns.

First, the attribution score of each word or token in all the transcripts from all the participants was computed. In the plot of the distribution of the number of words with each score, the knee of the distribution appeared around a threshold attribution score of 0.05, which provided a tractable number of words to explore. The tokens with scores above the threshold of 0.05 are presented in the Results section. A summary of the steps we took to get the list of words is shown in Figure 2.

To determine whether there were patterns in the context surrounding the high-attribution words, we manually reviewed the surrounding context of each high-attribution word. The patterns we observed from these contexts, together with the specific direction of the prediction (anxious or nonanxious), are presented in the Results section.

**Figure 2.** Steps to obtain the list of tokens with a high attribution score and high count at influencing the prediction toward both anxious and nonanxious. IG: integrated gradient.
Results

Recruitment and Data Inclusion
A total of 4542 participants accepted the offer from the Prolific recruitment platform to participate in this study. Of them, 2212 participants finished the study, giving a recruitment yield of 48.7%. Of the 2212 participants who completed the study, 2000 provided acceptable submissions (and thus received payment), giving a submission-to-approval yield of 90.4%. To be clear, the recruitment continued until 2000 acceptable submissions were received. The reasons for which submissions were deemed unacceptable include the following: a missing video, missing or grossly imperfect audio, and failure to complete the task. The recruitment period lasted from November 23, 2020, to May 28, 2021. We note that the recruitment was conducted during the COVID-19 pandemic.

Data Overview
Of the 2000 participants, 620 (31%) were above the GAD-7 screening threshold of 10 and 1380 (69%) were below the screening threshold of 10. Henceforth, the participants with a GAD-7 score $\geq 10$ are referred to as the anxious group, and those with a GAD-7 score <10 are referred to as the nonanxious group. As described in the Methods section, to have an equal representation of the anxious and nonanxious classes, the nonanxious group was undersampled, resulting in the inclusion of a total of 1240 participants (620 anxious and 620 nonanxious) in our analysis.

Classification Model Performance
This section presents the AUROC of the 2 binary classification models that classify anxious and nonanxious groups. The first model is the logistic regression model that uses the LIWC features as input, which is the baseline model described earlier. The LIWC features used were the ones shown to be significantly correlated with the GAD-7 in our earlier study [23], as listed in Table 1. Note that we also explored other machine learning models such as SVM, decision tree, random forest, multilayer perceptron, but these did not perform better than the baseline logistic regression model. The second model is the fine-tuned transformer-based model. The AUROC curve value for the logistic regression model that uses the LIWC features as input was 0.58 and for the transformer-based model was 0.64. Figures 3 and 4 present the receiver operating characteristics curves.

Figure 3. Area under the receiver operating characteristic curve (AUROC) of the baseline logistic regression model.

Figure 4. Area under the receiver operating characteristic curve (AUROC) of the fine-tuned transformer-based model.
Model Interpretation: Tokens Used to Predict Both Anxious and Nonanxious

In the Transformer Model Interpretation section, we described the IG method that was used to determine an attribution score for each word in a transcript. That score gives an indication of how strongly the word is implicated in the prediction toward anxious (if positive) or nonanxious (if negative). Table 2 presents the number of times (across all transcripts) that a specific token (listed in the first column) had a high attribution score (absolute value >0.05, as described earlier) based on the IG method. The tokens presented in Table 2 were selected because they had a high count in having both high positive and high negative attribution scores, that is, at predicting both anxious and nonanxious. Note that tokens could be words, parts of a word, or characters (eg, the STT system we used generates a “.” to indicate silent pauses in speech).

Table 3 presents the patterns we observed with examples taken from the actual transcripts of the recruited participants where the same token influenced the prediction toward anxious in some cases and toward nonanxious in other cases. The first column lists these tokens, indicates the direction (anxious or nonanxious) in which they influenced the prediction, and describes the pattern of the context that we inferred was relevant using the qualitative analysis described in the Methods section. The second column provides a specific example of that pattern, taken from the transcripts, and the third column provides the number of occurrences of that pattern across all the transcripts.

Table 2. Tokens with high attribution scores and high counts of prediction influence.

<table>
<thead>
<tr>
<th>Token</th>
<th>Times influencing toward anxious, n (%)</th>
<th>Times influencing toward nonanxious, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I (n=3459)</td>
<td>3032 (87.65)</td>
<td>427 (12.35)</td>
</tr>
<tr>
<td>[Silent pause] (n=14,490)</td>
<td>2933 (20.24)</td>
<td>11,557 (79.76)</td>
</tr>
<tr>
<td>[Filled pause] (n=3434)</td>
<td>2039 (59.38)</td>
<td>1395 (40.62)</td>
</tr>
<tr>
<td>And (n=1595)</td>
<td>913 (57.24)</td>
<td>682 (42.76)</td>
</tr>
</tbody>
</table>

a[Silent pause]: a silent pause in speech, as determined by the speech-to-text software.
b[Filled pause]: a pause consisting of filler words such as “um,” “mm,” “uh,” “hmm,” or “mhm.”
### Table 3. Cases in which the tokens in influenced the prediction of both anxious and nonanxious.

<table>
<thead>
<tr>
<th>Token, prediction class, and definition of pattern</th>
<th>Example of pattern</th>
<th>Occurrences across all transcripts, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Anxious</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“I” followed by a filled pause&lt;sup&gt;a&lt;/sup&gt;</td>
<td>I have um I worked very well</td>
<td>476</td>
</tr>
<tr>
<td>“I” is the first word in a sentence but in the middle of the transcript</td>
<td>I get on well with various different groups</td>
<td>1567</td>
</tr>
<tr>
<td>Starting a sentence and pausing after just saying “I”</td>
<td>I [Silent pause]</td>
<td>208</td>
</tr>
<tr>
<td>“I” used together with am or have</td>
<td>I am able to relate</td>
<td>1515</td>
</tr>
<tr>
<td><strong>Nonanxious</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“I” used in a sentence to reference others</td>
<td>I was able to remember all their names</td>
<td>47</td>
</tr>
<tr>
<td>“I” is the very first word in the transcript</td>
<td>&lt;speech starts&gt; I think I would be perfect for this job</td>
<td>171</td>
</tr>
<tr>
<td>“I” used to describe a positive thing about oneself</td>
<td>I am imaginative</td>
<td>77</td>
</tr>
<tr>
<td>[Silent pause]&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Anxious</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Silent pause] used before or after a [Filled pause]</td>
<td>[Silent pause] um mm [Silent pause]</td>
<td>1740</td>
</tr>
<tr>
<td>Starting a sentence and pausing within a short period</td>
<td>my [Silent pause]</td>
<td>2057</td>
</tr>
<tr>
<td><strong>Nonanxious</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pauses during speech that are not accompanied by a [Filled pause] and produce a correct sentence</td>
<td>bring a specific [Silent pause] area of expertise of functionality</td>
<td>11,557</td>
</tr>
<tr>
<td>[Filled pause]&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Anxious</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Filled pause] used together with a [Silent pause]</td>
<td>[Silent pause] um mm [Silent pause]</td>
<td>1577</td>
</tr>
<tr>
<td>[Filled pause] used in the beginning of a speech</td>
<td>&lt;speech starts&gt; hello um I just like to</td>
<td>23</td>
</tr>
<tr>
<td><strong>Nonanxious</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filled pause used in the middle of a sentence without a silent pause</td>
<td>many years playing music at parties um starting at the age of</td>
<td>480</td>
</tr>
<tr>
<td><strong>And</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Anxious</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finishing a sentence with “and”</td>
<td>really think about it in detail and</td>
<td>519</td>
</tr>
<tr>
<td>Using “and” more than once in a sentence</td>
<td>was tasked in doing that and and I did that successfully and that</td>
<td>187</td>
</tr>
<tr>
<td>Starting a sentence and pausing after just saying “and”</td>
<td>and [Silent pause] sometimes things are</td>
<td>282</td>
</tr>
<tr>
<td><strong>Nonanxious</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“and” used grammatically correctly in a sentence</td>
<td>eight people for twelve years and after that I managed an additional</td>
<td>572</td>
</tr>
</tbody>
</table>

<sup>a</sup>[Filled pause]: a pause consisting of filler words such as “um,” “mm,” “uh,” “hmh,” or “mhm.”

<sup>b</sup>[Silent pause]: a silent pause in speech, as determined by the speech-to-text software.

## Discussion

The goal of this study was to determine how well a transformer-based neural network model can predict GAD and compare it to the performance of an LIWC-based logistic regression predictor. In this section, we discuss the implications of the findings presented in the Results section, as well as the limitations of the study.

## Principal Findings

### Recruitment and Data Overview

Results presented in the Data Overview section indicates that a substantially larger number of participants screened positive for GAD compared with the prevalence rate of 10% in the general population [6]. This suggests that participants recruited from Prolific are more likely to experience anxiety, which is consistent with previous research using participants from Prolific.
Another possible reason for a higher number of anxious participants is the recruitment period (November 23, 2020, to May 28, 2021), which coincided with the COVID-19 pandemic. More demographic information can be found in our earlier published papers [23,24].

Classification Model Performance

The logistic regression model with LIWC features is the baseline point of comparison. This model performed better than the random model (as it has an AUROC of >0.5). This indicates that the count and type of words used by individuals do provide some insights into their anxiety, which is in line with prior work [14,16-19] that explored the association between LIWC features and anxiety.

The performance of the fine-tuned transformer model was larger than the baseline model by 10%—suggesting that it is context aware. We believe that a model that considers context can achieve higher predictive performance. This suggests that transformer models, which search for multiword contexts to find patterns, can extract more information for prediction than single word-based models. The results presented in Tables 2 and 3 allow us to understand, in more detail, what the fine-tuned transformer model based its predictions on, as discussed in the subsequent section.

Furthermore, we note that it is possible to increase the probability of correct prediction by incorporating acoustic features in the prediction of the transformer-based model as well as by using multiple measurements if the circumstances of the measurement system permit it. This would be the case if this kind of a model is applied to passively collected speech, and we could sample the speech and measure it over time. In that case, one could survey the multiple measurements and select the majority result (anxious or nonanxious) that has been predicted as the true result. This approach works under the assumption that each measurement from a different speech sample is independent and will work less well as a function of independence. We have discussed this approach in more detail in our earlier paper [24].

Model Interpretation

In this section, we discuss our attempt to provide an interpretation of the results from the transformer model. Table 2 shows the tokens with a high attribution score, as defined earlier, and a high count at influencing the prediction toward anxious and nonanxious. The first entries in Table 3 describe the effects of the singular pronoun “I.” Depending on the context, the use of the word “I” influences either toward an anxious prediction or toward a nonanxious prediction. By contrast, previous studies have shown an increased use of “I” to be associated only toward the direction of anxiety [16]. A possible reason why “I” is associated with anxiety is because individuals with anxiety will try to divert their attention from anxiety-inducing events by focusing on themselves. This might result in the frequent use of “I” in their speech.

However, this study shows how the context around the word “I” matters—although its presence influenced the prediction toward anxiety for the majority of the cases (88%), it also influenced the prediction toward nonanxious in 12% of the cases. A pattern around “I” that influenced the prediction toward nonanxious is when it was used to reference others (eg, “I was able to remember all their names”). This is opposite to the case where anxious individuals tend to focus on themselves and hence a possible reason as to why focusing on others would influence the prediction toward nonanxious. Another pattern of “I” that influenced the prediction toward nonanxious is when it was one of the very first words at the beginning of speech (ie, at the very beginning). This may be because confident people might start their speech by introducing themselves or placing the focus on themselves before proceeding with whatever the subject matter of their speech is. Similarly, relating to confidence, there is a pattern where “I” was used to say something positive about oneself, which influenced the prediction toward nonanxious. These cases suggest that confidence is related to the state of being nonanxious.

Silent pauses ([Silent pause] in Tables 2 and 3) mainly influenced the prediction toward nonanxious, for 80% of the cases. This is in line with prior work [45], which indicated that anxiety is associated with a reduction in the number of silent pauses during speech. The authors suggested that pausing during speech represents a cognitive activity that is observed more in nonanxious individuals than in anxious individuals.

However, there were also times when a silent pause influenced the prediction toward anxiety. The difference was the context: when a silent pause was used together with a filled pause and pausing after saying a single word. These cases hint toward difficulty in producing complete sentences and instead using filler words in the middle of their speech or inability to finish a sentence. This might be because of a higher level of anxiety.

The other 2 types of tokens presented in Table 2 ([Filled Pauses] and “and”) had a high count in influencing the prediction toward both anxious and nonanxious. We believe that they have a high count because they are commonly used tokens in STT transcripts. A pattern that stood out around both ([Filled Pauses] and “and”) types of tokens is the use of grammatically correct language, which was exhibited more by the participants without anxiety. Prior work [46] suggests that anxiety causes disfluencies in speech, which, therefore, could be a possible explanation for the use of grammatically incorrect language by the participants with anxiety. Our results suggest that the model is picking up on this grammatical incorrectness.

Limitations

One limitation of this study is the accuracy of the STT transcription. In this study, we used Amazon’s STT program [39], which had good transcription accuracy, with an average WER of 7% (SD 4.6%). The fact that the WER is not 0 means that we obtain the wrong transcription for some words, and our model might make a wrong prediction based on these words. However, we speculate that because the STT software is improving each year, the WER would become closer and closer to 0, so the prediction of a model based on these transcripts would also improve.

Another limitation of this study is the use of a modified version of the TSST. In the original TSST, participants are asked to describe why they should be hired for their dream job in front
of a live panel of judges. However, in our study, we asked the recruited participants to describe why they should be hired for their dream job in front of a camera at their own location. This is a limitation in achieving the full replication of the TSST as a stress induction task. Nonetheless, we had an internal check where we asked them how anxious they felt before and after the TSST task (more information can be found in our earlier published study [23]), and we observed, on average, a 25% increase in the participants’ level of anxiety.

Another limitation is the use of self-report measures to assess GAD. Self-report measures are subjective opinions that individuals have about themselves and may not completely capture clinical symptoms. Ideally, we would want the gold standard label for determining whether a participant has GAD. This is acquired through a one-on-one session between a patient and clinician where the clinician analyzes the patient’s behavior to identify possible symptoms of GAD according to the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition [7], but this is clearly much more expensive to acquire.

Another limitation is the subjective or qualitative nature of pattern detection, which is presented in Table 3 and forms the basis of the insights in the Discussion section. As described in the Methods section, the transcripts were analyzed manually, and instances that we believed exhibited similar patterns across multiple contexts were selected. These were our subjective opinions of what constituted a similar pattern; therefore, other researchers might be able to find other patterns that we might have overlooked. In future studies, we aim to release our transcripts for other researchers to go through as we did and see whether any other interesting patterns could be detected.

Conclusions
In this paper, we have presented the results of a large-sample study that aimed to predict whether participants who provided speech samples fell below or above the screening threshold for GAD based on the GAD-7 scale. More specifically, we investigated the importance of multitword context when predicting the presence or absence of anxiety. Although prior studies have shown that the choice of individual words is a good predictor of mental health disorders, we have shown that the choice of words together with the context is an even better predictor. Furthermore, transformer-based neural network models can be leveraged to find such linguistic patterns that help identify whether a certain word, given the context, would predict anxiety. There is a type of transformer-based model recently published in the literature [47], which is a model pretrained on a mental health corpus (focusing on depression and suicidality). Therefore, we recommend that future studies explore the linguistic patterns of speech identified using transformer models and apply them to the screening of different types of mental health disorders.
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Abstract

Background: Blended cognitive behavioral therapy (bCBT)—the combination of cognitive behavioral therapy and digital mental health applications—has been increasingly used to treat depression and anxiety disorders. As a resource-efficient treatment approach, bCBT appears promising for addressing the growing need for mental health care services, for example, as an early intervention before the chronicification of symptoms. However, further research on the efficacy and feasibility of integrated bCBT interventions is needed.

Objective: This study aimed to evaluate the efficacy of a novel bCBT program comprising short (25 min), weekly face-to-face therapy sessions combined with a smartphone-based digital health app for treating mild to moderate symptoms of depression or anxiety.

Methods: This prospective uncontrolled trial comprised 2 measurement points (before and after treatment) and 2 intervention groups. We recruited university students with mild to moderate symptoms of depression or anxiety. On the basis of the primary symptoms, participants were assigned to either a depression intervention group (n=67 completers) or an anxiety intervention group (n=33 completers). Participants in each group received 6 weekly individual psychotherapy sessions via videoconference and completed modules tailored to their respective symptoms in the smartphone-based digital health app.

Results: The depression group displayed medium to large improvements in the symptoms of depression (Cohen d=−0.70 to −0.90; P.<.001). The anxiety group experienced significant improvements in the symptoms of generalized anxiety assessed with the Generalized Anxiety Disorder-7 scale with a large effect size (Cohen d=−0.80; P.<.001) but not in symptoms of anxiety assessed with the Beck Anxiety Inventory (Cohen d=−0.35; P.=.06). In addition, both groups experienced significant improvements in their perceived self-efficacy (Cohen d=0.50; P.<.001 in the depression group and Cohen d=0.71; P.<.001 in the anxiety group) and quality of life related to psychological health (Cohen d=0.87; P.<.001 in the depression group and Cohen d=0.40; P.=.03 in the anxiety group). Work and social adjustment of patients improved significantly in the depression group (Cohen d=−0.49; P.<.001) but not in the anxiety group (Cohen d=−0.06; P.=.72). Patients' mental health literacy improved in the anxiety group (Cohen d=0.45; P.=.02) but not in the depression group (Cohen d=0.21; P.=.10). Patient satisfaction with the bCBT program and ratings of the usability of the digital app were high in both treatment groups.

Conclusions: This study provides preliminary evidence for the feasibility and efficacy of a novel brief bCBT intervention. The intervention effects were generalized across a broad spectrum of patient-reported outcomes. Hence, the newly developed bCBT intervention appears promising for treating mild to moderate depression and anxiety in young adults.

(JMIR Ment Health 2023;10:e44742) doi:10.2196/44742
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Introduction

Background
Depression and anxiety disorders are widespread [1,2]. Both disorders have severe consequences for those affected, impairing their social and occupational lives and physical health [3-5]. According to the World Health Organization, depression is the most disabling disease in high- and middle-income countries, topping heart and cerebrovascular diseases [6]. Similarly, anxiety disorders are linked to disability, low educational attainment, and low income [7,8].

University students are particularly at risk for developing depression and anxiety disorders [9]. Several studies suggest that up to 30% of university students display elevated and distressing symptoms of depression or anxiety [10-12]. Some groups of students, such as female students [13,14], first-year students [15,16], and health students [10,17], are at an even greater risk for depression or anxiety. Many university students are in a major transitory phase of their life, maturing from adolescence into adulthood [18]. Changing life habits, family dynamics, academic challenges, and concerns about occupational life after graduation contribute to the elevated risk of developing symptoms of depression or anxiety in university students [19,20]. Elevated symptoms of depression and anxiety induce high costs for university students. For example, depression and anxiety are linked to poorer academic success [21-23] and related withdrawals from university [24].

In up to 75% of the cases, both disorders start in mid-20 years of age [25]. Early interventions for depression and anxiety, implemented before the disorders have reached more severe and chronic states, are frequently recommended [26-28]. Thus, interventions targeting mild to moderate symptoms of depression or anxiety in university students constitute a promising approach for easing the burden of mental illness and preventing severe and chronic trajectories of both disorders. As university students are typically tech-savvy [29], using digital treatment tools may be a promising approach for early interventions in this population.

Commonly recommended treatment options for depression and anxiety include psychotherapy and pharmacotherapy [30]. Regarding psychotherapeutic interventions, cognitive behavioral therapy (CBT) is a well-researched and highly effective approach for treating depression and anxiety [31]. In recent years, computerized and internet-based CBT (iCBT) have increasingly been used [32,33]. However, many studies suggest that stand-alone digital treatments without personal contact with a health care provider may suffer from several shortcomings. For example, adherence to digitalized stand-alone treatment is typically low [34], and the rates of premature treatment termination are high [35,36]. iCBT is rarely personalized and often falls short of meeting patients’ individual needs [37]. Thus, its efficacy and effectiveness are limited when delivered in a stand-alone format [38,39]. The problems of stand-alone digital treatments are often also attributed to the lack of psychotherapist contact providing support and guidance throughout the treatment [35,39,40]. Thus, blended CBT (bCBT) programs, combining face-to-face CBT with digital tools, have been increasingly advocated [41,42].

Previous studies support the efficacy and feasibility of bCBT programs for treating depression and anxiety [43-45]. Some of these studies found stronger symptom reduction in patients receiving bCBT compared with CBT [46-48]. Other studies have compared bCBT programs with CBT programs that comprised more or longer face-to-face sessions than bCBT programs [44,49-51]. Importantly, in these studies, the reduced face-to-face time in bCBT compared with CBT did not lead to the reduced efficacy of bCBT programs compared with more extensive CBT programs [44,49-51]. As resources for mental health care are scarce, even in high-income countries [52], bCBT may be an effective and efficient alternative to face-to-face CBT only. In particular, as an early intervention for mild to moderate symptoms of depression and anxiety in young adults, bCBT may represent a promising treatment option. However, there is little evidence on the efficacy and acceptability of bCBT in this domain. Furthermore, bCBT has seldom been investigated in the vulnerable population of university students.

Further arguments for the use of bCBT can be found in the acceptability of bCBT treatments. Acceptance ratings by psychotherapists and patients have been found to be higher for bCBT than for stand-alone iCBT programs [53,54]. For example, a recent study investigating the attitudes of licensed psychotherapists in Germany found that most practitioners prefer bCBT over stand-alone iCBT programs [53]. During our study period (late 2021 and early 2022), the COVID-19 pandemic caused increased rates of mental disorders and psychological distress in Germany [55,56], further straining the mental health care system and leading to a growing need for mental health services worldwide [57,58]. As the prevalence rates of depression and anxiety have increased over the last few years, also outside of pandemic phases [19,59], the need for effective and resource-efficient programs, such as bCBT, is becoming increasingly pressing.

Objective
This study aimed to evaluate the efficacy and feasibility of a novel smartphone-based digital health app, elona therapy, for use in bCBT. This app was designed to overcome the limitations of iCBT and the existing bCBT programs. Previous bCBT interventions typically use face-to-face sessions and a smartphone-based digital health app as distinct therapeutic elements [46,60]. In contrast, elona therapy offers an integrated synthesis of digital and face-to-face elements where therapists can adapt the individually relevant therapeutic content that patients can access on their smartphones. Specifically, digital content incorporated into the treatment is customized by the therapist according to the individual symptoms, personal needs of the patient, and the current psychotherapeutic focus.
University students with either mild to moderate symptoms of depression or anxiety received a 6-week bCBT intervention, including face-to-face individual CBT sessions (comprising six 25-min sessions) via videoconference combined with the depression or anxiety module of elona therapy. Despite the briefness of the face-to-face sessions, we expected that using the bCBT program with elona therapy is associated with significant improvements in mental health outcomes.

**Methods**

**Study Design**

This study evaluated the efficacy and feasibility of 2 novel bCBT programs, one targeting mild to moderate symptoms of depression and one targeting mild to moderate symptoms of anxiety. We conducted a 6-week trial comprising 2 assessment points (pretreatment [T0] and posttreatment [T1]) and 2 intervention groups (depression and anxiety). During the 6-week intervention, participants received weekly individual CBT sessions (25 min each) over the web via videoconference and used the depression or anxiety module of elona therapy on their smartphones. At both assessment points, participants completed a broad set of self-report measures capturing symptoms of depression, symptoms of anxiety, daily functioning level, competencies, and satisfaction with the treatment. All participants provided their informed consent for study participation and data processing for research purposes before the study.

**Ethics Approval**

Ethics approval for this study was obtained from the Ethical Board of the University of Mannheim (EK Mannheim 27/2021).

**Participants**

This study comprised 2 university student samples, one with mild to moderate symptoms of depression and one with mild to moderate symptoms of anxiety. A total of 107 participants were initially recruited in the study. Depending on their symptomatology, 71 participants were assigned to the depression group and 36 participants were assigned to the anxiety intervention group. Between the pre- and postintervention points, 3 participants dropped out from the depression sample and 3 participants dropped out from the anxiety sample. The data of 1 participant from the depression sample were lost because of a technical problem. In the depression sample, 67 participants (58/67, 87% female; 9/67, 13% male; age: mean 23.61, SD 3.72; range 18-36 years) completed the study by taking part in both assessment points. In the anxiety sample, 33 participants (30/33, 91% female; 3/33, 9% male; age: mean 24.7, SD 3.5; range 19-38 years) completed the study by taking part in both assessment points. Figure 1 displays the study flowchart. Table 1 shows the demographic characteristics of study completers.

Post hoc power analyses (Cronbach α=.05) showed that the study had a high power to detect a large (99.99% for Cohen d=0.80), a high power to detect a medium (98.09% for Cohen d=0.50), and a small power to detect a small (36.46% for Cohen d=0.20) within-group effect in the depression group. Similarly, post hoc power analyses (α=.05) showed that the study had a high power to detect a large (99.37% for Cohen d=0.8), a moderate power to detect a medium (79.54% for Cohen d=0.5), and a small power to detect a small (20% for Cohen d=0.2) within-group effect in the anxiety group.
Figure 1. Study flowchart. GAD-7: Generalized Anxiety Disorder-7; PHQ-9: Patient Health Questionnaire-9; PTSD: posttraumatic stress disorder.
### Recruitment

University students with mild to moderate symptoms of depression or anxiety were recruited from October 2021 to February 2022 through flyers distributed on campuses and student email groups of several universities in North Rhine-Westphalia, Germany. The study comprised a 2-step inclusion process. In the first step (prescreening), participants completed a web-based survey consisting of the Patient Health Questionnaire-9 (PHQ-9) [61,62], the Generalized Anxiety Disorder-7 (GAD-7) scale [63,64], demographic questions, and further questions examining specific exclusion criteria. Participants who met all the inclusion criteria and none of the exclusion criteria addressed in the web-based assessment were invited to the second step (screening) where they were interviewed by a clinical psychologist (Master of Science).

The inclusion criteria used in the study were as follows: (1) mild to moderate symptoms of depression or anxiety (ie, PHQ-9 or GAD-7 scores between 5 and 15 [64,65]), (2) aged between 18 and 65 years, (3) adequate proficiency in German for engaging in psychotherapy and using the elona therapy app, and (4) having a smartphone with iOS or Android operating systems and an internet connection. The exclusion criteria used in the study were as follows: (1) acute suicidality (a score of 2 or 3 on the item 9 of the PHQ-9), (2) current or prior International Classification of Diseases, 10th Revision (ICD-10) bipolar disorder, (3) current or prior ICD-10 borderline personality disorder, (4) current or prior ICD-10 psychotic disorder, (5) symptoms of posttraumatic stress disorder or dissociative experiences, (6) current or prior self-harm (addressed only in the screening with a therapist), (7) current or prior ICD-10 alcohol or substance dependency (except nicotine), and (8) psychotherapeutic or psychopharmacological treatment in the previous year.

The second step, the screening process, comprised a video-based interview with a clinical psychologist currently in advanced postgraduate psychotherapeutic training (interview duration: approximately 25 min). The 2-step inclusion process was used to cross-validate self-report responses with clinical assessments and to assess sensitive inclusion criteria (eg, suicidality) thoroughly and empathically. In the screening interview, inclusion and exclusion criteria were revisited by psychologists, and participants with nonelevated or severe symptoms of depression or anxiety using ICD-10 criteria and those presenting suicidality or other exclusion criteria were excluded. Those with severe symptom levels were advised to consult appropriate health care services and were provided with contact information of emergency services. Participants meeting all the inclusion criteria and none of the exclusion criteria after the second screening step were recruited to the study and assigned to either the depression or the anxiety intervention group, depending on their respective symptomatology. For persons who displayed both elevated symptoms of depression and anxiety, assignment to the depression or anxiety group was jointly decided by the participant and interviewing clinical psychologist (shared decision-making). All interviewing clinical psychologists received interview training from an experienced licensed psychotherapist before the study and supervision throughout the recruitment phase.

### bCBT Intervention Program

The participants received bCBT for depression or anxiety over 6 weeks. The weekly 25-minute video-based individual CBT sessions comprised psychoeducation, internet-based therapeutic exercises (eg, creation of a behavioral activation plan and creation of a personal toolbox), and joint reflections on those tasks. Table 2 summarizes the standardized content of the face-to-face sessions in this study. The treatment manual included 18 digital tasks for the depression group and 16 digital tasks for the anxiety group. The face-to-face sessions were developed based on well-established cognitive behavioral treatment manuals for depression and anxiety [66-69]. CBT sessions were provided by clinical psychologists who currently underwent postgraduate psychotherapeutic training, were regularly seeing outpatients, and received supervision by licensed psychotherapists.
Table 2. The standardized content of study sessions for persons with increased symptoms of depression or anxiety.

<table>
<thead>
<tr>
<th>Session</th>
<th>Manual—depression</th>
<th>Manual—anxiety</th>
</tr>
</thead>
</table>
| 1       | • Establishing a therapeutic relationship  
          • Psychoeducation on the characteristics of depression regarding cognitive, affective, behavioral, and physical symptoms | • Establishing a therapeutic relationship  
          • Psychoeducation on the characteristics of anxiety regarding cognitive, affective, behavioral, and physical symptoms |
| 2       | • Discussion of homework on personal stress factors and vulnerabilities  
          • Psychoeducation on the vulnerability-stress model for explaining the development of depression | • Discussion of homework on personal stress factors and vulnerabilities  
          • Psychoeducation on the vulnerability-stress model for explaining the development of anxiety |
| 3       | • Joint reflection on homework on the effects of the interaction among cognitions, affect, and behavior  
          • Psychoeducation on downward and upward spirals | • Joint reflection on homework on individual anxiety-inducing situations for patients  
          • Psychoeducation on the vicious circle of anxiety |
| 4       | • Discussion of activity planning homework  
          • Creation of a concrete plan for an enjoyable activity for the week (behavioral activation) | • Psychoeducation and joint reflection on anticipatory anxiety and short- and long-term effects of avoidance and safety behaviors |
| 5       | • Discussion of the patient’s experiences in the previous week’s planned activity  
          • Psychoeducation on cognitive distortions in depression, the cognitive triad of negative views by Beck [70] about oneself, the world, and the future | • Summary of previously learned relations between safety behavior and the maintenance of anxiety  
          • Psychoeducation on the link between thoughts and bodily symptoms of anxiety and possibilities for restructuring one’s catastrophic thoughts |
| 6       | • Discussion of homework on cognitive restructuring  
          • Summary of all points learned in the bCBT⁵ program. The creation of a personalized “toolbox” with previously learned and helpful content, contributing to relapse prevention | • Joint reflection on completed activities on the relation between thoughts and physical reactions  
          • Psychoeducation on catastrophic thoughts and interactive practice of questioning them and formulating helpful alternative thoughts |

⁵bCBT: blended cognitive behavioral therapy.

To improve their progress between the weekly sessions, patients engaged in additional between-session homework using elona therapy on their smartphones. elona therapy provides patients with relevant interventions, helpful activities, exercises, and psychoeducational resources related to their respective symptoms. The app content can be individualized according to the patient’s needs, for example, based on their diagnosis, therapy progress, and joint therapeutic decisions. elona therapy has been developed based on current treatment recommendations and evidence-based CBT interventions [66-69]. The app is designed to strengthen the active participation of patients in outpatient psychotherapy and integrates therapeutic content into their daily lives. elona therapy provides a 2-sided interface for patients (smartphone app) and psychotherapists (web application). Through the web application, psychotherapists can track individual progress, adapt resources and interventions displayed in the patient’s app, and assign tasks based on the content of the face-to-face CBT sessions. Psychotherapists can choose from over 400 available content pieces. Through the smartphone app, patients can access psychoeducational content (text, video, or audio materials), complete interactive homework tasks, record their mood in a diary format, write notes or questions relevant to their therapy sessions, and plan or schedule new activities. In addition, participants can create their personal toolkit of preferred content and tasks within the app. Although the intervention program for this study was manualized to some degree, the participating therapists were encouraged to further individualize the digital content in the elona therapy app appropriate for the patient’s needs. Patients were encouraged to use the app approximately 25 minutes per week, mirroring a session duration. Table 3 shows the available content in the elona therapy app for patients with symptoms of depression or anxiety. The participating clinical psychologists received training on the use and functions of elona therapy by a senior licensed psychotherapist before the study.
Table 3. Content of the elona therapy app for persons with increased symptoms of depression or anxiety.

<table>
<thead>
<tr>
<th>Module and chapter</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depression</strong></td>
<td></td>
</tr>
<tr>
<td>About depression</td>
<td>Psychoeducational content and disorder-specific knowledge about psychotherapy, the symptoms of depression, individual symptoms, comorbid conditions, and factors that promote the development and maintenance of depression.</td>
</tr>
<tr>
<td>My behavior</td>
<td>Relationship between activities and depression, behavior analysis, and activity building and planning. Values-based work.</td>
</tr>
<tr>
<td>My thoughts</td>
<td>Relationship between thoughts and depression. Methods of cognitive restructuring and introduction of the concept of detached mindfulness.</td>
</tr>
<tr>
<td>My emotions</td>
<td>Relationship between emotions and depression. Psychoeducational content to perceive emotions in a more differentiated way, to understand them as indications of needs and support in dealing with emotions.</td>
</tr>
<tr>
<td>My relationships</td>
<td>Depression in a social context. Acquisition of social skills and competencies.</td>
</tr>
<tr>
<td>Relapse prevention for depression</td>
<td>Methods of general relapse prevention such as recognizing individual early warning signs and building a toolbox for difficult situations.</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
</tr>
<tr>
<td>About anxiety</td>
<td>Psychoeducational content and disorder-specific knowledge about psychotherapy, the symptoms of anxiety disorders, individual symptoms, comorbidities, and the vicious cycle of anxiety.</td>
</tr>
<tr>
<td>Emergence and maintenance of anxiety</td>
<td>Psychoeducational content on the development and maintenance conditions of anxiety disorders and individual application of the acquired knowledge.</td>
</tr>
<tr>
<td>Exposure methods</td>
<td>Information on exposure procedures. More specifically, the mechanisms of exposure are taught and the patient is given the opportunity to prepare for exposure interventions.</td>
</tr>
<tr>
<td>Thoughts and anxiety</td>
<td>Support in identifying and dealing with anxiety-related thoughts. Practicing methods to examine and change anxiety-related thoughts.</td>
</tr>
<tr>
<td>Emotions and anxiety</td>
<td>Psychoeducational content on differentiating emotions and interpreting them as indicators of psychological needs. Developing strategies for dealing with emotions.</td>
</tr>
<tr>
<td>ACT&lt;sup&gt;a&lt;/sup&gt; for anxiety</td>
<td>Learning and practicing methods of ACT to deal with symptoms of anxiety</td>
</tr>
<tr>
<td>Relapse prevention for anxiety</td>
<td>Methods of general relapse prevention. Motivating patients to continuously practice what they have learned.</td>
</tr>
<tr>
<td><strong>Relaxation</strong></td>
<td></td>
</tr>
<tr>
<td>About relaxation</td>
<td>Psychoeducational content on relaxation techniques, focus on physical processes</td>
</tr>
<tr>
<td>PMR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Mechanisms of action and goals of PMR according to Jacobson and related exercises</td>
</tr>
<tr>
<td>Imagination</td>
<td>Psychoeducation on imagination exercises and related exercises</td>
</tr>
<tr>
<td>Mindfulness and meditation</td>
<td>Psychoeducation on awareness and meditation techniques and related exercises</td>
</tr>
</tbody>
</table>

<sup>a</sup>ACT: Acceptance and Commitment Therapy.  
<sup>b</sup>The Relaxation module was available to both intervention groups.  
<sup>c</sup>PMR: progressive muscle relaxation.

### Outcome Measures

This study comprised a broad set of outcome measures, covering symptoms of depression and anxiety, perceived functioning, well-being, satisfaction with the treatment program, and competencies [71-75]. We assessed the symptoms of depression and anxiety in both intervention groups as these symptoms regularly co-occur [76,77].

### Symptoms of Depression

The symptoms of depression were the primary outcome for the depression group and a secondary outcome for the anxiety group. We assessed the symptoms of depression with 2 well-established self-report instruments: the PHQ-9 [61,62] and the Beck Depression Inventory-II (BDI-II) [78,79]. The PHQ-9 assesses the frequency of symptoms of depression over the past 2 weeks with 9 items (eg, feeling tired or having little energy) using a 4-point Likert scale ranging from 0 (“not at all”) to 3 (“nearly every day”). The BDI-II assesses the severity of symptoms of depression over the past 2 weeks with 21 items (eg, loss of interest) using a 4-point Likert scale ranging from 0 (eg, “I have not lost interest in other people or activities”) to 3 (eg, “It’s hard to get interested in anything”). Many studies have demonstrated the reliability and validity of the German PHQ-9 and BDI-II instruments [79-81]. The Cronbach \( \alpha \) value in this study was .85 at T0 and .88 at T1 for BDI-II and .70 at T0 and .78 at T1 for PHQ-9.

### Symptoms of Anxiety

The symptoms of anxiety were the primary outcome for the anxiety group and a secondary outcome for the depression group.
group. We assessed the symptoms of anxiety with 2 well-established self-report instruments: the GAD-7 [63,64] and the Beck Anxiety Inventory (BAI) [82,83]. The GAD-7 contains 7 items assessing the severity of symptoms of generalized anxiety (eg, trouble relaxing) over the past 2 weeks using a 4-point Likert scale ranging from 0 (“not at all”) to 3 (“nearly every day”). The BAI comprises 21 items assessing the severity of common symptoms of anxiety (eg, numbness or tingling) over the past month on a 4-point Likert scale ranging from 0 (“not at all”) to 3 (“severely—it bothered me a lot”). The German GAD-7 and BAI instruments display satisfactory reliability and validity [63,84]. The Cronbach α value in this study was .79 at T0 and .84 at T1 for GAD-7 and .90 at T0 and .91 at T1 for BAI.

Quality of Life

Quality of life was assessed with the WHOQOL-BREF scale [85,86]. This standardized 26-item self-report instrument comprises 5 subscales: overall quality of life and general health (2 items), physical health (7 items), psychological health (6 items), quality of life related to social relationships (3 items), and quality of life related to one’s environment (8 items). Participants rated each item on a 5-point Likert scale (eg, 1=”not at all” to 5=”completely”). Previous studies have demonstrated the reliability and validity of the German WHOQOL-BREF [87]. The Cronbach α value in this study was .72 at T0 and .72 at T1 for the overall quality of life and general health domain, .70 at T0 and .77 at T1 for the physical health domain, .78 at T0 and .81 at T1 for the psychological health domain, .47 at T0 and .61 at T1 for the social relationships domain, and .72 at T0 and .73 at T1 for the environment domain.

Functioning in Work and Social Life

Patients’ adjustment to work and social life was assessed with the Work and Social Adjustment Scale (WSAS) [88,89]. This instrument captures impairments in relevant life domains beyond the symptom level [88,89]. The WSAS contains 5 items (eg, “Because of my depression/anxiety, my ability to work is impaired”) rated on a 9-point Likert scale ranging from 0 (“not at all impaired”) to 8 (“very severely impaired to the point I can’t work”). Higher scores on this scale indicate higher maladjustment. The German WSAS has been previously shown to be a reliable and valid measurement instrument [88]. The Cronbach α value in this study was .77 at T0 and .82 at T1.

Perceived Self-Efficacy

We assessed the participants’ perceived self-efficacy with the General Perceived Self-Efficacy Scale (GSE) [90]. This scale measures beliefs about one’s capacity to cope with new, difficult, or stressful situations. The GSE contains 10 items (eg, “It is easy for me to stick to my aims and accomplish my goals”) on a 4-point Likert scale ranging from 1 (strongly disagree) to 4 (strongly agree). Previous work demonstrated the reliability and validity of the GSE [91,92]. The Cronbach α value in this study was .88 at T0 and .90 at T1.

Mental Health Literacy

We assessed mental health literacy (ie, patients’ knowledge about mental disorders and their treatments) with a 20-item version of the Mental Health Literacy Scale (MHLS) [93,94]. The 20-item MHLS includes items assessing general mental health literacy (eg, “I am confident that I know where to seek information about mental illness”) using a 5-point Likert scale ranging from 1 (“strongly disagree”) to 5 (“strongly agree”). The MHLS items used in our study were the items numbered 16 to 35 in the original 35-item MHLS. The items not used in this study focused on identifying different specific mental disorder diagnoses, which is beyond the scope of this study. The original MHLS demonstrated adequate internal consistency and validity [94]. The Cronbach α value for the MHLS in this study was .83 at T0 and .82 at T1.

Satisfaction With Treatment

We assessed patient satisfaction with their treatment at T1 using the German version of the Client Satisfaction Questionnaire (CSQ-8) [95,96]. The CSQ-8 captures patient satisfaction using 8 items (eg, “Have the services you received helped you to deal more effectively with your problems?”) with a 4-point Likert scale ranging from 1 (eg, “No, they seemed to make things worse”) to 4 (eg, “Yes, they helped a great deal”). Higher CSQ-8 scores (range 8-32) indicate higher patient satisfaction. The German CSQ-8 has been extensively validated for assessing patient satisfaction in mental health treatment [96,97]. The Cronbach α value in this study was .93.

Usability of the elona therapy App

The usability of the elona therapy app was assessed with the German version of the System Usability Scale (SUS) [98,99]. The SUS is a self-report instrument comprising 10 items with a 5-point Likert scale ranging from 1 (“I definitely agree”) to 5 (“I completely disagree”). The SUS has shown satisfactory reliability and validity in various studies [99]. The Cronbach α value in this study was .89.

Serious Adverse Events

Participating therapists were instructed to report in case their patients experienced any serious adverse events. Serious adverse events include negative events that are harmful or threatening beyond transient distress and are life-threatening or require hospitalization. Self-harm, suicidal ideation, or attempts are potentially serious adverse events.

Statistical Analyses

We evaluated the changes from before to after the treatment using 2-tailed paired sample t tests. Statistical analyses were conducted based on completers, including only participants who have completed at least 1 questionnaire after treatment. In addition, we evaluated our measurement instruments’ reliability (Cronbach α), and we computed the pre-post effect sizes (Cohen d) for each outcome. For the depression group, we treated the depression measures (PHQ-9 and BDI-II) as primary outcomes and all other measures as secondary outcomes. For the anxiety group, we treated the anxiety measures (BAI and GAD-7) as primary outcomes and all other measures as secondary outcomes.
Results

Engagement With the Intervention

On average, participants in the depression sample completed 21.6 tasks and spent a total of 88.12 minutes using the elona therapy app during the intervention period. Participants in the anxiety group completed on average 24.1 tasks and spent 106.9 minutes using the elona therapy app during the intervention period. The mean number of completed face-to-face sessions in the depression group was 5.64 (SD 0.64; range 2-6), and the mean number of completed face-to-face sessions in the anxiety group was 5.55 (SD 0.62; range 4-6). Patient engagement with elona therapy was high; only 1 patient in the depression group was a minimal user, which is defined as using elona therapy for <15 minutes for the entire study period, with only 7 minutes of total use time.

Depression Group

Table 4 displays the means and SDs for the pre- and postintervention points, the results of the 2-tailed paired samples t tests, and the corresponding effect sizes (Cohen d) for the depression group. Regarding symptoms of depression (primary outcome), we observed significant improvements in the PHQ-9 score (t_{55}=-7.23, P<.001; Cohen d=-0.90) and the BDI-II score (t_{55}=-5.66, P<.001; Cohen d=-0.70). Regarding the secondary outcomes, the symptoms of anxiety assessed with the GAD-7 (t_{50}=-6.71, P<.001; Cohen d=-0.86) and BAI (t_{53}=-4.55, P<.001; Cohen d=-0.76) and maladjustment assessed with the WSAS (t_{58}=-3.74, P<.001; Cohen d=-0.49) significantly decreased. In addition, perceived self-efficacy assessed with the GSE (t_{60}=3.93, P<.001; Cohen d=0.50) and quality of life assessed with the WHOQOL-BREF (t_{61}=6.48, P<.001; Cohen d=0.82 for overall quality of life and general health; t_{61}=6.31, P<.001; Cohen d=0.80 for physical health; t_{61}=6.85, P<.001; Cohen d=0.87 for psychological health; t_{61}=4.27, P<.001; Cohen d=0.54 for quality of life related to social relationships; and t_{63}=4.79, P<.001; Cohen d=0.61 for quality of life related to one’s environment) significantly improved. One secondary outcome, mental health literacy in the MHLS, did not significantly improve during the intervention period (t_{59}=1.66, P=.10; Cohen d=0.21). At the postintervention point, participants rated the usability of the smartphone-based digital health app for treating depression as high (mean usability score of 74.15 out of 100 on the SUS, corresponding to above-average usability [98]). Participants also rated their satisfaction with the bCBT intervention program as high (mean 26.14 out of 32 on the CSQ-8). There were no serious adverse events reported.
In addition, perceived self-efficacy (the PHQ-9 (secondary outcomes, the symptoms of depression assessed with score (the GAD-7 outcome), we observed significant improvements in the GAD-7 anxiety group. Regarding symptoms of anxiety (primary postintervention points, the results of the 2-tailed paired samples t test assessing pre-post differences.

Table 5 displays the means and SDs for the pre- and postintervention points, results of the 2-tailed paired samples t tests, corresponding effect sizes (Cohen d), and sample size for each comparison in the depression group.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Preintervention point, mean (SD)</th>
<th>Postintervention point, mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
<th>Effect size</th>
<th>Sample size, n&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms of depression (PHQ-9)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>10.82 (3.72)</td>
<td>6.69 (3.47)</td>
<td>−7.23 (63)</td>
<td>&lt;.001</td>
<td>−0.90</td>
<td>64</td>
</tr>
<tr>
<td>Symptoms of depression (BDI-II)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>19.40 (7.46)</td>
<td>13.33 (7.54)</td>
<td>−5.66 (65)</td>
<td>&lt;.001</td>
<td>−0.70</td>
<td>66</td>
</tr>
<tr>
<td>Symptoms of anxiety (GAD-7)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>8.12 (3.83)</td>
<td>5.23 (2.88)</td>
<td>−6.71 (60)</td>
<td>&lt;.001</td>
<td>−0.86</td>
<td>61</td>
</tr>
<tr>
<td>Symptoms of anxiety (BAI)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>12.83 (8.25)</td>
<td>8.61 (5.99)</td>
<td>−4.55 (35)</td>
<td>&lt;.001</td>
<td>−0.76</td>
<td>36</td>
</tr>
<tr>
<td>Perceived self-efficacy (GSE)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>25.03 (5.37)</td>
<td>27.07 (5.34)</td>
<td>3.93 (60)</td>
<td>&lt;.001</td>
<td>0.50</td>
<td>61</td>
</tr>
<tr>
<td>Work and social adjustment (WSAS)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>18.09 (7.68)</td>
<td>14.42 (7.71)</td>
<td>−3.74 (58)</td>
<td>&lt;.001</td>
<td>−0.49</td>
<td>59</td>
</tr>
<tr>
<td>Mental health literacy (MHLS)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>84.91 (8.10)</td>
<td>85.80 (8.3)</td>
<td>1.66 (59)</td>
<td>.10</td>
<td>0.21</td>
<td>60</td>
</tr>
<tr>
<td>Quality of life and general health (WHOQOL-BREF)&lt;sup&gt;k&lt;/sup&gt;</td>
<td>6.63 (1.66)</td>
<td>7.65 (1.51)</td>
<td>6.48 (61)</td>
<td>&lt;.001</td>
<td>0.82</td>
<td>62</td>
</tr>
<tr>
<td>Physical health (WHOQOL-BREF)</td>
<td>25.10 (3.83)</td>
<td>27.98 (3.62)</td>
<td>6.31 (61)</td>
<td>&lt;.001</td>
<td>0.8</td>
<td>62</td>
</tr>
<tr>
<td>Psychological health (WHOQOL-BREF)</td>
<td>17.51 (3.58)</td>
<td>20.26 (3.78)</td>
<td>6.85 (61)</td>
<td>&lt;.001</td>
<td>0.87</td>
<td>62</td>
</tr>
<tr>
<td>Quality of life—social (WHOQOL-BREF)</td>
<td>9.85 (2.2)</td>
<td>10.97 (2.27)</td>
<td>4.27 (61)</td>
<td>&lt;.001</td>
<td>0.54</td>
<td>62</td>
</tr>
<tr>
<td>Quality of life—environmental (WHOQOL-BREF)</td>
<td>31.34 (4.48)</td>
<td>33.24 (3.85)</td>
<td>4.79 (61)</td>
<td>&lt;.001</td>
<td>0.61</td>
<td>62</td>
</tr>
</tbody>
</table>

<sup>a</sup>The t test value associated with the 2-tailed paired sample t test assessing pre-post differences.
<sup>b</sup>Effect size=Cohen d associated with the respective pre-post difference.
<sup>c</sup>Some participants failed to complete specific postintervention measures, leading to slight deviations in the sample size between the comparisons.
<sup>d</sup>PHQ-9: Patient Health Questionnaire-9 [61,62].
<sup>e</sup>BDI-II: Beck Depression Inventory-II [78,79].
<sup>f</sup>GAD-7: Generalized Anxiety Disorder-7 [63,64].
<sup>g</sup>BAI: Beck Anxiety Inventory [82,83].
<sup>h</sup>GSE: General Self-Efficacy Scale [90].
<sup>i</sup>WSAS: Work and Social Adjustment Scale [88,89].
<sup>j</sup>MHLS: Mental Health Literacy Scale [93,94].
<sup>k</sup>WHOQOL-BREF: World Health Organization Quality of Life Scale (brief version) [85,86].

**Anxiety Group**

Table 5 displays the means and SDs for the pre- and postintervention points, the results of the 2-tailed paired samples t tests, and the corresponding effect sizes (Cohen d) for the anxiety group. Regarding symptoms of anxiety (primary outcome), we observed significant improvements in the GAD-7 score (t<sub>30</sub>=−4.45, P<.001; Cohen d=−0.80) but not in the BAI score (t<sub>30</sub>=−1.96, P=.06; Cohen d=−0.35). Regarding the secondary outcomes, the symptoms of depression assessed with the PHQ-9 (t<sub>32</sub>=−4.58, P<.001; Cohen d=−0.8) and the BDI-II (t<sub>21</sub>=−3.53, P=.002; Cohen d=−0.75) significantly decreased. In addition, perceived self-efficacy (t<sub>30</sub>=3.97, P<.001; Cohen d=0.71), mental health literacy (t<sub>30</sub>=2.07, P=.048; Cohen d=0.38), overall quality of life and general health (t<sub>30</sub>=2.53, P=.02; Cohen d=0.45), and psychological health (t<sub>30</sub>=2.21, P=.03; Cohen d=0.40) assessed with the WHOQOL-BREF significantly improved. Maladjustment assessed with the WSAS (t<sub>30</sub>=−0.36, P=.72; Cohen d=−0.06), physical health (t<sub>30</sub>=1.75, P=.09; Cohen d=0.31), quality of life related to social relationships (t<sub>30</sub>=0.18, P=.86; Cohen d=0.03), and quality of life related to one’s environment (t<sub>30</sub>=1.38, P=.18; Cohen d=0.25) assessed with the WHOQOL-BREF did not significantly improve in the intervention period. At the postintervention point, participants rated the usability of the smartphone-based digital health app for treating symptoms of anxiety as high (mean usability score of 81.68 out of 100) on the SUS, corresponding to above-average usability [98]. Participants also rated their satisfaction with the bCBT intervention program as high (mean score of 81.68 [out of 100] on the SUS, corresponding to above-average usability [98]). Participants also rated their satisfaction with the bCBT intervention program as high (mean score of 81.68 [out of 100] on the SUS, corresponding to above-average usability [98]).
In this study, the effect sizes observed in our study were similar to the effect sizes observed in other studies [104]. Similarly, the effect sizes obtained in this meta-analysis comprised, on average, more face-to-face contact with therapists compared to other studies. In addition, a previous meta-analysis on the effectiveness of bCBT programs showed similarly large pre-post treatment effect sizes for depression and anxiety disorders, ranging from 12 to 15 weeks [46,105]. Various factors such as measurement instruments and sample characteristics may influence effect sizes, so treatment effects should only be cautiously compared between studies. However, the current data indicated that compared with previous approaches, the evaluated bCBT program is at least an equally effective and resource-efficient intervention for reducing the symptoms of depression and anxiety in university students.

Regarding within-group differences between intervention outcomes, we observed larger effects for the symptoms of depression or anxiety than for secondary outcomes such as work and social adjustment or self-efficacy. This pattern of findings is in line with a previous meta-analysis [104] and may be explained by the explicit focus of our intervention on symptom reduction. In the anxiety group, significant symptom reduction was observed in the GAD-7 but not in the BAI (P=.06). The GAD-7 primarily assesses symptoms of generalized (cognitive) anxiety, whereas the BAI comprises various items capturing physical symptoms of anxiety (e.g., muscle tension, heart rate, and shakiness). Our intervention’s focus on the cognitive aspects of anxiety and psychoeducation rather than in vivo exposure therapy may explain this finding.

### Table 5. Means and SDs for the pre- and postintervention points, results of the 2-tailed paired samples t tests, corresponding effect sizes (Cohen d), and sample size for each comparison in the anxiety group.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Preintervention point, mean (SD)</th>
<th>Postintervention point, mean (SD)</th>
<th>t test (df)a</th>
<th>P value</th>
<th>Effect sizeb, Cohen d</th>
<th>Sample size, n c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms of anxiety (GAD-7d)</td>
<td>11.33 (3.93)</td>
<td>8.23 (4.91)</td>
<td>−4.45 (30)</td>
<td>&lt;.001</td>
<td>−0.80</td>
<td>31</td>
</tr>
<tr>
<td>Symptoms of anxiety (BAIe)</td>
<td>21 (10.48)</td>
<td>17.69 (10.47)</td>
<td>−1.96 (31)</td>
<td>.06</td>
<td>−0.35</td>
<td>32</td>
</tr>
<tr>
<td>Symptoms of depression (PHQ-9f)</td>
<td>10.7 (4.28)</td>
<td>7.3 (4.33)</td>
<td>−4.58 (32)</td>
<td>&lt;.001</td>
<td>−0.80</td>
<td>33</td>
</tr>
<tr>
<td>Symptoms of depression (BDI-IIg)</td>
<td>18.06 (9.92)</td>
<td>12.95 (9.22)</td>
<td>−3.53 (21)</td>
<td>.002</td>
<td>−0.75</td>
<td>22</td>
</tr>
<tr>
<td>Perceived self-efficacy (GSEh)</td>
<td>24.94 (6.43)</td>
<td>27.19 (5.95)</td>
<td>3.97 (30)</td>
<td>&lt;.001</td>
<td>0.71</td>
<td>31</td>
</tr>
<tr>
<td>Work and social adjustment (WSASi)</td>
<td>16.61 (8.21)</td>
<td>16.03 (8.15)</td>
<td>−0.36 (31)</td>
<td>.72</td>
<td>−0.06</td>
<td>32</td>
</tr>
<tr>
<td>Mental health literacy (MHLSj)</td>
<td>86.45 (8.17)</td>
<td>87.34 (7.18)</td>
<td>2.07 (28)</td>
<td>.048</td>
<td>.38</td>
<td>29</td>
</tr>
<tr>
<td>Quality of life and general health (WHOQOL-BREFk)</td>
<td>6.7 (1.74)</td>
<td>7.16 (1.66)</td>
<td>2.53 (30)</td>
<td>.02</td>
<td>0.45</td>
<td>31</td>
</tr>
<tr>
<td>Physical health (WHOQOL-BREF)</td>
<td>24.79 (4.31)</td>
<td>25.9 (4.77)</td>
<td>1.75 (30)</td>
<td>.09</td>
<td>0.31</td>
<td>31</td>
</tr>
<tr>
<td>Psychological health (WHOQOL-BREF)</td>
<td>18.39 (4.59)</td>
<td>19.13 (4.64)</td>
<td>2.21 (30)</td>
<td>.03</td>
<td>0.4</td>
<td>31</td>
</tr>
<tr>
<td>Quality of life—social (WHOQOL-BREF)</td>
<td>10.33 (2.29)</td>
<td>10.32 (2.23)</td>
<td>0.18 (30)</td>
<td>.86</td>
<td>0.03</td>
<td>31</td>
</tr>
<tr>
<td>Quality of life—environmental (WHOQOL-BREF)</td>
<td>30.09 (4.33)</td>
<td>30.68 (3.78)</td>
<td>1.38 (30)</td>
<td>.18</td>
<td>0.25</td>
<td>31</td>
</tr>
</tbody>
</table>

---

aThe t test value associated with the 2-tailed paired sample t test assessing pre-post differences.
bEffect size= Cohen d associated with the respective pre-post difference.
cSome participants failed to complete some postintervention measures, leading to slight deviations in the sample size between the comparisons.
dGAD-7: Generalized Anxiety Disorder-7 [63,64].
eBAI: Beck Anxiety Inventory [82,83].
fPHQ-9: Patient Health Questionnaire-9 [61,62].
gBDI-II: Beck Depression Inventory-II [78,79].
hGSE: General Perceived Self-Efficacy Scale [90].
iWSAS: Work and Social Adjustment Scale [88,89].
jMHLS: Mental Health Literacy Scale [93,94].
kWHOQOL-BREF: World Health Organization Quality of Life Scale (brief version) [85,86].

### Discussion

#### Principal Findings

This study investigated the efficacy and feasibility of a 6-week bCBT program for mild to moderate depression or anxiety in university students. Overall, participants showed improvements in their primary symptoms, which generalized to other symptom domains, quality of life, and self-efficacy. In addition, participants reported high satisfaction with the intervention program and the elona therapy app. The intervention evaluated in this study produced within-group effect sizes that were considerably larger than those observed in waitlist control groups over similar periods [102,103] suggesting that the brief bCBT program may be efficacious.

In addition, a previous meta-analysis on the effectiveness of standard evidence-based psychological treatments in practices revealed similarly large pre-post treatment effect sizes for depression (Cohen d=0.87) and anxiety (Cohen d=0.88), as observed in our study [104]. Importantly, the studies included in this meta-analysis comprised, on average, more face-to-face time with a therapist [104]. Similarly, the effect sizes obtained in this study were similar to the effect sizes observed in previous, more extensive bCBT programs for patients with depression or anxiety disorders, ranging from 12 to 15 weeks [46,105]. Various factors such as measurement instruments and sample characteristics may influence effect sizes, so treatment effects should only be cautiously compared between studies. However, the current data indicated that compared with previous approaches, the evaluated bCBT program is at least an equally effective and resource-efficient intervention for reducing the symptoms of depression and anxiety in university students.

Regarding within-group differences between intervention outcomes, we observed larger effects for the symptoms of depression or anxiety than for secondary outcomes such as work and social adjustment or self-efficacy. This pattern of findings is in line with a previous meta-analysis [104] and may be explained by the explicit focus of our intervention on symptom reduction. In the anxiety group, significant symptom reduction was observed in the GAD-7 but not in the BAI (P=.06). The GAD-7 primarily assesses symptoms of generalized (cognitive) anxiety, whereas the BAI comprises various items capturing physical symptoms of anxiety (e.g., heat sensations, accelerated heart rate, and shakiness). Our intervention’s focus on the cognitive aspects of anxiety and psychoeducation rather than in vivo exposure therapy may explain this finding.
Although work and social adjustment improved significantly in the depression group, this was not the case for the anxiety group. This may be because of worse work and social adjustment before the intervention in the individuals with the symptoms of depression compared with those with symptoms of anxiety, as it has been found earlier in the literature [106,107]. Similarly, all domains of quality of life significantly improved in the depression group and only some improved in the anxiety group. Follow-up studies with similar sample sizes across symptom groups (ie, depression or anxiety) are required to understand whether the observed differences may be because of the lower sample size of the anxiety group compared with the depression group in this study. Moreover, the intervention program we offered in the anxiety group appeared significantly effective in improving mental health literacy, whereas an improvement in this domain was not significant in the depression group. It remains unclear whether this is because of different patient characteristics in groups or different content provided for those groups, either within sessions or in the elona therapy app (Tables 2 and 3).

Regarding the feasibility of the evaluated program, participants in both study groups rated their satisfaction with the intervention as high. Satisfaction ratings were similar to those provided in the study by Romijn et al [105], who found that participants rated their satisfaction with the bCBT program to be 25.61 (SD 4.21) on average or higher than that reported by Kooistra et al [108], who found the mean satisfaction to be 22.71 (SD 4.82). Notably, these previous bCBT programs are more extensive than those we provided, with the one in the study by Romijn et al [105] lasting 15 weeks and the one in the study by Kooistra et al [108] lasting 10 weeks. Participants also indicated high usability of the elona therapy modules, corresponding to acceptable usability according to guidelines [101]. High feasibility was also evident from the remarkably low attrition rates. Approximately 94% of the participants in the depression group and 92% of the participants in the anxiety group completed the 6-week bCBT program as intended. Moreover, the participants’ good engagement with the app during the study period further supports the feasibility of the elona therapy app. The blended treatment program introduced in this study appears to be a safe treatment option, as no adverse events were reported in this study.

**Limitations and Future Research Directions**

As this study was planned as an uncontrolled trial, several limitations point toward future research directions. First, this study comprised only 2 measurement points (before and after the assessment). Future research with more measurement points is needed to establish the ideal duration of the evaluated bCBT intervention (eg, to establish whether incremental symptom reduction occurs after the sixth week). Further work should also test the stability of the obtained improvements through follow-up assessments. Second, as a feasibility study focusing on within-group improvements, this study did not include control groups. Thus, future research using appropriate active (eg, standard CBT treatment) or passive (eg, waitlist control) groups is needed. In addition, dismantling studies could be useful for evaluating the effects of different elements of the elona therapy modules. Third, we only performed a complete analysis in this trial, which may have overestimated the intervention’s benefits. However, given the small number of dropouts in both groups, the differences in complete and intent-to-treat analyses were small. Fourth, this study focused on a convenience sample, including a vulnerable population (ie, university students) with mild to moderate symptoms. The findings may have limited generalizability to populations with different characteristics and to other student samples in different cultures or different regions of Germany. Fifth, we only used patient-reported outcomes in this study. The use of only self-report may provide a limited depiction of patients’ situations owing to patients’ possible inaccurate evaluation of their situation or response biases such as social desirability bias. Further work can complement some of the outcome measures (eg, symptoms of depression and anxiety) by a clinical rating scale such as therapist rating questionnaires.

This trial used only a quantitative study design, which may inform researchers only limitedly about the investigated program. To explore patients’ in-depth experiences with this novel bCBT program, an additional qualitative study was needed. As a follow-up to this trial, we invited all participants who had completed the last face-to-face session with their therapist to participate in a follow-up interview conducted by an interviewer who was not involved in the therapeutic process. The results of this qualitative investigation were published in a separate article [109].

Further work is needed to assess the efficacy and feasibility of the evaluated bCBT program in other groups and individuals with more severe symptomatology.

In summary, this feasibility study provided preliminary evidence based on an uncontrolled pre-post trial design for the efficacy of a novel bCBT program for treating mild to moderate depression and anxiety. Promisingly, substantial symptom improvements were generalized across various outcomes and were accompanied by high patient satisfaction and adherence. Future research is needed to evaluate the efficacy of the evaluated program in different populations and over longer time intervals.
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Abstract

Background: The Patient Health Questionnaire-2 (PHQ-2) and Insomnia Severity Index-2 (ISI-2) are screening assessments that reflect the past 2-week experience of depression and insomnia, respectively. Retrospective assessment has been associated with reduced accuracy owing to recall bias.

Objective: This study aimed to increase the reliability of responses by validating the use of the PHQ-2 and ISI-2 for daily screening.

Methods: A total of 167 outpatients from the psychiatric department at the Yongin Severance Hospital participated in this study, of which 63 (37.7%) were male and 104 (62.3%) were female with a mean age of 35.1 (SD 12.1) years. Participants used a mobile app (“Mental Protector”) for 4 weeks and rated their depressive and insomnia symptoms daily on the modified PHQ-2 and ISI-2 scales. The validation assessments were conducted in 2 blocks, each with a fortnight response from the participants. The modified version of the PHQ-2 was evaluated against the conventional scales of the Patient Health Questionnaire-9 and the Korean version of the Center for Epidemiologic Studies Depression Scale–Revised.

Results: According to the sensitivity and specificity analyses, an average score of 3.29 on the modified PHQ-2 was considered valid for screening for depressive symptoms. Similarly, the ISI-2 was evaluated against the conventional scale, Insomnia Severity Index, and a mean score of 3.50 was determined to be a valid threshold for insomnia symptoms when rated daily.

Conclusions: This study is one of the first to propose a daily digital screening measure for depression and insomnia delivered through a mobile app. The modified PHQ-2 and ISI-2 were strong candidates for daily screening of depression and insomnia, respectively.

(JMIR Ment Health 2023;10:e45543) doi:10.2196/45543
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Introduction

Background
Depression is the leading cause of mental illness in the general population and in primary care, instigating a substantial global health-related burden [1]. It is characterized by sadness, the loss of interest, tiredness, poor concentration, feelings of guilt, and disturbed sleep or appetite. In severe cases, depression can be associated with chronic diseases, high use of health care services, suicide, shortened life expectancy, and reduced quality of life [2].

Insomnia (a common comorbid condition with depression) is associated with difficulties in initiating or maintaining sleep, and its prevalence related to a reduction in physical and mental health [3]. Clinical and epidemiological studies have highlighted that sleep disturbances are closely linked to major depression [4]. In addition, studies have reported a comparable prevalence of insomnia among 41% of patients diagnosed with depression, with additional research suggesting a potential bidirectional link between the 2 disorders [5].

Various methods have been used to assess and screen for the symptoms of depression and insomnia. Screening assessment does not confirm diagnosis; however, depending on the results, they might be used to determine the risk of the respondent and refer accordingly [6]. Therefore, it is essential that such measures are reliable and valid to ensure that the generated outcomes are clinically accurate [7]. Brief self-report measures have been developed and used to screen for common mental disorders, depression, and insomnia. A self-report measure of depression, Patient Health Questionnaire-9 (PHQ-9), which matches the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition criteria of major depressive disorder, has been evaluated as the most reliable screening tool for depression through various systematic reviews and meta-analyses [6,8,9]. Likewise, the Insomnia Severity Index (ISI), a self-report measure of insomnia, has been recognized to effectively detect sleep problems [10,11].

However, based on the interest in fewer screening questions and the efficacy of such measures of depression and insomnia, further shortened versions of the PHQ-9 and ISI have been presented and validated in the literature. The Patient Health Questionnaire-2 (PHQ-2) uses the first 2 questions of the PHQ-9 concerning the frequency of depressed mood and anhedonia over the past 2 weeks [12]. This has demonstrated good sensitivity for detecting major depression [13,14]. Similarly, the Insomnia Severity Index-2 (ISI-2) is a 2-item version of the ISI that grades one’s satisfaction with current sleep patterns and assesses the interference with daily functioning because of sleep patterns. This has been proposed as a strong candidate for a brief scale measuring insomnia, with good psychometric properties [15].

Despite the reliable and valid quality of brief self-report measures for screening, depression and insomnia have often been underdetected and undertreated within primary care settings and the general community [16,17]. Various factors, including low prioritization, stigma, and barriers to assessment, have been suggested as reasons for underreporting [18]. With the increase in the availability and adoption of smartphones, enhanced methods of using new digital technologies to access and engage health care treatment have been established globally [19-21]. This has introduced assessment methods and intervention delivery, as apps can be designed for self-assessment and assist patients in assessing and monitoring their symptoms [22]. The use of smartphone apps also allows for ecological momentary assessment (EMA), which increases the accuracy of self-report responses by reducing recall bias and preventing aggregation by measuring the key variables in natural environments and in real time [23,24]. Existing systematic reviews have identified that EMA methods for collecting data are effective and reasonable for measuring momentary mood and stress owing to the ubiquity and easy use of smartphones [25].

Objective
In accordance with the growth in the ability of EMA, this study aimed to address the existing barriers to assessment. As existing PHQ-2 and ISI-2 screening assessments are reflective of the experience from the previous 2 weeks, this study aimed to enhance the EMA by implementing the PHQ-2 and ISI-2 daily via a smartphone app. In addition, a psychometric assessment of the daily PHQ-2 and ISI-2 scales was conducted to evaluate the validity of smartphone-based daily screening measures. In particular, the assessment of PHQ-2 has been conducted twice daily, in the morning and afternoon, to control for the potential diurnal variations of depressive symptoms, which can fluctuate depending on the time [26].

Methods
Participants
Patients from the psychiatric outpatient clinic of the Yongin Severance Hospital in South Korea were recruited for this study. An offline advertisement was posted on bulletin boards near the psychiatry department. To be eligible, the participants must (1) be outpatients of psychiatric department (patients do not necessarily require a clinical diagnosis of depression or insomnia), (2) be aged ≥18 years, (3) provide consent for voluntary research participation, and (4) have an Android smartphone with access to Wi-Fi or 4G or 5G internet connectivity.

Ethics Approval
This study was approved by the Institutional Review Board of the Yongin Severance Hospital (institutional review board number 9-2020-0160) and conducted in accordance with the Declaration of Helsinki. All participants provided written informed consent before participation.

Materials
PHQ-9 Cutoff Score
The PHQ-9 is a 9-item questionnaire that assesses the severity of depression. The scores range from 0 to 27, with each question scored between 0 (not at all) and 3 (nearly every day). This scale is a reliable and valid measure for screening depression severity. A validation study of the Korean version of the PHQ-9, which reported a cutoff score of 10 for screening depression,
demonstrated 81.8% sensitivity and 89.9% specificity [27]. Henceforth, in this study, the Korean version of the PHQ-9, with a cutoff score of 10, was used to assess the level of depression within the participants.

**Modified PHQ-2**
The PHQ-2 is a reduced version of the existing PHQ-9 scale, which evaluates the frequency of depressive symptoms and anhedonia over the past fortnight, with each item scored between 0 (not at all) and 3 (nearly every day). The use of the PHQ-2 for screening depression has been previously validated with a threshold PHQ-2 score of ≥3, reporting a sensitivity of 83% and a specificity of 92% in detecting major depression [12]. A recent validation of the PHQ-2 has reported a more conservative approach of considering 2 as the threshold value, which has been presented in various studies [13,28]. This study used the same PHQ-2 scale items, which were “How often have you been bothered by the following? 1) Little interest or pleasure in doing things; 2) Feeling down, depressed or hopeless,” and a modified response options for participants to rate their symptoms daily, with scores ranging from 0 to 4 (never, rarely, sometimes, often, and always). The number of PHQ-2 response options was modified to be in line with other daily scales and enhance participants’ usability, considering that this was a daily measure over a period of 28 days.

**Center for Epidemiologic Studies Depression Scale–Revised**
The Center for Epidemiologic Studies Depression Scale–Revised is a revised version of the original Center for Epidemiologic Studies Depression, which is used to screen for depressive disorders. It is a 20-item measure that adequately assesses the fundamental symptoms of depression as described in the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition [29]. In this study, the validated Korean version of the Center for Epidemiologic Studies Depression Scale–Revised (K-CESD-R) was implemented, with a threshold of 13 to identify the level of depression [30].

**ISI Scores**
The ISI is a 7-item self-report questionnaire that assesses the nature, severity, and impact of insomnia. The factors evaluated were sleep onset, sleep maintenance and early morning awakening problems, sleep dissatisfaction, interference of sleep difficulties with daytime functioning, noticeability of sleep problems by others, and distress caused by sleep difficulties. The items are scored on a 5-point Likert scale ranging from 0 (no problem) to 4 (very severe problem). The total score is interpreted in 4 different categories: absence of insomnia (0-7), subthreshold insomnia (8-14), moderate insomnia (15-21), and severe insomnia (22-28). Scores >15 were considered to indicate insomnia symptoms. Studies have reported adequate psychometric properties of the current scale [16].

**ISI-2 Scores**
The ISI-2 is a 2-item version of the ISI scale, and 1 item asks participants’ satisfaction with their current sleep pattern and another item represents the amount of interference with daily functioning because of their current sleep pattern. The total scores of the 2 items ranged from 0 to 8, and the scale has been validated with a cutoff of 6 points, which is considered appropriate to detect insomnia disorder with a sensitivity score of 84% and a specificity score of 76% [15]. This study implemented the ISI-2 scale items asking the participants to rate their symptoms daily, with scores ranging from 0 (not at all) to 4 (all the time).

**Mental Protector Mobile App**
The Mental Protector is a mobile app that comprises self-reporting depression- and insomnia-related scales designed to obtain data via an EMA [31]. Full scales of the K-CESD-R, PHQ-9, and ISI were administered at the baseline, midpoint (2 weeks after use), and end point (4 weeks after use). Modified PHQ-2 items were delivered daily to the participants through a push-alert method, once in the morning and once in the afternoon. Similarly, the ISI-2 scales were prompted to the participants, but only in the morning. The app was developed by a multidisciplinary team comprising a psychiatrist, researchers with expertise in eHealth delivery of interventions, and software programmers. The psychiatrist and researchers with experience in digital therapeutics provided advice on the study design and the protocol. On the basis of these guidelines, an IT firm named Mobigen Co developed the actual app for research. The initial language used was created in Korean, using the validated Korean version of the scales included. The screenshot image of the app used in this research has been translated into English and is presented in Figure 1.
Figure 1. Screenshots of the Mental Protector app in the order of the main title page, baseline questionnaire page and pages for daily depression and insomnia rating, respectively.

Procedures
Participants were recruited from the Department of Psychiatry Outpatient Clinic at Yongin Severance Hospital. Eligible participants were introduced to the study by the research team, and informed consent was obtained. The participants were introduced to the mobile app (“Mental Protector”) that was installed on Android devices. In addition, participants’ basic sociodemographic information was obtained, and baseline assessments of the PHQ-9, K-CESD-R, and ISI were performed. These assessments were conducted under the supervision of the study’s researchers who provided appropriate instructions on site at the outpatient clinic. Once completed, the participants were explained about the daily prompt alerts delivered by the push function. A push alert for the modified PHQ-2 scale was sent twice daily: once in the morning and once in the late afternoon. Considering the differences in one’s depressive levels depending on the time of the day, the option to assess twice daily was decided [26]. Regarding ISI-2, the push alert was sent once in the morning, questioning the participants’ sleep satisfaction from the previous night. Furthermore, in cases where the participants did not respond to the daily screening items from the initial push alert, additional automated push alerts were sent up to 3 times in total to prompt participation. The study was conducted for 28 days from the day of the app installation. It has been designed in 2 blocks of 14-day assessments, as the conventional method of depression- and insomnia-screening assessments are performed with a reflection of the previous 14 days [32,33]. Hence, daily assessment is required over this period to determine the mean score for both the modified PHQ-2 and ISI-2. Daily assessments with 4 questions in the morning and 2 questions in the afternoon are estimated to take approximately 1 minute to complete, and follow-up assessments on days 14 and 28 are estimated to take 15 minutes. The details of the study design are presented in Figure 2.

Figure 2. Study protocol outlining the design and process involved in this study. ISI: Insomnia Severity Index; K-CESD-R: Korean version of Center for Epidemiologic Studies Depression Scale–Revised; M1: mobile use time point 1; M2: mobile use time point 2; M3: mobile use time point 3; PHQ-9: Patient Health Questionnaire-9; V1: visit 1.
Statistical Analysis

The validation assessments were conducted in 2 blocks, each with a fortnightly response from the participants. On the basis of the PHQ-9 and K-CESD-R, the sensitivity and specificity of the modified PHQ-2 were calculated, and receiver operating characteristic (ROC) curve analysis was performed to identify the most appropriate threshold score for the modified PHQ-2. The mean score of the modified PHQ-2 was calculated from the assessment conducted in the morning and afternoon over a period of 2 weeks. Similarly, the sensitivity and specificity of ISI-2 were calculated based on the initial ISI response, and ROC curve analysis was used to identify the most appropriate threshold score for ISI-2. The mean score of the modified ISI-2 was calculated from the scores of the assessments conducted in the morning for a fortnight. Participants required 100% completion rates for the key biweekly measures—PHQ-9, K-CESD-R, and ISI—and >60% completion rates for daily assessments of the modified PHQ-2 and ISI-2 to be considered for analysis. SAS software (version 9.4; SAS Institute) was used for the analyses, and statistical significance was set at $P<.05$.

Results

Baseline Characteristics

A total of 201 outpatients participated in this study. Of the 201 outpatients, participant withdrawals and missing responses were removed, leaving 167 (83.1%) outpatients eligible for analysis in this study, 63 (37.7%) male patients and 104 (62.3%) female patients, aged between 18 and 69 years (mean 35.1, SD 12.1 years). This included the respondents with >60% of the daily assessment completion rates. There were no missing cases in the first 14 days of the daily assessment, and missing cases occurred during the 14- to 28-day period. On average, participants had 14.7 (SD 2.4) years of education. Regarding living arrangement status, 63.5% (106/167) of the patients were living alone and 36.5% (61/167) of the patients lived with cohabitants in their households. A total of 53.3% (89/167) of participants were currently employed, whereas 46.7% (78/167) were unemployed. Of the 167 participants, 86 (51.5%) participants had primary diagnosis of depression and 81 (48.1%) participants had other diagnoses, which included 33 (41%) patients with anxiety disorders, 19 (23%) patients with trauma and stress-related disorders, 10 (12%) patients with bipolar disorder, 6 (7%) patients with obsessive and compulsive disorder, 3 (4%) patients with psychosis, 8 (10%) patients with insomnia, 1 (1%) patient with attention-deficit/hyperactivity disorder, and 1 (1%) patient with bulimia nervosa. The basic sociodemographic details of the participants and the baseline measures of depression and insomnia are presented in Table 1, and the detailed breakdown of those with other than depression as primary diagnosis is presented in Multimedia Appendix 1.
Table 1. Demographic characteristics of participants (N=167).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Male participants (n=63)</th>
<th>Female participants (n=104)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>30 (47.6)</td>
<td>56 (53.9)</td>
</tr>
<tr>
<td>Other</td>
<td>33 (52.4)</td>
<td>48 (46.1)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>33 (52.5)</td>
<td>19 (18.3)</td>
</tr>
<tr>
<td>26-35</td>
<td>12 (19)</td>
<td>23 (22.1)</td>
</tr>
<tr>
<td>36-45</td>
<td>12 (19)</td>
<td>32 (30.8)</td>
</tr>
<tr>
<td>&gt;45</td>
<td>6 (9.5)</td>
<td>30 (28.8)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school and below</td>
<td>20 (31.7)</td>
<td>22 (21.1)</td>
</tr>
<tr>
<td>University</td>
<td>26 (41.3)</td>
<td>63 (60.6)</td>
</tr>
<tr>
<td>Graduate and above</td>
<td>17 (27)</td>
<td>19 (18.3)</td>
</tr>
<tr>
<td><strong>Current employment status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>31 (49.2)</td>
<td>47 (45.2)</td>
</tr>
<tr>
<td>Employed</td>
<td>32 (50.8)</td>
<td>57 (54.8)</td>
</tr>
<tr>
<td><strong>Socioeconomic status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>4 (6.3)</td>
<td>5 (4.8)</td>
</tr>
<tr>
<td>Mid</td>
<td>34 (54)</td>
<td>67 (65.1)</td>
</tr>
<tr>
<td>Low</td>
<td>25 (39.7)</td>
<td>31 (30.1)</td>
</tr>
<tr>
<td><strong>Alcohol consumption, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nondrinker</td>
<td>37 (58.7)</td>
<td>67 (64.4)</td>
</tr>
<tr>
<td>Drinker</td>
<td>26 (41.3)</td>
<td>37 (35.6)</td>
</tr>
<tr>
<td><strong>Smoking, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>38 (60.3)</td>
<td>71 (68.3)</td>
</tr>
<tr>
<td>Past smoker</td>
<td>8 (12.7)</td>
<td>14 (13.4)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>16 (27)</td>
<td>19 (18.3)</td>
</tr>
<tr>
<td><strong>Living arrangement, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>50 (79.4)</td>
<td>56 (53.8)</td>
</tr>
<tr>
<td>Together</td>
<td>13 (20.6)</td>
<td>48 (46.2)</td>
</tr>
<tr>
<td><strong>Baseline measures, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9a</td>
<td>12.4 (6.4)</td>
<td>12.2 (7.0)</td>
</tr>
<tr>
<td>K-CESD-Rb</td>
<td>30.6 (17.7)</td>
<td>32.8 (20.2)</td>
</tr>
<tr>
<td>ISIc</td>
<td>12.6 (6.6)</td>
<td>13.4 (6.2)</td>
</tr>
</tbody>
</table>

\(^{a}\)PHQ-9: Patient Health Questionnaire-9.

\(^{b}\)K-CESD-R: Korean version of the Center for Epidemiologic Studies Depression Scale–Revised.

\(^{c}\)ISI: Insomnia Severity Index.

**Reliability Analysis of Modified PHQ-2**

Internal consistency assessment of the modified PHQ-2 scale was conducted at 2 time points: after week 2 and at the end of week 4. Correlational analyses were conducted with the PHQ-2 responses and the responses of the PHQ-9 and K-CESD-R assessed at the midpoint and end of week 2. This process was repeated to assess the internal consistency of the modified PHQ-2 morning and evening scores at weeks 3 and 4, with the PHQ-9 and K-CESD-R scores at the end of week 4. The correlation matrix with Pearson \(r\) values is presented in Table 2.
Table 2. Correlation matrix of depression with Patient Health Questionnaire-2 (PHQ-2).

<table>
<thead>
<tr>
<th>Weeks 1-2 (r value)</th>
<th>AM PHQ-2</th>
<th>PM PHQ-2</th>
<th>Mid-PHQ-9</th>
<th>Mid-K-CESD-R</th>
<th>End PHQ-9</th>
<th>End K-CESD-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM PHQ-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>1.00</td>
<td>0.95</td>
<td>0.79</td>
<td>0.78</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PM PHQ-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.95</td>
<td>1.00</td>
<td>0.80</td>
<td>0.78</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mid-PHQ-9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.79</td>
<td>0.80</td>
<td>1.00</td>
<td>0.91</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mid-K-CESD-R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.78</td>
<td>0.78</td>
<td>0.91</td>
<td>1.00</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weeks 3-4 (r value)</th>
<th>AM PHQ-2</th>
<th>PM PHQ-2</th>
<th>End PHQ-9</th>
<th>End K-CESD-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM PHQ-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>1.00</td>
<td>0.97</td>
<td>0.81</td>
<td>0.79</td>
</tr>
<tr>
<td>P value</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PM PHQ-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.97</td>
<td>1.00</td>
<td>0.79</td>
<td>0.76</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>End PHQ-9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.81</td>
<td>0.79</td>
<td>—</td>
<td>1.00</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>End K-CESD-R</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.79</td>
<td>0.76</td>
<td>—</td>
<td>0.93</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aMorning PHQ-2 assessment.
bAfternoon PHQ-2.
cPHQ-9: Patient Health Questionnaire-9.
dPHQ-9 assessment at week 2.
eK-CESD-R: Korean version of the Center for Epidemiologic Studies Depression Scale–Revised.
fK-CESD-R assessment at week 2.
gPHQ-9 assessment at week 4.
hK-CESD-R assessment at week 4.
iNot applicable.

Cronbach α assessment of the modified PHQ-2 at week 2 presented a value of .94 and .94 for PHQ-9 and K-CESD-R, respectively, at midpoint (both $P<.001$) and 94 and .95 for PHQ-9 and K-CESD-R, respectively, at end point of week 4 (both $P<.001$), both identifying a high reliability for modified PHQ-2 measures in comparison with PHQ-9 and K-CESD-R. The tests showed a significant correlation between each depression scale score.

Test-retest reliability of the modified PHQ-2 scale was assessed by comparing the mean morning scores of the modified PHQ-2 between the first 2 weeks and the latter 2 weeks. This was assessed using the evening scores of the modified PHQ-2. The Pearson coefficient scores reported good test-retest reliability for reporting 0.89 and 0.90, respectively, with significant $P$ values (both $P<.001$).
Area Under the Curve and Cutoff Point of the Modified PHQ-2

The ROC curve evaluated the sensitivity and specificity of the modified PHQ-2 rating scale. The modified PHQ-2 daily rating scales were assessed twice with the PHQ-9 and twice with the K-CESD-R, each at 2 time points: once at the midpoint of week 2 and at the end of week 4. According to the area under the curve (AUC) values, there was no significant difference between the modified PHQ-2 screening conducted in the morning and afternoon. Thus, the ability to detect depression did not differ depending on the time of the PHQ-2 assessment. The details of the ROC assessment, including the AUC values, are shown in Figure 3.

Figure 3. Receiver operating characteristics (ROC) curve for the modified Patient Health Questionnaire-2 (PHQ-2) daily rating scale, with the comparison of modified PHQ-2 morning (AM) and afternoon (PM) responses. They are displayed as follows: A) PHQ-9 at week 2; B) Korean version of Center for Epidemiologic Studies Depression Scale–Revised (K-CESD-R) at week 2; C) PHQ-9 at week 4; D) K-CESD-R at week 4. AUC: area under the curve.

The sensitivity and specificity values corresponding to the modified PHQ-2 cutoff scores are presented in Table 3. Here, a score of ≥10 for the PHQ-9 and 13 for the K-CESD-R detected depression. On the basis of ordering of cutoff values of all 8 assessments, including morning and afternoon at week 2 and week 4, and in comparison with the PHQ-9 and K-CESD-R scales, Youden J (YJ) statistics were used to determine the optimal threshold value. The YJ index summarizes the ROC curve by assessing the effectiveness of the diagnostic mark and enabling the selection of an optimal cutoff value [34]. Table 3 shows that 3.29 was most frequently identified cutoff value that had the highest YJ value and, therefore, was considered the acceptable cutoff value for daily screening of depression. Initially, 15 participants with low adherence rates, below 60%, were removed. The overall completion rate of the included 167 participants was 94.8%. Those with missing responses were from the second fortnight of the study; therefore, it is anticipated that the accuracy of the data from weeks 3 and 4 might have implications. Consequently, when establishing the optimal cutoff value, the preference for the results from the first 2 weeks was considered.
### Table 3. Cutoff value of Patient Health Questionnaire-2 (PHQ-2) compared with Patient Health Questionnaire-9 (PHQ-9) and the Korean version of Center for Epidemiologic Studies Depression Scale–Revised (K-CESD-R).

<table>
<thead>
<tr>
<th>Scale and cutoff value</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>YF³</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Week 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PHQ-2, AM^b, compared with PHQ-9</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.14</td>
<td>0.98</td>
<td>0.69</td>
<td>0.67</td>
</tr>
<tr>
<td>3.29</td>
<td>0.94</td>
<td>0.73</td>
<td>0.67</td>
</tr>
<tr>
<td>3.36</td>
<td>0.91</td>
<td>0.75</td>
<td>0.66</td>
</tr>
<tr>
<td>3.21</td>
<td>0.96</td>
<td>0.69</td>
<td>0.65</td>
</tr>
<tr>
<td>3.43</td>
<td>0.89</td>
<td>0.76</td>
<td>0.65</td>
</tr>
<tr>
<td><strong>PHQ-2, PM^c, compared with PHQ-9</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.29</td>
<td>0.90</td>
<td>0.75</td>
<td>0.65</td>
</tr>
<tr>
<td>3.21</td>
<td>0.91</td>
<td>0.71</td>
<td>0.63</td>
</tr>
<tr>
<td>3.43</td>
<td>0.85</td>
<td>0.77</td>
<td>0.63</td>
</tr>
<tr>
<td>3.50</td>
<td>0.84</td>
<td>0.79</td>
<td>0.63</td>
</tr>
<tr>
<td>3.71</td>
<td>0.80</td>
<td>0.82</td>
<td>0.63</td>
</tr>
<tr>
<td><strong>PHQ-2, AM, compared with K-CESD-R</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.29</td>
<td>0.80</td>
<td>0.83</td>
<td>0.63</td>
</tr>
<tr>
<td>3.14</td>
<td>0.83</td>
<td>0.79</td>
<td>0.62</td>
</tr>
<tr>
<td>3.36</td>
<td>0.77</td>
<td>0.85</td>
<td>0.62</td>
</tr>
<tr>
<td>3.21</td>
<td>0.82</td>
<td>0.79</td>
<td>0.61</td>
</tr>
<tr>
<td>3.07</td>
<td>0.84</td>
<td>0.77</td>
<td>0.61</td>
</tr>
<tr>
<td><strong>PHQ-2, PM, compared with K-CESD-R</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.29</td>
<td>0.79</td>
<td>0.90</td>
<td>0.69</td>
</tr>
<tr>
<td>3.36</td>
<td>0.75</td>
<td>0.90</td>
<td>0.65</td>
</tr>
<tr>
<td>3.21</td>
<td>0.80</td>
<td>0.85</td>
<td>0.64</td>
</tr>
<tr>
<td>3.43</td>
<td>0.74</td>
<td>0.90</td>
<td>0.64</td>
</tr>
<tr>
<td>3.50</td>
<td>0.72</td>
<td>0.90</td>
<td>0.62</td>
</tr>
<tr>
<td><strong>Week 4</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PHQ-2, AM, compared with PHQ-9</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.67</td>
<td>0.86</td>
<td>0.78</td>
<td>0.63</td>
</tr>
<tr>
<td>3.79</td>
<td>0.83</td>
<td>0.80</td>
<td>0.63</td>
</tr>
<tr>
<td>3.91</td>
<td>0.80</td>
<td>0.82</td>
<td>0.62</td>
</tr>
<tr>
<td>3.67</td>
<td>0.84</td>
<td>0.78</td>
<td>0.62</td>
</tr>
<tr>
<td>3.78</td>
<td>0.83</td>
<td>0.79</td>
<td>0.62</td>
</tr>
<tr>
<td><strong>PHQ-2, PM, compared with PHQ-9</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.71</td>
<td>0.86</td>
<td>0.74</td>
<td>0.60</td>
</tr>
<tr>
<td>3.78</td>
<td>0.84</td>
<td>0.76</td>
<td>0.60</td>
</tr>
<tr>
<td>3.86</td>
<td>0.83</td>
<td>0.77</td>
<td>0.60</td>
</tr>
<tr>
<td>4.08</td>
<td>0.75</td>
<td>0.84</td>
<td>0.59</td>
</tr>
<tr>
<td>3.68</td>
<td>0.86</td>
<td>0.73</td>
<td>0.59</td>
</tr>
<tr>
<td><strong>PHQ-2, AM, compared with K-CESD-R</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.86</td>
<td>0.68</td>
<td>0.98</td>
<td>0.66</td>
</tr>
<tr>
<td>Scale and cutoff value</td>
<td>Sensitivity</td>
<td>Specificity</td>
<td>YJ*</td>
</tr>
<tr>
<td>------------------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-----</td>
</tr>
<tr>
<td>3.79</td>
<td>0.70</td>
<td>0.96</td>
<td>0.66</td>
</tr>
<tr>
<td>3.09</td>
<td>0.85</td>
<td>0.81</td>
<td>0.66</td>
</tr>
<tr>
<td>3.00</td>
<td>0.87</td>
<td>0.79</td>
<td>0.66</td>
</tr>
<tr>
<td>3.91</td>
<td>0.67</td>
<td>0.98</td>
<td>0.65</td>
</tr>
</tbody>
</table>

**PHQ-2, PM, compared with K-CESD-R**

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>YJ*</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.45</td>
<td>0.78</td>
<td>0.91</td>
<td>0.68</td>
</tr>
<tr>
<td>3.41</td>
<td>0.80</td>
<td>0.89</td>
<td>0.68</td>
</tr>
<tr>
<td>3.57</td>
<td>0.77</td>
<td>0.91</td>
<td>0.68</td>
</tr>
<tr>
<td>3.43</td>
<td>0.79</td>
<td>0.89</td>
<td>0.67</td>
</tr>
<tr>
<td>3.21</td>
<td>0.82</td>
<td>0.85</td>
<td>0.67</td>
</tr>
</tbody>
</table>

*YJ: Youden J statistic value.

**Reliability Assessment of ISI-2**

In addition to the modified PHQ-2, an internal consistency assessment of the ISI-2 scale was also conducted, first after 2 weeks of use and then again at the end of week 4. Correlational analyses of the ISI-2 responses for the first 2 weeks were compared, with the ISI responses assessed at the midpoint and at the end of week 2. This process was repeated to assess the internal consistency of the ISI-2 at weeks 3 and 4 with the ISI scores at the end of week 4, the end point. Pearson r for the first 2 weeks was 0.78 and 0.81 for the last 2 weeks; Cronbach α was .88 and .89, respectively.

The test-retest reliability of the ISI-2 scale was also assessed by comparing the mean scores of the ISI-2 in the first 2 weeks with the latter 2 weeks. The Pearson coefficient scores reported good test-retest reliability, reporting 0.88 with a significant P value (P<.001).

**AUC and Cutoff Point of ISI-2**

The ROC curve was used to evaluate the sensitivity and specificity of the daily ISI-2 rating scale. Each scale evaluation was performed twice, each at 2 time points, once at the midpoint of week 2 and the other at the end point of week 4. The AUC value was 0.85 and 0.88, respectively, for midpoint and end point assessment. The sensitivity and specificity values corresponding to various ISI-2 cutoff scores are presented in Multimedia Appendix 2. On the basis of assessments and use of the YJ index for the PHQ-2, a threshold value of 3.50 was considered acceptable to screen for insomnia when using the ISI-2. This cutoff value was consistent at the midpoint and end point, with the highest overall YJ score based on sensitivity and specificity analyses.

**Discussion**

**Principal Findings**

Traditional clinical assessments have relied heavily on retrospective questionnaires, asking respondents to recall their experiences and summarizing their responses to questions [35]. Previous research has shown that individuals with clinical depression show greater inaccuracy in their recall, which can have considerable clinical implications for the patient and their treatment experience [36]. Thus, this study proposed a method of digital daily screening to reduce any recall bias and observe the severity and frequency of conditions over time.

Using brief measures of depression and insomnia, namely, the modified PHQ-2 and ISI-2, respectively, this study presented a daily screening process to increase the accuracy of the EMA and reduce any recall bias. In addition, to justify that these digital daily screening scales are comparable with the existing measures, a psychometric validation of daily rating scales of the modified PHQ-2 and ISI-2 was conducted. Considering the ubiquitous nature of smartphone devices [37], these screening measures were delivered via smartphone apps. To control the possible variations in depressed mood depending on the time of day [26], screening assessments were conducted once daily in the morning and again in the afternoon for the depression-screening scale of the modified PHQ-2. Sleep quality was assessed once daily. The study was conducted with outpatient psychiatric patients, thus comprising a clinical population with depressive symptoms as their primary diagnosis or with other mental health conditions.

As per the study design, daily assessments were considered more accurate for screening of depressive symptoms than asking participants to reflect on the previous fortnight. From the psychometric evaluation of the modified PHQ-2 scale, the ROC curve findings reported no difference between the morning and afternoon responses of the modified PHQ-2 when assessed, in contrast to the traditional scales of the PHQ-9 and K-CESD-R. Unlike the anticipated diurnal variation, there was no significant disparity, suggesting that the use of the modified PHQ-2 was a viable measure for screening at any time of the day. Moreover, based on the reliability evaluations, the modified PHQ-2 scale showed good psychometric properties, demonstrating that it is a reliable screening measure for depression.

With the adaptation of the PHQ-2 as a daily screening measure, this study identified the mean cutoff score of the modified PHQ-2.
PHQ-2 when assessed for a period of 2 weeks. When assessed in comparison with both the PHQ-9 and K-CESD-R scales, for both morning and afternoon assessments of the modified PHQ-2, a mean value of 3.29 over a fortnight was considered appropriate to determine users with depressive symptoms. Existing literature has considered that PHQ-2 score of 2 or higher out of a total score of 6 to potentially screen for depression [13,28]. As this study validated a modified version and the modified scale had an additional response option, a cutoff value of 3.29 from a total score of 8 can be considered comparable with the scores derived from the initial validation studies.

The ISI, an insomnia-screening scale, has been developed into a shorter version of the ISI-2 in which users reflect on their sleep-related experiences from the previous 2 weeks. Similar to the PHQ-2 scale, this study proposed an alternative of rating the ISI-2 daily for a fortnight to screen for insomnia severity. This would assist in determining the severity and frequency of the symptoms across a 14-day period, providing a more precise clinical judgment for patients. Therefore, a psychometric assessment of the daily ISI-2 measures was conducted to evaluate its appropriateness for screening insomnia. Overall, the results demonstrated good internal consistency and test-retest reliability. When implementing ISI-2 as a daily screening measure for insomnia, an optimal cutoff score of 3.50 was presented according to sensitivity and specificity values. Unlike the PHQ-2 validation, the ISI-2 had a considerable difference in its cutoff value with the existing validation research. A previous study demonstrated that individuals with insomnia have sleep-related attention bias, which can influence the misperception of their sleep and the extent of their impairment in daytime activities [38]. Hence, owing to the risk of attention and recall bias, assessing insomnia and daytime impairment symptoms daily might create the possibility of a conservative approach, even with lower scores potentially indicating the risk of insomnia, unlike prior assessments that rely on a weekly or fortnightly recall.

Strengths and Limitations
This study had important strengths. Before this study, there had been no consideration of using the PHQ-2 and ISI-2 to screen for depression and insomnia daily. This was the first study to propose the daily use of these scales with detailed psychometric evaluations. On the basis of this study’s findings, both the PHQ-2 and ISI-2 can be used daily with the use of smartphone technology to screen for depression and insomnia, implementing the mean cutoff values provided. This will benefit clinicians and researchers by improving the reliability of patient responses and reducing recall bias. In addition, the use of daily scoring of the PHQ-2 and ISI-2 will provide the benefit of being able to observe daily changes in users’ ratings of their depressive and insomnia symptoms using smartphone apps.

Regardless of the strengths identified, this study had some limitations. The validation process of the depression-screening scale, PHQ-2, involved the assessment and evaluation of 2 robust scales: PHQ-9 and K-CESD-R. Nonetheless, the PHQ-2 is a shortened version of the PHQ-9 and thus includes items that overlap with the scales. This means that an objective comparison was only performed using the K-CESD-R. Additional comparisons with other depression-screening scales could have enforced the validity of the new scale. Similarly, the ISI-2 is a shortened version of the original ISI. Including additional well-renowned scales such as the Pittsburgh Sleep Quality Index in the validation process would have strengthened the process. Furthermore, this study focused only on the recruitment of a clinical population. Further research in the general population may be necessary to validate these scales for general use. In addition, this study validated the daily rating scale by comparing daily measures with those of the conventional retrospective scale. Further use of daily assessments may provide opportunities for diverse validation studies on daily rating measures. Finally, although there were no missing cases in the first fortnight of the research period, the study included cases with missing responses between days 14 and 28. This would have influenced the validity and robustness of the process, which was addressed by identifying the cutoff values primarily from the data of the first fortnight. Nonetheless, there were no missing data during the first 14 days of the study, and the data collected during this period were considered more reliable and accurate. As a result, the preference for the results regarding the modified PHQ-2 cutoff values was determined from the first 2 weeks of assessment. Having no missing data in the first 14 days potentially demonstrates the importance of brief and easy user interface to retrain user participation.

Conclusions
This study implemented the use of the modified PHQ-2 and ISI-2 and successfully validated these as daily digital screening scales, providing cutoff scores to be used to screen for depression and insomnia symptoms measured daily over a period of 14 days. This is in accordance with the existing assessment of depression and insomnia symptoms, which is conducted as a reflection of the previous fortnight [32,33]. Therefore, this study provides a new alternative for such screening measures and demonstrates the efficacy of using smartphone apps to obtain such momentary data. Medical practitioners may implement the proposed modified PHQ-2 and ISI-2 daily screening assessments for depression and insomnia to accurately assess the patients daily and use the mean values of both measures to present clinical findings that are equivalent to the conventional screening measures used to assess depressive and insomnia symptoms.
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Abstract

Background: Existing screening tools for mental health issues among postsecondary students have several challenges, including a lack of standardization and codevelopment by students. HEARTSMAP-U was adapted to address these issues.

Objective: This study aimed to evaluate the suitability of HEARTSMAP-U as a self-screening tool for psychosocial issues among postsecondary students by evaluating its validity evidence and clinical utility.

Methods: A prospective cohort study was conducted with University of British Columbia Vancouver students to evaluate HEARTSMAP-U’s predictive validity and convergent validity. Participating students completed baseline and 3-month follow-up assessments via HEARTSMAP-U and a clinician-administered interview.

Results: In a diverse student sample (n=100), HEARTSMAP-U demonstrated high sensitivity (95%-100%) in identifying any psychiatric concerns that were flagged by a research clinician, with lower specificity (21%-25%). Strong convergent validity (r=0.54-0.68) was demonstrated when relevant domains and sections of HEARTSMAP-U were compared with those of other conceptually similar instruments.

Conclusions: This preliminary evaluation suggests that HEARTSMAP-U may be suitable for screening in the postsecondary educational setting. However, a larger-scale evaluation is necessary to confirm and expand on these findings.

(KEYWORDS) mental health; screening; validity; postsecondary students; clinical utility

Introduction

Background
The prevalence of diagnosable mental health challenges and generalized psychological distress is rising in the postsecondary student population. In an American student sample from 196 postsecondary institutions (n=155,026), lifetime mental health diagnoses increased from 22% (2007) to 36% (2017), and the percentage of treatment seeking increased from 19% (2007) to 34% (2017) [1]. Similarly, in the Canadian context, between 2013 (n=22,995) and 2019 (n=38,127), the proportion of students reporting mental health concerns increased from 26% to 34% [2].
students who self-reported a diagnosis of anxiety, depression, an addiction, an eating disorder, bipolar disorder, and schizophrenia from a medical provider increased [2]. Past-year diagnosis of any mental health disorder and formal treatment seeking rose from 22% (2013) to 37% (2019) and 31% (2013) to 37% (2019), respectively [2]. Unfortunately, poor access to care, long wait times due to service saturation, complex referral requirements, and uncoordinated care pathways have been longstanding barriers for students accessing care within postsecondary educational environments [3-6].

The university context is an important venue to consider for detecting untreated mental health issues. In fact, Canada’s National Standard for Post-Secondary Student Mental Health and Well-being calls for postsecondary institutions to assess opportunities for early detection within their health systems [7]. Universal screening and resource navigational interventions can provide institutions with the necessary infrastructure to promote early detection and intervention of psychological (eg, depression and anxiety) and social challenges (eg, relationships and housing), which we hereafter refer to as psychosocial challenge [8-11]. Psychosocial health is considered a multifaceted term denoting the mental, emotional, and social dimensions that shape and make up individuals’ well-being [12]. Moreover, screening tools may support students in reflecting on their mental health status as well as building self-awareness and mental health literacy [13,14]. This is especially important given the fact that low perceived need is a common help-seeking barrier [5]. In addition, universal screening is an approach by which all students may have an equal opportunity for early identification and service acquisition [15] and may offer an effective strategy for reaching equity-seeking groups (eg, racialized, disabled, gender, and sexual minority groups) [8,16-18]. In a campus-wide universal screening campaign open to all students, Kodish et al [16] observed substantial participation of a racially diverse student population (73.3%). Although racialized students were less likely to have received prior mental health treatment compared with non-Hispanic White students, they were just as likely to initiate treatment after completing screening. However, the implementation and integration of screening tools within campus health systems remains variable across institutions [19].

Several challenges that hinder effective screening integration in postsecondary health systems persist. First, at the health system level, positive screens have serious implications for system capacity and adequate service provision. Second, most instruments lack codevelopment with students, neglecting to reflect what students consider important to their psychological and social well-being [8,17,20,21]. Among studies evaluating student-specific psychosocial screening instruments, there is insufficient reporting on how these tools reflect what students perceive to be important to their psychosocial health and well-being [8,17,20,21]. For example, the Counseling Center Assessment of Psychological Symptoms 62-item scale was developed to facilitate multidomain psychosocial self-assessment among postsecondary students across 8 domains: depression, generalized anxiety, social anxiety, academic distress, eating concerns, frustration or anger, alcohol use, and distress [22]. However, there is a paucity of published literature reporting on the tool’s content validity, specifically on students’ perception of the tool’s relevance to their lived experiences and the perceived acceptability of its psychosocial coverage. To address the need for a student-centered, multidomain psychosocial screening tool, we adapted existing pediatric, clinician-administered (HEARTSMAP) and patient-administered (MyHEARTSMAP) instruments into HEARTSMAP-U, a version suitable for postsecondary students. We adopted a student-centered approach, which addressed the aforementioned challenges with existing tools and helped us ensure that HEARTSMAP-U’s content was relevant, applicable, and acceptable to students [23].

Third, many existing instruments are based on diagnostic criteria and focus on specific mental health conditions (eg, depression and anxiety) [24,25]. However, multidomain screening tools, such as HEARTSMAP-U, allow for a broader and more holistic assessment of psychosocial stressors experienced by students and may identify nonspecific and subthreshold issues that may not get captured by stringent diagnostic criteria [26].

Fourth, most available instruments consist exclusively of a screening component, often evaluating symptoms or functional impairments on a Likert-style scale. However, systematic reviews and meta-analyses have found that screening alone may have limited impact on patients’ health outcomes and health-related quality of life (HRQOL) [24,25]. A critical issue with only screening is the need for adequate service provisions for positive screens. Therefore, the US Preventative Services Task Force recommends routine depression screening only when adequate treatment and follow-up systems are in place [27]. Without these provisions or resource information, students may feel ill-equipped to navigate through campus and community-based mental health services [11]. However, the help-seeking impact of combining psychosocial screening with supportive interventions (eg, personalized feedback, psychoeducation, and resource navigation) remains a largely understudied area. Working within the structure of existing HEARTSMAP instruments allowed us to address these challenges by adapting an instrument with both assessment and resource navigational components. A final challenge with existing instruments is the variable degree of validity evidence supporting their measurement properties for use among postsecondary students.

This Study
We iteratively adapted HEARTSMAP-U through extensive and ongoing engagement with postsecondary students and clinical experts. Campus-based mental health professionals played a vital role in ensuring that HEARTSMAP-U effectively captured a diverse range of clinically relevant psychosocial stressors, varying in severity, and that its content adequately addressed critical safety concerns, such as suicidality, homicidality, and abuse. The student consultation process played a crucial role in establishing a “common language” that facilitated mutual understanding of the tool’s content between student users and researchers. This involved implementing helpful features such as hover overs for technical terms, eliminating jargon, and ensuring clarity. In addition, students provided valuable
feedback to ensure that the scoring descriptors were realistic and easily distinguishable [23].

Before implementing a screening instrument in the postsecondary educational setting, evidence demonstrating the instrument’s fitness for purpose as a self-screening tool for postsecondary students is needed. In the patient-reported outcome measure context, fitness for purpose refers to how suited an instrument is for a particular setting and depends on the demonstration of validity and reliability evidence and usefulness or “clinical utility” in its context of use [28,29]. Multifaceted evidence of HEARTSMAP-U’s validity and clinical utility remains to be established.

Predictive validity assesses how well an instrument can predict gold-standard performance. Clinical evaluation is the gold standard for psychosocial assessment but can be time-consuming and requires specialized training. Demonstrating HEARTSMAP-U’s predictive validity is important for determining its suitability as a screener. Convergent validity measures the correlation between scores on instruments measuring similar constructs [30]. By demonstrating HEARTSMAP-U’s convergence with similar instruments, we can assess how accurately it measures what it is intended to measure. Clinical utility refers to how well an instrument facilitates treatment planning, clinician-patient interactions, and collaboration [31]. To assess HEARTSMAP-U’s clinical utility, we examined students’ short-term help-seeking experiences and access to recommended care after self-screening.

This study aimed to determine whether HEARTSMAP-U is fit for purpose as a psychosocial self-screening tool for students in the postsecondary educational setting. The primary objective of this study was to estimate the preliminary evidence of HEARTSMAP-U’s convergent and predictive validity. The secondary objective was to estimate HEARTSMAP-U’s clinical utility or the relationship between psychosocial screening and students’ use of psychosocial resources at 3-month follow-up.

**Methods**

**Design**

We conducted a prospective cohort study with 2 time points, baseline and 3-month follow-up. Baseline and follow-up sessions took place between December 2020 and April 2021 and April 2021 and July 2021, respectively. Students provided informed e-consent before participation. All study procedures were conducted remotely and individually with each participant over the Zoom videoconferencing platform (Zoom Video Communications, Inc), which involved a combination of self-report surveys and a clinician-administered interview. Participants received a CAD $60.00 (US $45.40) gift card or check upon successful completion of the baseline and follow-up sessions. All the procedures are illustrated in Figure 1.

![Study procedures chronologically outlined from informed consent to study participation.](https://mental.jmir.org/2023/1/e48709)

**Ethics Approval**

Approval was obtained from the University of British Columbia (UBC) Behavioural Research Ethics Board before data collection (H20-02556).

**Participants**

All students aged ≥17 years enrolled at UBC Vancouver at the time of recruitment were eligible to participate. We excluded students who did not have a laptop or desktop computing device to complete study participation, were unavailable for a 3-month follow-up session, or were physically residing outside British Columbia at the time of study participation. Recruitment efforts were entirely web-based (eg, social media, e-newsletters, and institutional listserves). Study promotion efforts were supported by a student-led mental health advocacy organization.

Sampling was conducted in 2 stages. In stage 1, a consecutive, convenience-based sample of 25 eligible students was included. In stage 2, quota-based purposive sampling was conducted to ensure proportional representation and diversity across several demographic variables: gender identity, racial identity, student type (undergraduate, graduate, or professional), and self-rated mental health status (excellent, very good, good, fair, or poor). All quota proportions (Multimedia Appendix 1) were based on a combination of existing UBC institutional demographic data [32], Canadian census data [33], and the broader epidemiological literature on postsecondary students [34]. To facilitate quota-based sampling, all prospective participants completed a brief 1-minute web-based expression of interest form. Select students were invited into the study on a rolling basis.

**Measures**

**HEARTSMAP-U**

HEARTSMAP-U is a self-assessment tool designed for postsecondary students to evaluate their psychosocial situation across 10 sections, including Housing & Material Security; Education & Activities; Relationships; Thoughts & Anxiety; Substances & Behavioural Dependencies; Safety; Sexual Wellness; Mood; Abuse; and Professionals & Resources [23]. HEARTSMAP-U was adapted for postsecondary students based on previously validated clinician- and patient-administered pediatric versions, HEARTSMAP and MyHEARTSMAP, respectively. The adaptation process has been thoroughly documented elsewhere [23]. Key modifications focused on...
ensuring that the tool’s content and language were age and developmentally appropriate to the postsecondary context of use. We worked with students and clinicians to ensure that the tool’s content was relevant (ie, student specific), comprehensible, and clinically meaningful (ie, captures a broad spectrum of concern severity). For example, the Home section on HEARTSMAP or MyHEARTSMAP was adapted to Housing & Material Security, recognizing that postsecondary students may not attribute their housing situation as what is socially understood as a “home” and that financial security and self-management is critical for this population.

Each psychosocial section consists of a single item with a 4-point Likert-type scale ranging from 0 (no concern) to 3 (severe concern) to assess for challenges specific to the psychosocial area in question. Brief descriptors accompany each scoring option to help users select the score most appropriate for their situation. In addition, in each section, if the user reports any concerns (score 1-3), they are prompted to indicate whether they have already accessed resources to address those specific concerns (yes or no). Each tool section also has an open-ended textbox that allows students to qualitatively describe their situation as it pertains to their scoring.

After users score all 10 sections, the tool’s decision-making algorithm sorts and aggregates sectional scores into broad domains (Social, Functional, Student Health, and Psychiatry), each characterized by a unique combination of services and resources, including social services, resources to support daily functioning, frontline resources (for nonsympathetic, psychosocial needs), psychiatric resources, and services. Each domain maps to 3 sections; multiple sections map to >1 domain. The social domain consists of the Housing & Material Security, Substances & Behavioural Dependencies, and Abuse sections. The function domain includes the Substances & Behavioural Dependencies, Relationships, and Sexual Wellness sections. The psychiatry domain is composed of the Mood, Thoughts & Anxiety, and Safety sections. The domain score (0-9) is the composite or sum of each mapping section’s concern severity score (0-3). Each domain score is categorized based on severity, which determines the intensity of tool-generated support recommendations. Score cutoffs are based on clinical judgment and extensive validation in community and clinical samples of youths and adolescents: “none” (0), “mild” (1-3), “moderate” (4-6), or “severe” (7-9) concerns [35-41].

On the basis of students’ concern severity and urgency, HEARTSMAP-U may recommend a range of psychiatric (eg, crisis response, psychiatric consultation, counseling services, peer support services, and self-directed resources) and broader psychosocial services (eg, academic counseling, financial advising, housing services, primary care, and peer support). Recommendations may be firm (ie, urgent and time sensitive) or soft (ie, considerations and less urgent) depending on concern severity and acuity. Currently, HEARTSMAP-U does not offer direct referral to any campus- or community-based services but offers students contact and service information (eg, cost, accessibility, and hours of operation) to facilitate help seeking. A paper version of the HEARTSMAP-U instrument is provided in Multimedia Appendix 2.

Clinician-Administered Psychosocial Interview
The clinician-administered psychosocial interview served as a practical, real-world criterion standard against which we measured the evidence of HEARTSMAP-U’s predictive validity. Research clinicians were asked to mimic procedures (eg, questioning, probes, and rapport) they typically used when performing intake-style assessments. Although the interview was intended to be open ended and flexible to best reflect real-world assessment content, several parameters were outlined to support the clinicians. First, the interview was not intended to be diagnostic; rather, clinicians were asked to identify broad concern areas in which students demonstrated support needs, ensuring that symptoms that were not clearly defined or were subclinical were not missed. Second, clinicians were provided with a standardized data collection tool to document the various psychological and social (psychosocial) aspects shaping students’ mental health. The form was developed with 6 research clinicians to ensure a mutual understanding of reporting expectations.

Before participant recruitment, all research clinicians participated in a web-based 2-hour training session. After reviewing all the study procedures, clinicians reviewed and modified the preliminary form version developed by the study team. Clinicians proposed modifications to minimize potential reporting bias and ensure a consistent understanding and application of the form across all clinicians. To this effect, clinicians engaged in collaborative discussions to identify opportunities to improve content accuracy, clarity, and distinctions between severity levels. At the end of the session, clinicians independently applied the updated data collection form to 2 fictional vignettes, each describing students with differing mental health presentations (eg, concern type and severity). Across both cases, all clinicians consistently classified the presence or absence of concerns, concern severity, and resource needs.

The finalized version of the form consisted of 2 components: the first focused on psychiatric concerns, and the second focused on broader psychosocial issues. This was intended to ensure that in their interviews, clinicians probed and documented both social and psychological challenges. In the first component, the form assesses the presence of psychiatric concerns (yes or no), which have been operationalized as thought disturbances, anxiety, mood-related issues, and suicidal behavior. If psychiatric concerns were endorsed, the clinician was asked to holistically rate and describe concern severity: mild, moderate, or severe. At each severity level, the data collection tool had general descriptors characterizing severity-specific distress, functional impairment, and resource needs to support consistent score interpretation across participating clinicians. The form included relevant International Classification of Diseases, 10th revision coding categories for clinicians to broadly check off areas of concern that might apply to students. These codes were intended to flag suspected concern areas and were not meant to be diagnostically applied. Clinicians also had the option to “write-in” concerns that were not adequately reflected on the form. Finally, clinicians identified any outstanding psychiatric resource needs using a prespecified list of mental health resources that range in intensity (self-directed to urgent
professional care). Again, clinicians had the option of writing in resources or services not mentioned on the form. For each recommended service, clinicians were asked to indicate the time frame within which the student should access the resource: immediately, within 72 hours, within 1 week, or after 1 week.

The structure and content of the second component were similar to those of the first component. Clinicians were asked to rate the presence, severity, and types of broader psychosocial issues that the student may be experiencing, as well as specific resource needs. Broader psychosocial concerns were operationalized as challenges involving the interaction of both social and psychological stressors in relation to students’ functioning (eg, relationships), environment (eg, housing and finances), behaviors (high-risk sexual activities and substance use), and development (eg, learning disabilities and cognition).

**Pediatric Quality of Life-Young Adult Version**

The Pediatric Quality of Life–Young Adult (PedsQL–YA) is a 13-item HRQOL instrument designed to measure physical, emotional, social, and health care use. Measurement invariance has been demonstrated across racial groups and genders [46-50]. In the current sample, a Cronbach α value of .84 was observed.

**Mental Health Continuum-Short Form**

The Mental Health Continuum-Short Form (MHC-SF) is a 14-item measure of positive mental health based on a 3-factor model of well-being: emotional, psychological, and social. In cross-national samples, including Canadian people, the MHC-SF has demonstrated strong internal consistency, known-group discriminant validity, and convergent validity with the Short Form-8 Health Survey [42]. For the current data, the Cronbach α coefficient for the total questionnaire was .92. For the subscales, α estimates were .81 (physical), .83 (emotional), .80 (social), and .77 (school).

**9-Item Patient Health Questionnaire**

The 9-item Patient Health Questionnaire (PHQ-9) is a self-administered unidimensional instrument for screening Diagnostic and Statistical Manual of Mental Disorders, 4th edition criteria for generalized anxiety disorder. The GAD-7 has demonstrated strong reliability and structural validity evidence among college-attending young adults and, more broadly, evidence of criterion validity against a mental health professional’s diagnosis in the adult population [51-53]. Exploratory and confirmatory factor analyses supported a 1-factor model for the GAD-7 in college student populations [51]. Within this study’s sample, a Cronbach α coefficient of .91 was observed.

**Suicide Behaviors Questionnaire–Revised**

The Suicide Behaviors Questionnaire–Revised (SBQ-R) is a 4-item measure for identifying individuals at risk of engaging in suicidal behaviors. In a diverse mixed clinical and community-based sample, the SBQ-R has demonstrated criterion validity against inpatient psychiatric admission (yes or no), specifically showing high sensitivity (93%) and specificity (95%) among college students [54]. Two previous studies by Osman et al [54] and Aloba et al [55] supported a 1-factor model for the SBQ-R. For the current data, a Cronbach α coefficient of .84 was observed.

**Study Procedure**

Each study session involved 2 separate 30-minute components conducted consecutively (up to 48 hours apart). In the first component, a research assistant briefly introduced the HEARTSMAP-U tool and sent participants a secure link to self-administer the web-based tool version, along with 2 additional self-administered psychological instruments: the PedsQL–YA and MHC-SF. The second component, conducted by a research clinician, involved a psychosocial evaluation based on the clinician’s own standards of practice and professional experience. Clinicians were blinded to students’ HEARTSMAP-U assessment results. For each participant, clinicians reported on the presence or absence of psychiatric and broader psychosocial concerns and their respective severity levels and types and appropriate campus and community-based resources. After completing their session, students received a copy of their HEARTSMAP-U report, which included service recommendations triggered based on their HEARTSMAP-U scoring pattern. The same clinician completed a student’s baseline and follow-up assessments to control for interclinician variability. A total of 5 clinicians carried out assessments, 2 mental health nurses and 3 registered counselors, all employed with the UBC Health Service or Counselling Services.

All procedures were repeated at the 3-month follow-up with several modifications. After their HEARTSMAP-U assessment, participants completed a qualitative survey gauging their experiences accessing care following their baseline session. Students were asked to describe whether they had (1) begun accessing care or (2) attempted to access care (unsuccessful) and (3) intended to access care in the future. In addition, students were asked to report any barriers or challenges they experienced in accessing the tool-recommended resources. At follow-up, participants self-reported on a new set of secondary psychological instruments, which included the PHQ-9, GAD-7, and SBQ-R.
Analytic Approach

Predictive Validity

The study was powered to measure HEARTSMAP-U’s sensitivity in detecting psychiatric concerns. On the basis of previous studies, we hypothesized a 2-week psychiatric concern prevalence of 35% and estimated that HEARTSMAP-U would demonstrate 90% sensitivity in identifying psychiatric concerns [41,56]. We considered enrolling 100 students. This sample size would provide ±10% precision with 95% confidence around the 90% estimated sensitivity [57]. We evaluated HEARTSMAP-U’s ability to predict both concern severity and resource needs. First, we calculated the sensitivity and specificity of HEARTSMAP-U in detecting psychiatric concerns (Psychiatry domain score ≥1) and assessed its ability to distinguish between mild and moderate or severe issues. Second, we calculated the tool’s ability to identify different psychiatric resource needs: urgent care (eg, crisis line), same-day primary care, nonurgent primary care, counseling services, peer support, and self-directed care. Owing to the small sample size, our resource-related analysis was restricted to the baseline data. All estimates are reported with 95% CIs. We calculated HEARTSMAP-U’s sensitivity and specificity in identifying broader psychosocial issues (eg, housing, relationships, and substance use). The total numbers of true positives, false positives, true negatives, and false negatives are descriptively reported. A summary of our predictive validity analysis has been presented in Multimedia Appendix 3.

Convergent Validity

We evaluated the convergent validity between HEARTSMAP-U and comparator instruments using nonparametric Spearman correlation coefficients and 95% CIs. On the basis of Cohen (1988) conventions, absolute correlation values near r=0.10 were considered weak, near r=0.30 were considered moderate, and near r=0.50 were considered strong [58]. All comparisons were decided on a priori. We hypothesized a strong negative correlation (>0.50) between HEARTSMAP-U’s Psychiatry domain and both the PedsQL-YA Emotional Functioning and MHC-SF Emotional Well-being and Psychological Well-being subscales. Similarly, we hypothesized a strong negative correlation between HEARTSMAP-U’s Function domain and the PedsQL-YA School Functioning subscale.

Scoring convergence was also evaluated between HEARTSMAP-U’s individual psychiatric sections, Mood, Thoughts & Anxiety, and Safety, and composite scores on the PHQ-9, GAD-7, and SBQ-R instruments, respectively. We hypothesized strong correlations between the total score on the PHQ-9 and the Mood section, total score on the GAD-7 and the Thoughts & Anxiety section, and total score on the SBQ-R and the Safety section.

We used the mutual information method to evaluate the level of agreement among the severity classifications in HEARTSMAP-U’s Psychiatry domain, the PedsQL-YA’s Emotional subscale, and the total MHC-SF score [59]. Each HEARTSMAP-U domain has 4 severity classifications (no issues, mild, moderate, and severe); the PedsQL-YA has 2 classifications (“not at-risk” and “at-risk” of impaired HRQOL); and the total MHC-SF score produces 3 classifications (“flourishing,” “moderately mentally healthy,” and “languishing”). Agreement on severity classification is crucial because the 2 measures can have high convergent validity but assess different severities, which can impact health decision-making. Multimedia Appendix 3 provides a summary of the hypothesized correlations and classification-related analyses.

Clinical Utility

At follow-up, participants completed a survey to measure their experiences accessing tool-recommended resources. HEARTSMAP-U makes two types of support recommendations: (1) self-directed resources for maintaining mental well-being and (2) service-based resources for the identified psychiatric and psychosocial needs. Participants were asked whether they had accessed their respective tool-recommended resources (yes or no). Those who had not were asked whether they intended to access the resources in the future (yes or no) and whether they had tried to access the resources (yes or no). If they had tried, they were asked to describe any barriers they experienced. Those who had not attempted to access the resources were asked to briefly explain why and check off any prespecified barriers, including time, cost, cultural sensitivity, transportation, COVID-19, and service availability. Participants could also add any challenges or issues that they felt were not reflected. We report the proportions of students who had begun accessing the resources, those who tried to access the resources but were unsuccessful, and those who made no attempt to access the resources. We also summarize the barriers, challenges, or explanations for each subsample.

Results

Demographic Characteristics

Of the 102 enrolled students who completed informed consent procedures, 100 (98%) students completed all study participation and 2 (2%) dropped out after enrollment but before participation. There was no loss to follow-up between baseline and 3-month follow-up. A total of 530 eligible students expressed interest in the study, the demographic details of whom are summarized in Multimedia Appendix 4. We illustrate participant flow from recruitment to participation in Multimedia Appendix 5.

Among the study participants, balanced distributions were observed for gender, sex, and the year of study. Three-quarters (74/100, 74%) of the participants were enrolled in an undergraduate degree program. A majority were full-time students (97/100, 97%), living off campus (63/100, 63%), single (52/100, 52%), and not currently employed (55/100, 55%). Two-thirds (66/100, 66%) of the participants self-identified with a non-European ethnic background, 70% (70/100) identified as straight, and 20% (20/100) were international students. Similar proportions of students had never (42/100, 42%) or only previously accessed (43/100, 43%) mental health support. A sizable number of students reported living with a learning (12/100, 12%) or physical (6/100, 6%) disability. A complete demographic profile of the study participants is reported in Table 1.
Table 1. A descriptive summary of the demographic, lifestyle, and health-related characteristics reported for all the study participants (n=100).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>22 (3.4)</td>
</tr>
<tr>
<td><strong>Year of study, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>27 (27)</td>
</tr>
<tr>
<td>2</td>
<td>22 (22)</td>
</tr>
<tr>
<td>3</td>
<td>31 (31)</td>
</tr>
<tr>
<td>4</td>
<td>14 (14)</td>
</tr>
<tr>
<td>≥5</td>
<td>6 (6)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>48 (48)</td>
</tr>
<tr>
<td>Female</td>
<td>51 (51)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Gender identity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>46 (46)</td>
</tr>
<tr>
<td>Woman</td>
<td>49 (49)</td>
</tr>
<tr>
<td>A different gender identity</td>
<td>5 (5)</td>
</tr>
<tr>
<td><strong>Transgender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No</td>
<td>95 (95)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>5 (5)</td>
</tr>
<tr>
<td><strong>Sexual identity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Straight</td>
<td>70 (70)</td>
</tr>
<tr>
<td>Gay</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>15 (15)</td>
</tr>
<tr>
<td>A different sexual identity</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>3 (3)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Aboriginal person</td>
<td>5 (5)</td>
</tr>
<tr>
<td>African</td>
<td>3 (3)</td>
</tr>
<tr>
<td>East and South Asian</td>
<td>24 (24)</td>
</tr>
<tr>
<td>European</td>
<td>34 (34)</td>
</tr>
<tr>
<td>South American</td>
<td>3 (3)</td>
</tr>
<tr>
<td>South Asian</td>
<td>14 (14)</td>
</tr>
<tr>
<td>West Asian and Middle Eastern</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Multiethnic</td>
<td>9 (9)</td>
</tr>
<tr>
<td>Living on campus (yes), n (%)</td>
<td>37 (37)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full time (&gt;30 h/wk)</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Part time (&lt;30 h/wk)</td>
<td>40 (40)</td>
</tr>
<tr>
<td>Not employed</td>
<td>55 (55)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>52 (52)</td>
</tr>
</tbody>
</table>
Values

Demographic characteristics

<table>
<thead>
<tr>
<th></th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dating</td>
<td>37 (37)</td>
</tr>
<tr>
<td>Common law or married</td>
<td>10 (10)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Full-time student (yes), n (%)</td>
<td>97 (97)</td>
</tr>
</tbody>
</table>

Program type, n (%)

<table>
<thead>
<tr>
<th></th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undergraduate</td>
<td>74 (74)</td>
</tr>
<tr>
<td>Graduate</td>
<td>19 (19)</td>
</tr>
<tr>
<td>Professional</td>
<td>7 (7)</td>
</tr>
</tbody>
</table>

International student (yes), n (%) | 20 (20)

Accessed any mental health support, n (%)

<table>
<thead>
<tr>
<th></th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Currently</td>
<td>29 (29)</td>
</tr>
<tr>
<td>Previously</td>
<td>43 (43)</td>
</tr>
<tr>
<td>Never</td>
<td>42 (42)</td>
</tr>
</tbody>
</table>

Physical disability, n (%)

<table>
<thead>
<tr>
<th></th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>6 (6)</td>
</tr>
<tr>
<td>No</td>
<td>93 (93)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>

Learning disability (yes), n (%) | 12 (12)

Scoring Distribution

Most students scored 0 or 1 on the tool sections at both baseline (80/100, 80% to 96/100, 96%) and follow-up (78/100, 78% to 98/100, 98%), with few severe issues reported (1/100, 1% to 5/100, 5%). No significant difference was found in sectional scoring distributions between baseline and follow-up (chi-square test; \( P = .06 \)). Clinicians assessed that most students were not currently experiencing psychiatric issues (49/100, 49% to 57/100, 57%), and the tool scored most cases as “mild” (68/100, 68% to 71/100, 71%). The tool and clinical assessments significantly differed in their classification of psychiatric concern severity \( (P < .001) \), but within each assessment format, severity classifications remained consistent between baseline and follow-up \( (P = .06) \). See Tables 2 and 3 for participants’ score distributions on HEARTSmap-U and psychiatric concerns by severity classification, respectively.

Table 2. Students’ score distribution across HEARTSmap-U’s 10 sections at baseline and follow-up (n=100).

<table>
<thead>
<tr>
<th>Tool section</th>
<th>No issue (0), n (%)</th>
<th>Mild (1), n (%)</th>
<th>Moderate (2), n (%)</th>
<th>Severe (3), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B^a</td>
<td>F^b</td>
<td>B</td>
<td>F</td>
</tr>
<tr>
<td>Housing &amp; Material Security</td>
<td>79 (79)</td>
<td>84 (84)</td>
<td>17 (17)</td>
<td>14 (14)</td>
</tr>
<tr>
<td>Education &amp; Activities</td>
<td>40 (40)</td>
<td>50 (50)</td>
<td>40 (40)</td>
<td>42 (42)</td>
</tr>
<tr>
<td>Relationships</td>
<td>43 (43)</td>
<td>55 (55)</td>
<td>45 (45)</td>
<td>35 (35)</td>
</tr>
<tr>
<td>Thoughts &amp; Anxiety</td>
<td>30 (30)</td>
<td>22 (22)</td>
<td>56 (56)</td>
<td>64 (64)</td>
</tr>
<tr>
<td>Substances &amp; Behavioural Dependencies</td>
<td>40 (40)</td>
<td>42 (42)</td>
<td>55 (55)</td>
<td>56 (56)</td>
</tr>
<tr>
<td>Safety</td>
<td>78 (78)</td>
<td>81 (81)</td>
<td>18 (18)</td>
<td>17 (17)</td>
</tr>
<tr>
<td>Sexual Wellness</td>
<td>78 (78)</td>
<td>82 (82)</td>
<td>9 (9)</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Mood</td>
<td>31 (31)</td>
<td>40 (40)</td>
<td>51 (51)</td>
<td>48 (48)</td>
</tr>
<tr>
<td>Abuse</td>
<td>55 (55)</td>
<td>61 (61)</td>
<td>29 (29)</td>
<td>27 (27)</td>
</tr>
<tr>
<td>Professionals &amp; Resources</td>
<td>59 (59)</td>
<td>73 (73)</td>
<td>25 (25)</td>
<td>19 (19)</td>
</tr>
</tbody>
</table>

^aB: baseline.  
^bF: follow-up.
Table 3. Number of students classified by HEARTSMAP-U and clinicians at each psychiatric concern severity level at baseline and follow-up (n=100).

<table>
<thead>
<tr>
<th>Assessment type</th>
<th>No issue, n</th>
<th>Mild, n</th>
<th>Moderate, n</th>
<th>Severe, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>F</td>
<td>B</td>
<td>F</td>
</tr>
<tr>
<td>HEARTSMAP-U</td>
<td>10</td>
<td>15</td>
<td>68</td>
<td>71</td>
</tr>
<tr>
<td>Clinician</td>
<td>49</td>
<td>57</td>
<td>28</td>
<td>31</td>
</tr>
</tbody>
</table>

aB: baseline.
bF: follow-up.

Predictive Validity
At both baseline (100%, 95% CI 93%-100%) and follow-up (95%, 95% CI 84%-99%), HEARTSMAP-U displayed high sensitivity in detecting the presence of any psychiatric concern, as shown in Table 4. Its specificity in distinguishing the presence and absence of psychiatric issues was 25% (95% CI 13%-41%) and 21% (95% CI 11%-34%) at baseline and follow-up, respectively. When the “no issues” and “mild issues” categories were collapsed and treated as a negative screen, the adjusted specificity was high (100%, 95% CI 92%-100%). The initial specificity and high false positive rate all reflected instances where HEARTSMAP-U identified “mild” psychiatric issues, but the clinician identified none. HEARTSMAP-U’s sensitivity in triggering resource recommendations ranged from 33% (95% CI 10%-65%) for counseling services to 89% (95% CI 76%-96%) for self-directed resources (eg, workshops, web-based cognitive behavioral therapy, and self-care apps), as reported in Table 5.

Table 4. HEARTSMAP-U’s sensitivity and specificity in predicting any psychiatric concerns (mild to severe) identified through a clinician-administered assessment (gold standard).

<table>
<thead>
<tr>
<th>Sensitivity (%; 95% CI)</th>
<th>Specificity (%; 95% CI)</th>
<th>Adjusted specificity (%; 95% CI)</th>
<th>Clinician-identified concerns, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Any concerns</td>
<td></td>
<td></td>
<td>TP</td>
</tr>
<tr>
<td>Baseline (n=100)</td>
<td>100 (93-100)</td>
<td>25 (13-41)</td>
<td>100 (0.92-1.00)</td>
</tr>
<tr>
<td>Follow-up (n=100)</td>
<td>95 (84-99)</td>
<td>21 (11-34)</td>
<td>100 (0.92-1.00)</td>
</tr>
<tr>
<td>Moderate or severe</td>
<td></td>
<td></td>
<td>12 (12)</td>
</tr>
<tr>
<td>Baseline (n=51)</td>
<td>67 (43-85)</td>
<td>N/A</td>
<td>77 (58-90)</td>
</tr>
<tr>
<td>Follow-up (n=43)</td>
<td>70 (43-95)</td>
<td>N/A</td>
<td>77 (41-83)</td>
</tr>
</tbody>
</table>

aTP: true positive.
bFN: false negative.
cFP: false positive.
dTN: true negative.
eN/A: not applicable.
Table 5. HEARTSMAP-U’s sensitivity and specificity in predicting the psychiatric support needs identified through a clinician-administered assessment (gold standard) at baseline (n=100).

<table>
<thead>
<tr>
<th>Support recommendation</th>
<th>Sensitivity (%; 95% CI)</th>
<th>Specificity (%; 95% CI)</th>
<th>Clinician-identified concerns, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Issue</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TP(^a)</td>
</tr>
<tr>
<td>Urgent or severe</td>
<td>100 (3-100)</td>
<td>93 (86-97)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>GP(^e) or counseling services</td>
<td>83 (61-95)</td>
<td>40 (29-52)</td>
<td>19 (19)</td>
</tr>
<tr>
<td>GP</td>
<td>81 (54-96)</td>
<td>41 (29-52)</td>
<td>13 (13)</td>
</tr>
<tr>
<td>Counseling services</td>
<td>33 (10-65)</td>
<td>96 (89-99)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Peer support</td>
<td>88 (62-98)</td>
<td>24 (15-34)</td>
<td>14 (14)</td>
</tr>
<tr>
<td>Self-management</td>
<td>89 (76-96)</td>
<td>4 (0-13)</td>
<td>40 (40)</td>
</tr>
</tbody>
</table>

\(\text{a: TP: true positive.}\)

\(\text{b: FN: false negative.}\)

\(\text{c: FP: false positive.}\)

\(\text{d: TN: true negative.}\)

\(\text{e: GP: general practitioner.}\)

At baseline, HEARTSMAP-U’s sensitivity in detecting the broader psychosocial challenges identified by a clinician-administered assessment ranged from 72% (95% CI 51%-88%) for relationship issues to 100% for substances and behavioral dependencies (95% CI 40%-100%), high-risk sexual behaviors (95% CI 3%-100%), and abuse (95% CI 59%-100%). Specificity ranged from 45% (95% CI 34%-57%) for detecting educational or work-related issues to 86% (95% CI 69%-96%) for detecting housing- and basic need-related issues. As shown in Tables 6 and 7, baseline and follow-up findings were consistent, with the exception of Housing & Material Security, where sensitivity decreased to 33% (95% CI 4%-78%).

Table 6. HEARTSMAP-U’s sensitivity and specificity in predicting the broader psychosocial concerns identified through a clinician-administered assessment (gold standard) at baseline (n=100).

<table>
<thead>
<tr>
<th>Section</th>
<th>Sensitivity (%; 95% CI)</th>
<th>Specificity (%; 95% CI)</th>
<th>Clinician-identified concerns, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TP(^a)</td>
</tr>
<tr>
<td>Housing</td>
<td>80 (0.44-0.98)</td>
<td>86 (0.69-0.96)</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Education</td>
<td>88 (0.62-0.98)</td>
<td>45 (0.34-0.57)</td>
<td>14 (14)</td>
</tr>
<tr>
<td>Relationships</td>
<td>72 (0.51-0.88)</td>
<td>48 (0.36-0.60)</td>
<td>18 (18)</td>
</tr>
<tr>
<td>Substances</td>
<td>100 (0.40-1.00)</td>
<td>41 (0.31-0.51)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Sexual</td>
<td>100 (0.03-1.00)</td>
<td>77 (0.67-0.85)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Abuse</td>
<td>100 (0.59-1.00)</td>
<td>65 (0.54-0.74)</td>
<td>7 (7)</td>
</tr>
</tbody>
</table>

\(\text{a: TP: true positive.}\)

\(\text{b: FN: false negative.}\)

\(\text{c: FP: false positive.}\)

\(\text{d: TN: true negative.}\)
Table 7. HEARTSMAP-U’s sensitivity and specificity in predicting the broader psychosocial concerns identified through a clinician-administered assessment (gold standard) at follow-up (n=100).

<table>
<thead>
<tr>
<th>Section</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Clinician-identified concerns, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(95% CI)</td>
<td>(95% CI)</td>
<td>Yes TP a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No FN b</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FP c</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TN d</td>
</tr>
<tr>
<td>Housing</td>
<td>33 (0.04-0.78)</td>
<td>85 (0.76-0.92)</td>
<td>2 (2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4 (4)</td>
</tr>
<tr>
<td>Educational</td>
<td>75 (0.43-0.95)</td>
<td>53 (0.43-0.64)</td>
<td>9 (9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 (3)</td>
</tr>
<tr>
<td>Relationships</td>
<td>75 (0.51-0.91)</td>
<td>63 (0.51-0.73)</td>
<td>15 (15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5 (5)</td>
</tr>
<tr>
<td>Substances</td>
<td>100 (0.40-1.00)</td>
<td>45 (0.35-0.55)</td>
<td>4 (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Sexual</td>
<td>100 (0.03-1.00)</td>
<td>85 (0.76-0.91)</td>
<td>1 (1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Abuse</td>
<td>100 (0.40-1.00)</td>
<td>58 (0.48-0.68)</td>
<td>4 (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aTP: true positive. bFN: false negative. cFP: false positive. dTN: true negative.

Convergent Validity

As shown in Table 8, strong correlations were found between HEARTSMAP-U’s Psychiatry domain and the PedsQL-YA Emotional subscale (0.68, 95% CI 0.56-0.78). Similarly, HEARTSMAP-U’s Psychiatry domain demonstrated moderate-to-strong correlations with the MHC-SF Emotional (0.63, 95% CI 0.49-0.73) and Psychological (0.54, 95% CI 0.38-0.67) subscales, as shown in Table 9.

Table 8. Spearman rank correlation coefficients a of HEARTSMAP-U domains and PedsQL-YA b subscales.

<table>
<thead>
<tr>
<th>HEARTSMAP-U</th>
<th>PedsQL-YA, correlation coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Emotional</td>
</tr>
<tr>
<td></td>
<td>School</td>
</tr>
<tr>
<td></td>
<td>Social</td>
</tr>
<tr>
<td></td>
<td>Psychosocial summary</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>0.68 (0.56-0.78)</td>
</tr>
<tr>
<td></td>
<td>0.53 (0.38-0.66)</td>
</tr>
<tr>
<td></td>
<td>0.50 (0.34-0.63)</td>
</tr>
<tr>
<td></td>
<td>0.69 (0.57-0.78)</td>
</tr>
<tr>
<td>Function</td>
<td>0.54 (0.39-0.67)</td>
</tr>
<tr>
<td></td>
<td>0.64 (0.50-0.74)</td>
</tr>
<tr>
<td></td>
<td>0.46 (0.29-0.60)</td>
</tr>
<tr>
<td></td>
<td>0.63 (0.50-0.74)</td>
</tr>
<tr>
<td>Social</td>
<td>0.36 (0.18-0.52)</td>
</tr>
<tr>
<td></td>
<td>0.33 (0.14-0.49)</td>
</tr>
<tr>
<td></td>
<td>0.31 (0.12-0.47)</td>
</tr>
<tr>
<td></td>
<td>0.39 (0.21-0.55)</td>
</tr>
<tr>
<td>Student Health</td>
<td>0.35 (0.17-0.51)</td>
</tr>
<tr>
<td></td>
<td>0.33 (0.14-0.49)</td>
</tr>
<tr>
<td></td>
<td>0.34 (0.15-0.50)</td>
</tr>
<tr>
<td></td>
<td>0.39 (0.21-0.54)</td>
</tr>
</tbody>
</table>

aAll correlations are significant at an α of .01 (2-tailed). bPedsQL-YA: Pediatric Quality of Life-Young Adult.

Table 9. Spearman rank correlation coefficients a of HEARTSMAP-U domains and MHC-SF b subscales.

<table>
<thead>
<tr>
<th>HEARTSMAP-U</th>
<th>MHC-SF, correlation coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Emotional</td>
</tr>
<tr>
<td></td>
<td>Psychological</td>
</tr>
<tr>
<td></td>
<td>Social</td>
</tr>
<tr>
<td></td>
<td>Total</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>0.63 (0.49-0.73)</td>
</tr>
<tr>
<td></td>
<td>0.54 (0.38-0.67)</td>
</tr>
<tr>
<td></td>
<td>0.53 (0.37-0.66)</td>
</tr>
<tr>
<td></td>
<td>0.60 (0.45-0.71)</td>
</tr>
<tr>
<td>Function</td>
<td>0.49 (0.33-0.63)</td>
</tr>
<tr>
<td></td>
<td>0.55 (0.40-0.67)</td>
</tr>
<tr>
<td></td>
<td>0.39 (0.21-0.54)</td>
</tr>
<tr>
<td></td>
<td>0.53 (0.38-0.66)</td>
</tr>
<tr>
<td>Social</td>
<td>0.31 (0.12-0.48)</td>
</tr>
<tr>
<td></td>
<td>0.32 (0.13-0.49)</td>
</tr>
<tr>
<td></td>
<td>0.275 (0.08-0.45)</td>
</tr>
<tr>
<td></td>
<td>0.34 (0.15-0.50)</td>
</tr>
<tr>
<td>Student Health</td>
<td>0.28 (0.09-0.45)</td>
</tr>
<tr>
<td></td>
<td>0.35 (0.17-0.51)</td>
</tr>
<tr>
<td></td>
<td>0.21 (0.02-0.39)</td>
</tr>
<tr>
<td></td>
<td>0.31 (0.12-0.47)</td>
</tr>
</tbody>
</table>

aAll correlations are significant at an α of .01 (2-tailed). bMHC-SF: Mental Health Continuum-Short Form.

Concern severity classification (none to severe) in HEARTSMAP-U’s Psychiatry domain and the PedsQL-YA (“not at-risk” vs “at-risk”) showed significant agreement (Tables 6 and 7). Significant agreement was observed between HEARTSMAP-U’s Psychiatry severity classifications and the MHC-SF’s “languishing,” “moderately mentally healthy,” and “flourishing” classifications (Table 10).

For broader psychosocial issues, strong correlation and classification agreement were observed between HEARTSMAP-U’s Function domain and the PedsQL-YA School subscale (0.64, 95% CI 0.50-0.74). HEARTSMAP-U’s Mood, Anxiety, and Safety sectional scores demonstrated moderate-to-strong correlations with condition-specific instruments: PHQ-9 (0.61, 95% CI 0.48-0.74), GAD-7 (0.71,
95% CI 0.60-0.82), and SBQ-R (0.65, 95% CI 0.60-0.82), respectively.

### Table 10. Association between severity classifications in HEARTSMAP-U and the PedsQL-YA\(^a\) and MHC-SF\(^b\) instruments using measures of mutual information.

<table>
<thead>
<tr>
<th>First and second instruments</th>
<th>Mutual information agreement, I agreement</th>
<th>Mutual information disagreement, I disagreement</th>
<th>Mutual information, I agreement + I disagreement</th>
<th>Chi-square (df)</th>
<th>(P) value</th>
<th>Association outcome(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HEARTSMAP-U Psychiatry</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PedsQL-YA emotional</td>
<td>0.25</td>
<td>-0.01</td>
<td>0.24</td>
<td>33.51 (3)</td>
<td>&lt;.001</td>
<td>Agreement</td>
</tr>
<tr>
<td>MHC-SF total</td>
<td>0.19</td>
<td>0.07</td>
<td>0.26</td>
<td>35.68 (6)</td>
<td>&lt;.001</td>
<td>Agreement</td>
</tr>
<tr>
<td><strong>HEARTSMAP-U Function</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PedsQL-YA work or school</td>
<td>0.18</td>
<td>0.00</td>
<td>0.18</td>
<td>24.99 (3)</td>
<td>&lt;.001</td>
<td>Agreement</td>
</tr>
<tr>
<td>MHC-SF total</td>
<td>0.10</td>
<td>0.11</td>
<td>0.20</td>
<td>28.12 (6)</td>
<td>&lt;.001</td>
<td>Disagreement</td>
</tr>
</tbody>
</table>

\(^a\)PedsQL-YA: Pediatric Quality of Life-Young Adult.

\(^b\)MHC-SF: Mental Health Continuum-Short Form.

\(^c\)If I agreement > I disagreement and \(P<.10\), then there is a significant agreement [59].

**Clinical Utility**

As shown in Figure 2, most participants (88/100, 88%) received at least 1 tool-triggered psychiatric or broader psychosocial support recommendation for the identified needs of any severity level. A smaller fraction (12/100, 12%) of the students solely received recommendations for self-care and maintaining mental well-being. Of the 88 (88%) out of 100 students who received a needs-based support recommendation, 12 (14%) had started accessing the recommended care before their follow-up visit. Accessed services included counseling or primary care services (50/100, 50%), academic advising support (25/100, 25%), and web-based resources (25/100, 25%).
Figure 2. A schematic outlining participants’ connection with psychosocial resources at 3-month follow-up. For a more nuanced understanding of students’ help-seeking, we measured access, attempt, and intention to seek care. As per the British Columbia Centre for Disease Control, culturally safe care is “an outcome based on respectful engagement that recognizes and strives to address power imbalances inherent in the healthcare system. It results in an environment free of racism and discrimination, where people feel safe” [60].

After baseline, 13% (11/88) of the students had attempted to access needs-based services but were unsuccessful in establishing a connection with service providers. Students described the individual- and system-level factors that impeded their service access. At the individual level, time constraints (32/88, 36%) and low perceived need (32/88, 36%) were the most common explanations. At the system level, issues with service availability (16/88, 18%) were the most frequently reported barrier. Additional reasons are outlined in Figure 2.

Of all the students who received needs-based support recommendations (n=88), a total of 65 (74%) students did not attempt to access the specified support. Time constraints (45/88, 51%) and low perceived need (38/88, 43%) were the most common reasons for not accessing care. Additional explanations are summarized in Figure 2. Despite a large proportion of students not accessing care, a majority of these students (54/88, 61%) expressed their intention to do so in the future, either when they perceived the need for them or had more time.

Discussion

Principal Findings

The aim of this study was to determine whether HEARTSMAP-U was fit for purpose as a psychosocial self-screening tool for postsecondary students. HEARTSMAP-U displayed high sensitivity and lower specificity in identifying psychiatric concerns and resource needs. Moderate to strong convergent validity evidence was demonstrated between conceptually similar domains in HEARTSMAP-U and other general and condition-specific patient-reported outcome measures. At follow-up, 25% (22/100) of the students who had received service recommendations from HEARTSMAP-U had attempted to access the services. Of those who could not connect with a service provider or those who did not attempt to access care, a majority (61/76, 80%) intended to act on them when they had time or perceived a sufficient need.

HEARTSMAP-U shows high sensitivity in detecting psychiatric and psychosocial concerns and resource needs but consistent
low specificity, leading to false positives or overscreening [61]. False positives can be concerning when they result in psychological distress or overwhelm health systems [62,63]. Most of HEARTSMAP-U’s false negatives were for mild support needs (eg, self-directed resources and peer support) or soft recommendations for primary care (“consider accessing...”). To address this, we incorporated an additional recommendation into HEARTSMAP-U’s algorithm, encouraging students experiencing mild issues to secure access to a primary care provider in case of future need escalation (eg, build resource literacy and have a help-seeking plan). Students described soft recommendations as being helpful, “if and when I need it.” Thus, HEARTSMAP-U’s false positives were not perceived by participants as being distressful and are not likely to have significant system-level repercussions. Nevertheless, within the context of standard 2-stage screening procedures [64], HEARTSMAP-U is intended as an initial screening tool and requires follow-up assessment for firm diagnosis and treatment planning.

We observed a moderate-to-high correlation between HEARTSMAP-U’s Mood and Anxiety sections and total 8-item Patient Health Questionnaire and GAD-7 scores. Consistent with our findings, Alschuler et al [65] observed moderate to high correlation between the College Health Questionnaire and Patient Health Questionnaire (r=0.37-0.47), a general screener for common mental health disorders. Similarly, Downs et al [66] showed that the Symptoms and Assets Screening Scale’s Anxiety Symptoms and Depressive Symptoms subscales were significantly correlated with the Beck Anxiety Inventory (r=0.68) and the 8-item Patient Health Questionnaire (r=0.73), respectively. HEARTSMAP-U’s convergent validity lends evidence in support of our previously developed conceptual framework. The consistency of these findings with both the College Health Questionnaire and Symptoms and Assets Screening Scale is also promising, as the current work builds on these seminal instruments and extends screening utility beyond assessment but includes resource recommendations and navigational support.

Approximately three-quarters (65/88, 74%) of the participants who received HEARTSMAP-U resource recommendations did not attempt to access care by the 3-month follow-up, with many citing low perceived need and time constraints as common barriers. Similarly, in a random sample of 2785 American college students, Eisenberg et al [67] reported that between 37% and 84% of positive screens had unmet service needs, with a lack of perceived need and a lack of time as the most commonly reported barriers. The extant literature has demonstrated consistently low help seeking and, at best, a preference for informal help seeking (eg, friends and family) among postsecondary students [5,68,69]. Indeed, this may be a concerning observation, as a number of our participants may have benefited from mild-to-moderate mental health resources but did not perceive a need for them, which may result in their concerns escalating and impacting their daily functioning and academic success.

Interestingly, over two-thirds (61/88, 69%) of the students who did not access care expressed an intention to use tool-recommended resources in the future. Although consistent with the existing understanding that students exposed to behavioral persuasion messaging report greater help-seeking intention [70], this study extends this knowledge to the context in which screening interventions are coupled with resource messaging. Students experienced system- and individual-level challenges as barriers to care. Several students (4/100, 4%) called for more self-referral or integrated services, voicing frustrations that even with resource information, accessing care involved too many steps. These comments echo longstanding challenges with screening programs, as their utility is often contingent on system capacity and readiness [17]. In primary care settings, the colocation of behavioral screening with specialists has shown increased referral completion and service use [71]. Similarly, linking HEARTSMAP-U with integrated digital mental health services may reduce logistical barriers (eg, opening new webpages and getting a general practitioner referral) and support more seamless connection with resources after screening. To this effect, we have worked with institutional partners and researchers to embed HEARTSMAP-U within an e-mental health app called “Minder,” which includes built-in and immediately accessible life coaching, e-counseling, peer support, and self-directed resources [72].

This paper describes a comprehensive evaluation of HEARTSMAP-U’s measurement properties and clinical utility. Together, the evidence of HEARTSMAP-U’s validity and students’ intention to seek tool-recommended resources demonstrate that HEARTSMAP-U may be fit for purpose as a psychosocial self-screening tool for the postsecondary educational setting. However, care must be taken to ensure appropriate access to secondary assessments to “rule out” false positives. The National College Health Assessment and Canadian Campus Well-being Survey offer population-level data on student health and academic outcomes [73,74]. However, to our knowledge, these instruments do not offer individual-level information that could facilitate students’ mental health literacy, self-awareness, and understanding of personal support needs. Validated at the individual level, HEARTSMAP-U has the potential to be scaled and offered alongside institution-facing measures to promote measurement that is guided by the principles of student centeredness, as outlined in Canada’s National Standard for Post-Secondary Student Mental Health and Well-being [7].

A strength of this study lies in working with campus-based mental health clinicians nurses, as their assessment served as a pragmatic and realistic “gold standard” for the evaluation of predicative validity. This is especially important, as it allowed us to identify nonspecific or subthreshold concerns that may not meet the rigid diagnostic criteria. In addition, the gold standard should be driven by student needs and put their voices first, which is best done by campus mental health clinicians who work with students on a daily basis. Our study was not without limitations. HEARTSMAP-U’s scoring distribution was skewed toward mild to moderate concerns, limiting our ability to validate the instrument’s ability to identify severe psychiatric and psychosocial needs. However, the study’s concern prevalence was consistent with the population-level prevalence and appropriate for the tool’s use as a universal screening measure. Our small sample size also limited the
precise evaluation of HEARTSMAP-U’s measurement properties for specific concern severity levels and resource recommendations. Further studies are planned to address these limitations and evaluate HEARTSMAP-U’s predictive performance in different student subpopulations (eg, varying in gender and race).

Conclusions
Our study offers a preliminary evaluation of HEARTSMAP-U’s measurement properties and clinical utility for multidomain, universal psychosocial screening in the postsecondary educational setting. HEARTSMAP-U displays high sensitivity but lower specificity in identifying psychiatric concerns and resource needs as well as moderate-to-high convergent validity with other conceptually similar instruments. Our results suggest that HEARTSMAP-U has the potential to be scaled and implemented alongside institution-facing measures (eg, early alerts) to promote the prevention and early detection of mental health issues in the learning environment. Studies are currently underway to evaluate the tool’s measurement properties on a larger scale and predictive validity performance across diverse student subpopulations (eg, varying in age, gender, and race).
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Abstract

Background: Depression and anxiety are common and debilitating mental disorders with severe negative repercussions at both individual and societal levels. Although virtual reality (VR) has emerged as a safe and effective tool for the treatment of anxiety disorders, studies of the therapeutic application of VR to treat depression are more limited.

Objective: The purpose of this study was to test whether a novel type of individualized VR (iVR) can be used to improve self-compassion and decrease depressive symptoms and to evaluate the usability and acceptability of this approach, as rated by participants. The iVR system was designed and developed based on the feedback obtained from a previous study, with improved appearance and feel of the avatar and enhanced graphical quality.

Methods: A total of 36 young adult participants were recruited from a university community social media site. Participants were aware that the study was investigating a treatment for depression but were not recruited based on depression diagnosis. Participants were asked to complete 2 iVR sessions, spaced 2 weeks apart. At baseline and upon completion of each iVR session, participants were asked to complete validated measures of self-compassion and depression. Upon completion of both iVR sessions, additional measures were administered to assess participants’ perceptions about the perceived usability and system acceptability of the iVR approach.

Results: Self-compassion was assessed at the beginning of session 1 (preintervention baseline) and at the end of session 1 (postintervention assessment). Owing to COVID-19 constraints, 36% (13/36) of the participants were unable to complete the follow-up iVR session. Self-compassion was assessed again for the remaining 64% (23/36) of the participants at the end of session 2 (postintervention assessment). Within-group analyses revealed that self-compassion was significantly increased at the end of both session 1 (\(P=0.01\)) and session 2 (\(P=0.03\)) relative to baseline. There was also a nonsignificant trend for depressive symptoms to be low at the end of session 2 relative to baseline. Both quantitative and qualitative participant data supported the iVR approach as being acceptable and usable.

Conclusions: Although these data must be treated as preliminary owing to the small sample size and potential selection bias, the data provide encouraging initial evidence that iVR might be a useful tool to enhance self-compassion and reduce depressive symptoms, highlighting the need for randomized controlled trials in the future.

(JMIR Ment Health 2023;10:e47617) doi:10.2196/47617
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Introduction

Background

Depression is a common mental disorder and a leading cause of disability that has been identified by the World Health Organization as a major contributor to the overall global burden of disease [1]. Psychological and pharmacological treatments, such as cognitive behavioral therapy, interpersonal psychotherapy, and antidepressant medication, are commonly used to treat depression [1]. However, despite the availability of treatment, it has been estimated that between 76% and 85% of people in low- and middle-income nations do not obtain adequate care owing to lack of resources and trained health care professionals [1,2]. Although steps have been taken to try and overcome these obstacles, more effective and accessible care is still urgently required [1].

Studies suggest that there is a link between self-compassion or self-criticism and depressive symptoms, with the former considered as a protective factor and the latter as a risk factor for depression [3]. Such links are unsurprising, given that self-compassion involves treating oneself with kindness and understanding [4], whereas self-criticism is defined by negative self-evaluation and judgment [5]. Low self-compassion and high self-criticism are associated with more severe depressive symptoms and increased risk of chronic or recurring depression [6].

Importantly, studies suggest that self-compassion can be increased with training [7]. Compassion-focused therapy (CFT) is therefore a possible method to reduce symptoms of depression. With CFT, the aim of the treatment is to increase a person’s self-compassion levels through strategic exposure to situations or scenarios that encourage demonstration of compassion toward themselves or others and allow the client to focus on self-compassion when they experience negative thought processes [8]. However, although this method has been shown to be effective, it can be challenging and resource intensive to implement; thus, there is a need for innovative interventions that are more accessible and sustainable [9].

Virtual Reality in Mental Health

Virtual Reality (VR) is an emerging technology that can simulate realistic and immersive experiences within a virtual world. VR head-mounted displays (HMDs) are becoming more affordable and accessible, and there is a growing interest in their potential use in psychotherapeutic interventions [10,11]. VR exposure therapy (VRET) is one of the most common VR applications in mental health [12-14]. This exposure therapy strategy takes advantage of the high degree of presence provided by VR environments. Recent studies indicate that VR can be effective in the treatment of a variety of mental disorders, pain management, and addiction, where gains from simulated virtual exposure therapy transfer to real-life situations [15].

VR has been used to provide exposure therapy in the treatment of phobia, where people are presented with a simulation of their source of fear in a safe and controlled situation [16]. Positive results have been reported in the treatment of acrophobia, trypophobia, claustrophobia, and velocophobia and for more complex anxiety disorders including panic disorder, social anxiety disorder, and arachnophobia [17].

In particular, intensive studies have focused on the use of VR for the treatment of acrophobia (fear of heights). Krijn et al [18] investigated whether cognitive coping self-statements would have additional benefits over VRET in people with acrophobia. Participants (N=26) were randomly assigned to receive either 2 sessions of VRET and coping self-statements followed by 2 sessions of VRET or 2 sessions of VRET followed by 2 sessions of VRET and coping self-statements. Findings indicated that VRET reduced height-related anxiety and avoidance behavior, regardless of whether coping self-statements were added. In a study conducted by Meyerbrocker et al [12], VRET was used to treat acrophobia and fear of flying. Findings showed that VRET with a placebo is an effective treatment for acrophobia. More recently, Donker et al [19] conducted a study on the use of a smartphone VR app for VRET. In total, 193 participants with acrophobia were randomly assigned to a VR cognitive behavioral treatment group using cardboard VR goggles (n=96, 49.7%) or to a waiting list control group (n=97, 50.3%). Results showed reduction in acrophobia symptoms after therapy and at 3-month follow-up.

In the treatment of people with posttraumatic stress disorder (PTSD), VR has also been used as a tool for exposure therapy by presenting simulated scenarios that trigger the trauma in combination with relaxation training [20]. Although prolonged exposure involving emotional processing of traumatic situations and habituation of anxiety is an evidence-based treatment for PTSD, some people are either unwilling to undergo this treatment or are unable to visualize the traumatic stimuli because of anxiety avoidance [21]. For people living with PTSD, exposure to a controlled fictitious virtual environment might therefore be more tolerable than exposure by imagination [21]. Several randomized controlled trials (RCTs) have compared VRET with prolonged imaginal exposure therapy in active-duty US military personnel and veterans. The VRET sessions included imaginal exposure to traumatic war memories and computer-generated environments, tailored to participants’ description of their trauma, and revealed that VRET was just as effective as extended exposure [22]. Although a large RCT comparing prolonged imaginal exposure with VRET in active-duty personnel found that prolonged exposure was more effective than VRET at 3-month and 6-month follow-up [23], Norr et al [24] found that relative to a waitlist control, both prolonged exposure and VRET led to decreased incidence of suicidal thoughts.

VR has also been used to assess mental health disorders, albeit less frequently. For instance, it has been used to simulate circumstances in which addiction-related behaviors might be triggered, so that the therapist can watch the client’s response and use that knowledge to plan the patient’s therapy [25].
Extensive literature shows that alcohol-related and drug-related cues (such as cigarettes, ashtrays, and smokers at a bar) contribute to the persistence of substance use disorders [26], and this extends to the virtual world. Moreover, peer pressure from virtual avatars is highly effective in inducing cravings [12,27]. Collectively, the findings from these studies show that immersing individuals in virtual worlds related to their specific addiction might be a valuable tool in both their assessment and treatment.

**VR in the Treatment of Depression**

In a scoping study conducted by Baghaei et al [14], it was argued that VR could be beneficial in helping the treatment of anxiety or depression in a variety of contexts, and its potential as a clinical tool was highlighted. However, despite this emerging literature about the use of VR for mental health conditions, relatively few studies so far have focused on depression, one of the most common conditions [28]. Of the limited number of studies that have tested the potential value of VR in treating depression, the first study used the standard nonindividualized approach. Li et al [29] investigated the impact of a VR-based restorative environment on the emotional and cognitive recovery of patients with mild to moderate depression and anxiety. The study enrolled 195 individuals with mild to moderate depression and anxiety. The study used multiple VR restorative contexts, including an urban and a park setting. Participants were divided into groups at random and each engaged with a different scene. According to the findings of the study, a VR-based restorative environment can improve the emotional well-being and cognitive recovery of people with mild to moderate anxiety and depression. Falconer et al [28] examined the effect of avatar embodiment on self-compassion in people diagnosed with clinical depression. In this study, 15 participants engaged in an 8-minute VR simulation in which they experienced delivering and receiving compassion in virtual bodies. This session was repeated 3 times, and at the conclusion of the trial, 9 participants reported improvement in their depressive symptoms. Our group later followed up this study, by investigating whether individualization of VR might increase the potential benefits of compassion for depressive symptoms [30]. An early version of an individualized VR (iVR) system was built and implemented and was evaluated [31]. In this study, participants were able to individualize their VR experience by selecting their preferred avatar, therapeutic environment, and treatment scenario.

**Individualization of VR**

The potential benefits of personalizing virtual experiences for mental health therapy, such as customizing the virtual environment to an individual’s preferences and interests, has been the focus of limited studies. Most VR therapies have been predefined and predesigned, resulting in a uniform approach for all participants based on an immersion or presence-specific environment [32]. Although this approach has the advantage of being standardized, it does not account for important individual differences in characteristics, which may influence the treatment’s efficacy [33]. iVR can also improve user experience and facilitate therapists’ access to otherwise difficult-to-obtain clinical information [14,31].

Avatars are common across digital applications. By using avatars as self-representation, we engage in social activities, play, and conduct businesses. There has been an increasing interest in the potential effects of avatar customization on both user experience and performance indicators [34]. Customization of avatars has been found to positively influence outcomes in a variety of fields. In players who personalized their game characters, increased identification with their avatars was found to increase autonomy, invested effort, enjoyment, and immersion [35]. Waltemate et al [36] examined the effect of the degree of personalization and individualization of users’ avatars and the level of immersion on typical psychophysical variables in embodied virtual environments. Personalized avatars in VR were found to enhance body ownership, sense of presence, and dominance in comparison with generic counterparts of comparable realism and quality of graphics. Such findings demonstrate the potential value of individualized avatars in VR applications that rely on body ownership and presence. As the architecture of iVR mainly relies on avatar embodiment [31,32], avatar customization should theoretically enhance the application. As therapists may also view the individual’s choice of avatar in each session, the type of avatar characteristics selected also provides further unique insights into their client’s mental state.

However, although the results from our previous study [31] provided important proof of concept in showing that individualization of the VR experience may have value in therapeutic contexts, this study did not examine the effects of iVR on self-compassion levels and depression symptoms specifically. Therefore, the central aim of this study was to report the design and implementation of a novel VR system that builds on but meaningfully improves the systems used in our early pilot study [31,32] and then to use this refined system to provide the first evaluation of the implemented iVR’s impact on self-compassion and depressive symptoms.

**iVR Design and Implementation**

**iVR Description**

Our prototype iVR system mirrors the prototype used by Falconer et al [28] and the iVR system prototype used in our initial pilot study [30]. The VR application consists of 2 phases. First, participants are instructed to show or give compassion to a crying child in a virtual environment. This is then followed by the second stage, in which participants are given the opportunity to assume the role of the crying child and receive compassion. The broad literature on compassion predicts that both giving and receiving compassion should increase self-compassion.

In this study, individualization features were navigated via graphical user interface (GUI) panels added to the virtual environment throughout all stages. However, because qualitative feedback from participants indicated that participants wanted clear instructions about how to use the application, we then added a main menu or tutorial stage at the beginning of our iVR system. Therefore, the application includes three specific stages:
1. The main menu stage, which provides clear instructions about the application and enables participants to customize their experience
2. The delivering compassion stage, which allows participants to practice delivering compassion
3. The receiving compassion stage, which presents the opportunity to experience receiving compassion

**Stage 1: Main Menu or Tutorial**

In the main menu, participants are presented with a brief explanation of how the VR application works and are guided through the process of selecting their choice of avatar, environment, and scenario. To maintain consistency, all menu options in the main menu follow a template. The title of the menu is displayed at the top of the menu panel. All options are populated under the title banner.

The contents of the menu options vary between individualization categories. For instance, the avatar selection section might contain various virtual body selections, whereas the environment selection section might contain indoor and outdoor terrain selections. Figure 1 is a screenshot of the main menu panel as viewed by the participant. Interactions with the main menu occur via hand-held controllers. When participants have completed customizing their VR experience, they can then proceed to stage 2, where they can practice delivering compassion.

**Stage 2: Delivering Compassion**

**Overview**

In stage 2 of the prototype, participants are given the opportunity to deliver compassion to a distressed in-game character. Participants embody a virtual avatar when delivering compassion in a scene generated based on their previous choices. Unlike the predetermined virtual body in the prototype used by Falconer et al [28], the appearance of the body is determined based on the avatar chosen from the main menu stage. The therapy environment and the in-game character’s appearance and behavior can also be individualized. Participants were instructed to give compassion to a distressed youth closely following the 3-phase approach of validation, redirection of attention, and memory activation, which is the standard approach recommended for use in CFT when dealing with emotional situations [28].

**Validation**

The aim of this phase is to acknowledge that the other person is upset, that you do not judge them for this, and that it is perfectly acceptable for them to react in this way. The following is a sample dialogue: “It’s not nice when things happen to us that we don’t like. It has really upset you, hasn’t it?”

**Redirection of Attention**

The aim of this phase is to direct the other person’s attention toward something that is more positive, soothing, and comforting. The following is a sample dialogue: “Sometimes when we are sad it’s helpful to think of someone who loves us or is kind to us.”

**Memory Activation**

The aim of this phase is to suggest that the person could try to recall a memory of a person who loves or is kind to them. This memory is supposed to instill more positive feelings of warmth, comfort, and safety. The following is a sample dialogue: “Can you think of someone who loves you or is kind to you? What might they say to you now that would make you feel better?”

Hints and clear instructions were incorporated into the virtual environment to enhance user experience. When the stage is loaded, participants’ speech is automatically recorded. After delivering compassion, they can go to the next stage by clicking the “Next Stage” button. Figure 2 depicts a stage-1 scene in which a participant has decided to interact with an upset young female character by embodying an Asian female avatar in an indoor setting.
Stage 3: Receiving Compassion

Stage 3 gives users the opportunity to experience receiving compassion from their chosen virtual self through the eyes of the game character as illustrated in Figure 3. During this stage, participants hear a virtual avatar reenacting the participant’s speech that was recorded from the first stage to deliver compassion, but this time, they are on the receiving end of the speech. When the avatar has completed acting the scene, the scenario ends, and they are given the option of returning to the main menu or quitting the application.
Individualized Components

Overview

The iVR application gives participants an opportunity to personalize their avatar, environment, and scenario. When used in a therapeutic environment, observing the client’s decisions could potentially assist therapists in providing additional clinical insights, particularly for clients who are not willing or able to provide accurate information about their mental health.

Although the customization of avatars in our early pilot study [31] was well received, feedback from participants revealed a preference to interact with avatars that were more graphically realistic. Therefore, improving the appearance and feel of the avatar was one of the primary objectives in building the iVR prototype.

Reallusion software (Reallusion Inc) [37] was used to produce preexisting multilayered humanoid components for this project. The degree of realism and graphic quality of these assets are relatively good. However, these files use single meshes for the skin layer, making it difficult to programmatically alter the avatar’s personal attributes, such as clothing and skin tone, based on participant’s choice. Owing to this, the prototype’s avatar customization was restricted to a selection of premade virtual bodies. As this prototype was intended for use in a New Zealand–based study, avatar options were made available for the region’s 3 largest ethnic groups: Asian, European or Pakeha, and Māori [38]. The available choices of virtual bodies are as follows:

1. Asian female
2. Asian male
3. European female
4. European male
5. Māori female
6. Māori male

Virtual Environments

In the early prototype [31], users could choose from a variety of therapeutic environments. However, these environments did not depict the landscape in a visually accurate manner. Participants showed a tendency to favor locations with the most realistic appearance because this enhanced their sense of immersion [31]. Our current iVR prototype design focuses on enhancing the graphical quality of the selected environments to make them more realistic and immersive.

It is important to strike a balance between performance and the complexity of digital resources when developing the virtual environment. High-fidelity resources can produce a more realistic-looking environment but can be detrimental to the performance of the application because it creates a great burden on the software and hardware of the VR HMD to load the digital models. This was one of the difficulties encountered during the development of iVR environments.

To avoid performance issues, the iVR system was developed using photorealistic 3D digital models that were not so complex as to hinder the software’s performance. In addition, we used occlusion culling to increase productivity by avoiding the rendering of items that are obscured from view. Figure 4 depicts the iVR prototype’s enhanced assets in outdoor and indoor environments. We included both indoor and outdoor environments for the participants to choose from, including a living room, a study room in a Victorian house, and a park.

![Figure 4. Improved (A) outdoor virtual environment and (B) indoor virtual environment used in the individualized virtual reality prototype.](https://mental.jmir.org/2023/1/e47617)

Interaction Scenario

In addition to being able to choose their own in-game character, participants could select from two potential scenarios:

1. Delivering compassion to a crying person
2. Delivering compassion to an angry or upset person

Creating a convincingly realistic humanoid model can be difficult because humans are graphically complex objects, and the human eye is adept at identifying subtle humanoid object characteristics [39]. Overall, three distinct types of strategies can be used to animate human behaviors: (1) keyframing, (2) motion capture, and (3) simulation [40], each with specific advantages and limitations [41]. The keyframing technique requires the key positions of objects in each timeline to be manually specified. Using this technique, animators may control the motion of an object’s minute elements. It also allows for a more seamless transition between stances. The disadvantage is...
that it can be time consuming. However, although the motion capture approach is typically less time consuming than the keyframe method, it does not provide much control over the motion and does not necessarily have seamless transitions between scenarios. The third method is simulation, in which lifelike movements are generated. However, this may be prohibitively expensive and time consuming, making it impractical at this time. After assessing the advantages and disadvantages of each technique, keyframing was chosen to provide great control and smooth scenario transitions.

**Design Considerations for VR Application**

Immersive VR is fundamentally different from conventional digital products designed for flat 2D screens in that consumers receive a fully immersive 3D experience equivalent to the real world. Consequently, several aspects must be considered when designing components for a VR application.

**Vision**

When designing virtual components, the comfort of the user was the primary concern. According to the recommendations by Meta [42], all menus and displays must be within a comfortable sight distance to avoid eye strain. For most end users, 1 m is the best seeing distance for GUIs and menus [42]. Following this advice, the main menu and GUI panels were rendered approximately 1 m away from the user, as measured in a real-world setting.

Another key factor considered was the end users’ line of sight. Szauer [43] recommends that key gameplay items be placed within the immediate field of view of the user, as objects placed outside the user’s field of view are commonly overlooked. In the iVR prototype, avatars and virtual bodies were therefore positioned exactly in front of the camera, within its typical range of view.

GUIs and menus must be drawn in front of the user’s eyes and positioned relative to the camera, so that they are always within the user’s field of view. All menu and user interface information must be displayed without requiring the user to move their head [43]. As we have various customizable settings, it was difficult to display all of them on a single panel. To address this issue, the menu options were divided into sections and subsequently shown using a paginated panel. The next or back button allows users to browse through the menu. Figure 5 illustrates a low-fidelity and high-fidelity prototype of the avatar selection menu panel.

![Figure 5. (A) Low-fidelity and (B) high-fidelity prototype of the avatar selection menu panel.](image)

For user input, this project used the Meta (old Oculus) Quest 2 controller input with laser pointers for GUI and menu interactions to provide participants with a more engaging and participatory experience.

**Locomotion**

In contrast to 2D displays, users can physically move around in a VR world. In VR development, the user’s motions within the virtual environment are typically referred to as locomotive. Comfortable locomotion has a direct and meaningful effect on the user experience, making it essential for the success of any VR application [44].

Physical and artificial locomotion are the 2 primary types of locomotion in the creation of VR [45]. Physical locomotion is when motions in the virtual world are synchronized with the user’s movements in the real world. Artificial locomotion is when motions in the virtual world are controlled by external factors, such as button presses, as opposed to physical movement. Although this can be advantageous for navigating the virtual environment when physical space is limited, certain artificial actions, such as smooth turning, can be uncomfortable [45]. Therefore, caution should be exercised when developing an artificial locomotive in the virtual world. Teleportation may be used to handle artificial movement in the virtual environment [44], but it was not incorporated in the iVR prototype because participants might not be familiar with the VR HMD, and this functionality was susceptible to user mistakes. Therefore, the iVR for mental health application was designed to allow users to navigate the virtual world by walking in the real world.

**Development Tools**

The Unity [46] game engine was used in the development of the iVR prototype because it offers an intuitive user interface with a short learning curve. In addition, Unity provides flexible VR plugins that are compatible with Meta Quest 2.

Virtual avatars in the iVR prototype were animated using Mixamo [47] and Blender [48]. First, Mixamo was used to produce generic movement patterns for the models. Upon completion of the animation process in Mixamo, the file was converted into a FilmBoX file, so that it may be used in the Unity project (as depicted in Figure 6). Blender was then used to make any necessary animation adjustments, and the file was then imported into Unity. The animation transitions and position orders were then defined in Unity using animation controllers.
Figure 6. Keyframing animation process in Blender.

The iVR prototype records the audio input of the Meta Quest 2 headset during stage 1 and uses the recording as the audio input for stage 2. Participants were able to hear and observe their avatar reenacting stage 1 from a different perspective. To control the facial expressions of the avatar, Oculus VR Lipsync (Meta) was used. Oculus VR Lipsync [49] is a Unity add-on plugin that may be used to synchronize the lip and facial movement of a digital object with audio input.

Methods

The goal of the study was to examine whether iVR increases self-compassion and decreases symptoms of depression.

Participants

A total of 36 participants agreed to participate (n=17, 47% self-identified as men and n=19, 53% self-identified as women), who were on average aged 29.3 (SD 11.64) years. Participants were recruited via poster advertising, social media advertising, and word of mouth. Participants were informed that it was a study about depression, but there was no requirement for participants to have a depression diagnosis and that they did not need to disclose whether they were clinically depressed. Only participants aged >18 years were allowed to participate in the study because it dealt significantly with sensitive topics related to mental health. Participants were also required to reside in Auckland, New Zealand, because the experiment needed to be conducted in person at a specific location. Potential participants who expressed interest through email were sent a copy of the information sheet, and they provided written informed consent before completing the experimental sessions. All participants were reimbursed with a gift card worth NZD $20 (US $11.8) upon completion of the study.

Measures

Self-Compassion Scale

The Self-Compassion Scale (SCS) [50] was used to assess self-compassion. SCS is a tool created by Kristin Neff [51] to measure self-compassion. It is frequently used in academic settings [50]. SCS is a 26-item questionnaire that has previously been shown to be a reliable and valid indicator of self-compassion [52]. High scores on SCS are indicative of great self-compassion. SCS data were collected from participants 3 times throughout the study: at the beginning (baseline preintervention assessment), at the end of the first session (after interaction with iVR), and at the end of the follow-up session (after interaction with iVR). To determine whether the iVR session had any impact on participants’ levels of self-compassion, the postintervention SCS scores were compared with the baseline score.

Patient Health Questionnaire

The 9-item Patient Health Questionnaire (PHQ-9) [53,54] and 8-item Patient Health Questionnaire (PHQ-8, which is an 8-item
subset of PHQ-9) [53], have been widely used in both research settings and therapeutic trials [54]. PHQ-9 is a short self-report questionnaire that combines The Diagnostic and Statistical Manual of Mental Disorders depression diagnostic criteria [55] with additional prevalent major depressive symptoms. High scores on PHQ-9 or PHQ-8 are indicative of high depressive symptoms. PHQ-8 omits the question about suicidal and self-harm ideas that is occasionally used to gauge the risk of suicide from PHQ-9 [54]. For the purpose of major depressive disorder screening, PHQ-8 was found to be just as helpful as PHQ-9 because it is a sensitive indicator of depression symptomatology [56]. As this study did not specifically assess the risk of suicide, depression symptoms were measured using the PHQ-8 scale. PHQ-8 scores were collected at the beginning of the trial (preintervention baseline), at the end of the first session (after interaction with iVR), and at the end of the follow-up session (after interaction with iVR). The PHQ-8 scores after the intervention were then compared with the baseline score to see if the iVR session had any effect on participants’ depression symptoms.

**System Usability Scale**

The System Usability Scale (SUS) [57] is a 10-item, standardized questionnaire that was used to assess the perceived usability of VR systems by end users [57]. Previous studies have shown it is a valid or reliable indicator of VR system usability [58]. It has proven to be a robust tool, having been used to evaluate a wide range of interfaces, including websites, VR applications, GUI, and television user interfaces [57]. High scores on this measure are indicative of better usability.

**User Experience Questionnaire**

The User Experience Questionnaire (UEQ) [59] is a 26-item questionnaire that was used to evaluate the acceptability of the VR application. UEQ provides an index of a product’s pragmatic and hedonic quality aspects by considering 6 scales: attractiveness, perspicuity, efficiency, dependability, stimulation, and novelty [59].

**Qualitative Feedback**

Information about participants’ subjective preferences (what they liked and disliked about the iVR experience) and any potential recommendations they might have for improvement was also obtained upon the conclusion of the follow-up session. The following questions were asked: (1) What were the top three things that they liked about iVR? (2) What didn’t they like about iVR? and (3) How do you think the next version can be improved? What other features would you like to see? Participants’ responses were transcribed for qualitative analysis, using the thematic analysis method [60].

**Procedures**

**Overview**

We conducted 2 one-on-one sessions for each participant, completed a minimum of 2 weeks apart. The first session took approximately 40 to 45 minutes, whereas session 2 took approximately 20 to 30 minutes to complete. After providing informed consent, in session 1, participants were first asked to complete the questionnaires about depression and self-compassion (PHQ-8 and SCS). After completing the surveys, individuals were given the opportunity to become comfortable with the experimental setup and the VR technology. If they were unfamiliar with VR HMDs, participants were asked to watch a video example of the experimental process and received basic instructions about how to use the Meta Quest 2 VR HMD. In addition, they received an instruction sheet that explained the idea of CFT and the pertinent steps (validation, attentional redirection, and memory activation). They were then asked to interact with the iVR application for approximately 6 to 10 minutes. The participants interacted with the iVR application in 3 stages as previously outlined in the iVR Design and Implementation section.

**Stage 1: Main Menu or Tutorial (Approximately 2 min)**

This stage involves the following:

1. Interaction with GUI panels to choose the virtual avatar, environment, and scenario.

**Stage 2 Delivering Compassion (Approximately 2 min)**

This stage involves the following:

1. Visuomotor synchrony or embodiment with the chosen avatar through movement
2. Interaction with crying, angry child, or youth
3. Instruction: “React to the child/youth by using the sentences you have learned just now.”

**Stage 3 Receiving Compassion (Approximately 2 min)**

This stage involves the following:

1. Visuomotor synchrony or embodiment with crying, angry child, or youth through movement
2. Real-time playback of recorded interaction part B from the perspective of crying, angry child, or youth
3. Instruction: “Stand/sit, look and listen.”

Participants were allowed to explore the system without restriction, with researchers present in the room to assist if necessary. After the interaction, they were asked to complete the same measures of depression and self-compassion again, in addition to measures of their experience of engaging with the VR system (SUS and UEQ). In session 2, participants commenced the session by interacting with the iVR application and then were asked to complete the measures of depression and self-compassion and provide qualitative feedback about the iVR application.

**Ethics Approval**

The study was approved by Massey University’s Human Research Ethics Committee (NOR 21/83).

**Analyses**

Although a total of 36 participants completed session 1, owing to COVID-19 constraints only 23 (64%) participants were able to complete session 2. A post hoc power analysis conducted using G*Power revealed that for the key comparisons of interest (whether there was any significant change in self-compassion and depression upon completion of session 1 relative to baseline and upon completion of session 2 relative to baseline), our within-participants design with 23 participants still had sufficient
power (>0.80) to detect a moderate to large effect difference (Cohen $d=0.65$) at Cronbach $\alpha=.05$ (2 tailed), for each of these comparisons. Owing to the dependent nature of the samples, paired-samples 2-tailed t tests were used for these key contrasts.

### Results

#### Mental Health Data Following the iVR Intervention

Descriptive statistics for both SCS and PHQ-8 are reported in **Table 1**.

**Table 1.** Descriptive statistics for the key measures of mental health (N=36).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline</th>
<th>Session 1 (postintervention assessment)</th>
<th>Session 2 (postintervention assessment)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Score, mean (SD)</td>
<td>Participants, n (%)</td>
<td>Participants, n (%)</td>
</tr>
<tr>
<td>SCS$^a$</td>
<td>2.94 (0.68)</td>
<td>35 (97)</td>
<td>3.07 (0.73)</td>
</tr>
<tr>
<td>PHQ-8$^{ab}$</td>
<td>8.52 (6.32)</td>
<td>23 (64)</td>
<td>7.44 (6.15)</td>
</tr>
</tbody>
</table>

$^a$SCS: Self-Compassion Scale.

$^{ab}$PHQ-8: 8-item Patient Health Questionnaire.

For both SCS and PHQ-8, skewness fell within an acceptable range to permit parametric data analysis [61]. A series of paired-sample 2-tailed t tests were therefore used to analyze the changes in SCS and PHQ-8 scores. Regarding SCS, these analyses revealed that, relative to baseline, there was a significant increase in participants' self-compassion, both at the end of session 1 ($t_{34}=2.64; P=.01$) and at the end of session 2 ($t_{22}=2.37; P=.03$). Regarding PHQ-8, the same analyses revealed that, relative to baseline, self-rated depression was overall unchanged at the end of session 1 ($t_{35}=1.69; P=.10$) but that there was a nonsignificant trend for depressive symptoms to be low at the end of session 2 ($t_{22}=1.88; P=.07$).

#### Associations Between Self-Compassion and Depressive Symptoms

The next step in the analyses was to calculate Pearson correlations [62] to test how participants' self-compassion and depressive symptoms related to one another across the different stages of the study. These correlations are reported in **Table 2**. There were significant negative associations between SCS and PHQ-8 scores at all time points assessed, and the magnitude of these associations was consistently large [63].

**Table 2.** Correlation analysis of the 8-item Patient Health Questionnaire (PHQ-8) and Self-Compassion Scale (SCS) scores.

<table>
<thead>
<tr>
<th>Variables</th>
<th>SCS (baseline)</th>
<th>SCS (session 1)</th>
<th>SCS (session 2)</th>
<th>PHQ-8 (baseline)</th>
<th>PHQ-8 (session 1)</th>
<th>PHQ-8 (session 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>1</td>
<td>0.949</td>
<td>0.747</td>
<td>-0.743</td>
<td>-0.699</td>
<td>-0.76</td>
</tr>
<tr>
<td>$P$ value</td>
<td>___$^a$</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$r$</td>
<td>0.949</td>
<td>1</td>
<td>0.775</td>
<td>-0.741</td>
<td>-0.694</td>
<td>-0.727</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>___</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$r$</td>
<td>0.747</td>
<td>0.775</td>
<td>1</td>
<td>-0.581</td>
<td>-0.531</td>
<td>-0.735</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>___</td>
<td>.004</td>
<td>.009</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$r$</td>
<td>-0.743</td>
<td>-0.741</td>
<td>-0.581</td>
<td>1</td>
<td>0.955</td>
<td>0.685</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.004</td>
<td>___</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$r$</td>
<td>-0.699</td>
<td>-0.694</td>
<td>-0.531</td>
<td>0.955</td>
<td>1</td>
<td>0.64</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.009</td>
<td>&lt;.001</td>
<td>___</td>
<td>.001</td>
</tr>
<tr>
<td>$r$</td>
<td>-0.76</td>
<td>-0.727</td>
<td>-0.735</td>
<td>0.685</td>
<td>0.64</td>
<td>1</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.001</td>
<td>___</td>
</tr>
</tbody>
</table>

$a$Not applicable.
iVR System Usability and Acceptability

Data collected from 36 participants upon completion of session 1 revealed that the overall SUS score for the iVR application was 75.9 (SD 13.09). According to the adjective rating system defined by Bangor et al [57], this falls within the good to excellent range.

UEQ data were also gathered from 36 participants at the end of session 1. Figure 7 presents the ratings for the 6 UEQ scales.

**Figure 7.** User Experience Questionnaire results.

![Figure 7. User Experience Questionnaire results.](image)

**Figure 8.** User Experience Questionnaire results grouped by attractiveness, pragmatic quality, and hedonic quality.

![Figure 8. User Experience Questionnaire results grouped by attractiveness, pragmatic quality, and hedonic quality.](image)

The UEQ analysis tool [59] was used to compare the UEQ results with a benchmark data set containing data from 20,190 individuals from 452 studies of different products. Figure 9 presents the results of the comparison.
Relative to the benchmark data, the iVR prototype’s UEQ scores for attractiveness and efficiency lie within the “Above Average” range, whereas scores for perspicuity, novelty, and stimulation fall within the “Good” range. However, dependability falls within the “Below Average” area of UEQ measures.

Finally, qualitative feedback was gathered from 64% (23/36) of the participants at the end of session 2. Thematic analysis was used to interpret these responses [60]. This revealed that participants’ responses to the question, “What were the top three things that they liked about iVR?” could be categorized according to the following themes:

1. The top element that participants liked was that it is user-friendly. Approximately half of the participants (17/36, 47%) liked how the app was “easy to use.” Other quotes included the following: “easy instructions,” “easy navigation,” and “easy to use and has a positive vibe.”

2. Participants liked how they could customize their VR experience. Quotes from participants included the following: “choose personal avatar,” “I enjoyed customizing my situation,” “how you got to choose your person and environment,” and “I liked that you can pick different areas.”

3. Participants liked how the experience felt real and immersive. Quotes included the following: “The immersive aspect really added an element of connection,” “It feels like a person is there with you,” and “Illusion of real experience.”

4. Participants liked the use of VR technology. Quotes included the following: “I like virtual reality,” “VR is very immersive,” “suitable for VR because other systems are just a single screen,” and “I just enjoy VR.”

5. Some participants liked the virtual environment. Quotes included the following: “calming environment,” “The background was calming,” and “loved the scenery.”

6. Some participants liked the user interface design. Quotes included the following: “Clean UI” and “I liked that the menu was simple.”

For the question, “What didn’t they like about iVR?” answers from participants could be grouped into the following:

1. Participants disliked the limited interaction with the virtual avatars. Quotes included the following: “Maybe there can get more operation to do,” “Very dull, nothing really happened,” and “a bit more interaction and maybe some more prompts.”

2. Some participants found that the system was a little slow. Quotes included the following: “Laggy, sometimes unresponsive;” “has some lags,” “I found the VR menu was a bit slow,” and “A little laggy going from one phase to the next.”

3. Some participants felt that the scenarios were very simple. Quotes included the following: “The scenario could be more complex” and “I wish it had more scenarios.”

The responses to the question, “How do you think the next version can be improved? What other features would you like to see?” can be categorized as follows:

1. Participants suggested adding more robust scenarios to choose from. Quotes included the following: “You could create different scenarios and paths for users in the next version,” “Maybe a more interesting scenario, like an argument,” and “Perhaps expanding on the first stage to include more situations.”

2. Participants would also like to see more interactions with the virtual avatars and virtual environment. Quotes included the following: “more interaction with the environment,” “More interaction, such as we can walk together, have a seat,” “Better user interaction,” and “The AI reacting to the user.”

3. Some participants wanted more avatar options to be added. Quotes included the following: “more avatars and settings” and “More diverse ethnic avatars.”

4. Some participants wanted to see improved graphics and a more natural avatar. Quotes included the following: “I’d like if the character models moved a bit more natural.”

5. Some participants said that they wanted to see improved performance of iVR. Quotes included the following: “Improve load speed and fps.”

**Discussion**

**Principal Findings**

The findings of this study provide important novel insights into the potential value of iVR as a tool to increase participants’ self-compassion and reduce their depressive symptoms and...
about the usability and acceptance of the iVR system in general. Although these findings are preliminary, it is hoped that they will help to motivate future studies in this area.

**Changes in Self-Compassion Level and Depressive Symptoms**

The most noteworthy finding was the significant increase in participants’ self-compassion after interacting with the iVR prototype. There was a significant increase in participants’ self-compassion after as little as a single session of iVR. These findings suggest that iVR could potentially be a helpful tool to improve self-compassion. As noted previously, the iVR session was designed to explicitly incorporate elements of CFT by encouraging participants to engage in compassionate behavior and compassion-based skills. Therefore, this study provides further support to the broad literature showing that self-compassion can be increased by training [7] and extends it meaningfully by showing that these benefits also emerge when this training is provided in the virtual world.

Regarding depression, participants’ depressive symptoms were unchanged at the end of session 1 relative to baseline, but there was a nonsignificant trend for their symptoms to be reduced at the end of session 2. We consider these data to be encouraging, particularly considering the nonclinical nature of the cohort. This is because many participants reported relatively low levels of depressive symptoms at baseline. Thus, an important area of future studies is to use this novel iVR approach with participants who present with clinically significant levels of depressive symptomatology.

Another important finding to emerge was that depressive symptoms and self-compassion were significantly correlated with one another at all stages of the study, and the magnitude of these associations was consistently large [63]. Although the design of this study clearly precludes inferences about causality, increased self-compassion should theoretically help decrease depression symptoms. Therefore, the finding of large, robust associations between measures of these 2 constructs broadly align with the broad literature that has established self-compassion as a protective factor against depression [5].

**Usability and Acceptability of the iVR Prototype**

In addition to showing that the iVR application was associated with significantly enhancing self-compassion, participants also generally found it to be highly usable. The mean SUS score for the iVR application was 75.9, which falls within the good to excellent range [57], indicating that participants mostly perceived that the system has good usability.

Comparing the UEQ ratings with the values in the benchmark data set was also valuable in highlighting the iVR prototype’s specific strengths and weaknesses. Novelty and stimulation were rated as “Good” on UEQ, outperforming 75% of the systems within the benchmark. This suggests that participants viewed the iVR prototype as innovative and captivating. However, the dependability scale of UEQ was graded as “Below Average,” indicating that participants may not experience a sense of control when interacting with the iVR system. Moreover, some participants believed the system to be slow. This suggests that there may be performance issues with the iVR prototype, and future iterations of iVR should optimize system performance and speed to improve the user experience.

**Limitations and Future Directions**

Despite the encouraging results of this study, there are several limitations that create opportunities for future studies. First, COVID-19–related travel restrictions and people testing positive for COVID-19 meant that many participants were unable to attend their follow-up appointments, and this made an RCT unfeasible.

Although our reduced sample size in session 2 still had adequate power to detect moderate to large within-group differences, obviously, such a small cohort is unlikely to be representative of the broad population. The absence of a control condition also means that we cannot rule out the possibility that the positive effects identified were related to nonspecific factors other than the iVR sessions. Such factors include expectation effects, natural resolution of depressive symptoms over time, and positive interactions with the research team. COVID-19 lockdowns and restrictions could also be a major influence on depressive symptoms, as shown in studies conducted during the pandemic [64,65]. Therefore, to cross-validate our results, the next important step is a large-scale RCT that includes participants presenting with clinically significant levels of depressive symptoms. It would also be very valuable to include a long-term follow-up to establish how long any observed gains persist.

Owing to the small sample size, this study was also underpowered to assess the potential influence of variables such as gender, culture, and ethnicity. Overt features, such as gender and ethnic and cultural disparities [33], can have a substantial impact on VR interventions and contribute to variance in results, even when the same VR simulation treatment is used. Therefore, consideration of such variables in iVR designs represents another important area for future studies.

Another limitation of our design was that we did not investigate VR variables, such as presence and embodiment. Future studies of iVR may benefit from considering these variables, as presence in the virtual environment and sense of embodiment toward the avatar may moderate the effects of VR interventions. For instance, according to Grassini et al [66], presence may influence training outcomes. It is noteworthy that, in this study, participants’ qualitative data indicated that they enjoyed how immersive the VR environment was and how it made them feel as if they were there in person. It remains to be established whether presence was an important determinant of the efficacy of the intervention.

Comparison of the results of qualitative participant feedback about their recommendations for future iterations of iVR with those of previous studies [31] also revealed a few recurring themes that might be explored for future iterations of the iVR. For instance, more robust avatar interaction and additional avatar options should be added to potentially enhance the user experience. In a future study with a large sample size, it would also be interesting to examine the link between usability scores and depressive symptoms to establish if those with severe...
depression symptoms have a different user experience from those with few symptoms.

Finally, it is also worth noting that the system only supported limited individualization. It would be of considerable value to test the impact of more advanced individualization (such as changing skin tone, hair color, and style) on participants’ self-compassion and depressive symptoms. We were also unable to capture physiological cues to record participants’ stress level or emotional states, and this also remains as an important avenue for future studies to build on the current findings.

**Conclusions**

In this paper, we have outlined the design and implementation of an iVR application to enhance self-compassion and improve symptoms of depression. The pilot user study revealed that, relative to baseline, self-compassion increased after both a single and a second iVR session and that there was a nonsignificant trend for depressive symptoms to decrease after a second iVR session. Importantly, most users thought that the product’s usability was good or excellent.

Moving forward, we are evaluating potential improvements to the iVR application that would involve integrating more robust participant–virtual environment interaction, with emphasis on interactions with the avatars that are already present in the environment. We are considering including some interactive elements to boost user engagement. Adding artificial intelligence to the avatar is another option that is being considered. Our hope is that this study has the potential to pave the path for future, cost-effective, clinical applications and large-scale efficacy assessment of intelligent, iVR technology that might deliver mental health therapy in a safe, cost-effective, and engaging manner.
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Abstract

Background: With many digital mental health interventions failing to engage clients for enough time to demonstrate substantive changes to their well-being and with only 2% of all digital solutions on app stores having undergone randomized controlled trials, the rising demand for mental health prevention and early intervention care is not being met. Young adults in particular struggle to find digital well-being apps that suit their needs.

Objective: This study explored the effects of eQuoo, an evidence-based mental health game that teaches psychological skills through gamification, on resilience, depression, anxiety, and attrition in a student population.

Methods: In total, 1165 students from 180 universities in the United Kingdom participated in a 5-week, 3-armed randomized controlled trial. Participants were randomly allocated into 1 of 3 groups: eQuoo users, users of a treatment-as-usual evidence-based cognitive behavioral health app called Sanvello, and a no-intervention waitlist. The Rugged Resilience Scale, Generalized Anxiety Disorder–7, and Patient Health Questionnaire–8 were administered to all participants at baseline and every 7 days until completion.

Results: A repeated measures–ANOVA revealed statistically significant increases in resilience scores in the test group ($P<.001$) compared with both control groups (Sanvello: $P=.10$ and waitlist: $P=.82$) over 5 weeks. The app also significantly decreased anxiety and depression scores (both $P<.001$). With 64.5% (251/389) adherence, the eQuoo group retained 42% more participants than the control groups.

Conclusions: Digital health interventions such as eQuoo are effective, scalable, and low-cost solutions for supporting young adults and are available on all leading mobile platforms. Further investigation could clarify the extent to which specific elements of the eQuoo app (including gamification) led to better outcomes.

Trial Registration: German Clinical Trials Register (DRKS) DRKS00027638; https://drks.de/search/en/trial/DRKS00027638

(JMIR Ment Health 2023;10:e47285) doi:10.2196/47285
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Introduction

Background

Digital health interventions (DHIs) have repeatedly been shown to be effective in improving mental well-being and relieving the symptoms of depression [1-4] and anxiety [1-3,5,6] in young people. They are efficacious in young people exhibiting elevated symptoms of anxiety and depression as well as in those who have been diagnosed with an anxiety or depressive disorder [2]. Randomized controlled trials (RCTs) have also revealed that DHIs can improve mood and promote emotional resilience in adolescents in the general populations [7,8].

DHIs may have other potential benefits for adolescents and young adults. For example, even when barriers to health systems are low (eg, health insurance coverage or free health care services) and individuals report elevated depression or anxiety symptoms, the rates of engagement with mental health support are low [9,10]. This suggests that there may be further obstacles, including attitudinal barriers, such as a preference for self-reliance and the desire to avoid perceived stigmatization [9-12], and off-putting aspects related to the delivery of the service, such as physical access issues [11], in addition to long waitlist times [12,13]. DHIs may help address these barriers, as research has shown that young people are drawn to digital health solutions [14,15], especially those on mobile phones [16].

DHIs delivered via mobile phones present a promising route for supporting the mental health of young people. For example, the ownership of mobile phones has grown enormously in recent years, with a national US survey finding that in 2019, approximately 90% of 16- to 18-year-olds possessed a smartphone, compared with 75% in 2015 [17]. There is also a high motivation to use mobile phone apps to improve mental health [18], which may stem from not only their convenience but also their control in terms of when and how much an individual chooses to engage with a DHI.

DHIs delivered by mobile phones typically take the form of “unguided” apps. Although numerous systematic reviews have found that DHIs for young people were effective when they incorporated some sort of human support [4,6,9,19], such as professional feedback or a live link to a professional, their superiority over unguided DHI approaches [20] has not been confirmed conclusively. For instance, in some studies, the effect in favor of guided DHIs was small [20] or not statistically significant when only studies with a low risk of bias were considered [19]. For smartphone-based interventions for depressive symptoms, a recent meta-analysis of RCTs by Firth et al [21] found that only apps without professional feedback produced moderate positive effects. Another meta-analysis found larger effect sizes on stress levels and quality of life when apps provided professional guidance [22].

Despite the convenience, appeal, and promise of DHIs delivered by mobile phones, evidence for their efficacy remains unsatisfactory. For example, review studies can neglect the modality of a DHI, which is important when the current bulk of studies involve comparisons of guided internet-based or computer-based cognitive behavioral therapy (CBT) with inactive controls [2,23]. Furthermore, in a recent review of 19 studies that investigated the use of serious games and virtual reality for the treatment of common mental health problems in children and young people, 10 (53%) had no comparison group, 3 (16%) used a waitlist condition, 4 (21%) used another DHI control group condition, and only 2 (11%; investigating the same DHI) used face-to-face interventions [3,4]. The effect of DHIs was largest when DHIs were compared with nonactive control conditions and was small or even nonexistent when there was an active comparator [4,22,23]. Recent meta-analyses that have specifically explored studies involving mobile phone apps for depression and anxiety have suggested that they have the potential to reduce symptoms when compared with inactive controls [21,24], and a recent meta-review by Goldberg et al [25] supports these findings. The authors noted that there are few studies involving active controls, which is important for establishing the effect of using a particular intervention.

A further limitation affecting recent studies on the efficacy of DHIs on mental health in young people (including DHIs delivered via mobile phones) was highlighted by Grist et al [4] in their meta-analysis of the efficacy of DHIs for depression and anxiety in children and adolescents. The authors found that many of the studies were underpowered. Insufficient sample sizes can promote favorable effects of particular interventions [1,2,5], reducing the likelihood that a statistically significant result reflects a true effect [26,27].

Aside from evaluation issues, a further issue troubles DHI research. In 2005, Eysenbach [28] noted that a considerable number of study participants stopped engaging with them (ie, nonuse attrition or nonadherence) or dropped out; therefore, they could not be followed up (dropout attrition). For example, Linardon et al [22] found that approximately 25% of participants using smartphone-delivered DHIs for common mental health problems dropped out before short-term follow-up (<8 weeks) and up to 33% dropped out before long-term follow-ups. Similarly, Hollis [23] found that for DHIs targeting depression in young people, attrition ranged from 0% for a computerized in-house attention bias modification [29] to 42.5% for a synchronous chat intervention [30]. Although this is potentially problematic for evaluating the efficacy of DHIs, the lack of or diminishing engagement is troubling, given the benefits of engaging with such interventions. Developers of non–practitioner-led (unguided) DHIs face an overarching challenge: how to engage clients long enough for interventions to have an impact.

One approach to combating attrition and nonengagement in DHI design is the use of game design elements in nongaming contexts or “gamification” [31]. Although the gamification of software and technology in a behavior change context has gained traction over the past few years [32], it is still in the early stages in terms of methodology, classification, and implementation. In total, 2 relevant research streams have emerged: (1) persuasive systems and technology (2) gamification as a tool that enables playful experiences and enhances engagement [33]. Persuasive systems are geared toward using software and technology to instigate behavioral change regarding preset goals, such as weight loss, developing beneficial psychological coping mechanisms, or even environmental sustainability actions [34].
Persuasive strategies can be implemented endogenously; software can be developed via game mechanics, which are intrinsically inherent to the gaming experience [35]. Endogenous games are designed to enhance the gaming experience to the highest degree possible; external goals of persuasive systems, where game mechanics rules are coupled with outcome goals, are likely to hinder or complicate the process. This is sometimes referred to as gamifying rather than gamification. The more commonly used gamification development procedure for persuasive games, where elements are layered on an existing framework of information exchange geared toward a predefined goal (such as weight loss), is exogenous [35]. Although it makes sense to implement evidence-based strategies, such as CBT, as the foundation of a persuasive system for a DHI, it can be at odds with the second research stream: playful experiences and enhanced engagement. Poorly implemented exogenous factors, such as badges or rewards that are not connected to the gameplay, have reportedly had the opposite effect on the playing population, leading to the rejection of the tool [36]. An example of an endogenous game would be eQuoo, where the intervention is woven into a story framework that is appealing in and of itself, whereas an exogenous element would be a badge given after a CBT exercise is successfully completed.

In addition to gamification, interventions aimed at building skills associated with improved mental health may help enhance mental health overall. As conceptualizations of mental health expand beyond the pathogenic to the salutogenic [37], researchers have started to investigate mental health in terms of both the capacity to manage difficulties and the absence of illness [38]. Resilience is widely considered to be a protective factor against negative mental health outcomes. Resilience is the capacity to overcome or adapt to adversity and thus stay mentally healthy or regain one’s mental health following significant challenges [39]. Previously thought to reflect the presence of personality characteristics, such as grit, resilience is now more commonly understood as a process in which various modifiable protective factors are drawn upon. This leads to positive outcome trajectories [40]. Protective factors exist at various systemic levels, including psychological (eg, self-efficacy and motivation) and social (eg, supportive peer relationships and a sense of community belonging) [41]. The realization that many individuals experience significant adversity during their lifetime [42] has led to an increasing demand for resilience-building programs aimed at promoting mental health [34].

This Study

In summary, research has shown that DHIs can be effective in promoting mental well-being and reducing symptoms of depression and anxiety in young people. However, the evidence base is lacking, and given their unique qualities, there is a need to specifically test the advantages of using DHIs involving gamification and through sufficiently powered 3-armed RCTs (DHI vs active controls vs nonactive controls) that also report on trial completion and attrition.

Primary Outcome Hypothesis—Resilience Levels

We hypothesized that resilience levels would increase significantly over the course of the intervention period in the gamified intervention group and that resilience would be significantly higher in the intervention group than in the active control and waitlist control groups.

Secondary Outcome Hypotheses—Depressive and Anxiety Symptoms and Attrition

We also hypothesized that depression and anxiety symptoms would decrease significantly over the course of the intervention period in the gamified intervention group and that depression and anxiety symptoms would be reduced significantly in the gamified intervention group compared with both the active control and waitlist control groups.

Finally, we hypothesized that rates of attrition would be significantly lower in the gamified intervention group at the last assessment than in the active control and waitlist control groups.

Methods

Inclusion and Exclusion

Participants had to be aged ≥18 years and enrolled as college or university students. They had to have access to a smartphone or tablet device and an app store (App Store or Google Play) to install the eQuoo app. No further exclusion criteria were applied.

Sampling Procedure and Participant Consent

Recruitment took place in 2 waves between March and April 2021 using the UNiDAYS subscriber database, a global student discount platform. To qualify for UNiDAYS, people must provide a valid college or university email address. In the first wave, 9000 people who were then registered on the platform with their University College London affiliation were emailed an invitation to participate in a trial exploring the effects of a mental health app on resilience with a link to the trial landing page; 443 people signed up for the trial and completed the baseline assessment. This figure represented 8.6% of those emailed. On the landing page, the study goal was explained briefly, the study protocol was shared, and a consent box needed to be clicked that read “I have understood the trial terms and I consent.” This checkbox needed to be checked for participants to join the trial; without it, they could not gain access to the questionnaires and information on what to test, thus ensuring consent. In the second wave, 100,000 randomly selected UNiDAYS subscribers were emailed the same invitation; 724 participants completed the baseline assessment. This figure represented 1.6% of those emailed. The trial was completed and closed, and all participants were debriefed in June 2021.

Ethics Approval

The study (an RCT) was approved by the University College London Ethics Committee (0501/001), and the authors confirm that all ongoing and related trials are registered with the German Clinical Trials Register (DRKS00027638). This study was conducted in accordance with the principles of the Declaration of Helsinki.

Sample Size, Power, and Precision

An a priori power analysis using G*Power 3.1.9.4 revealed that a sample size of 207 participants was required to detect a within-between interaction for the primary outcome (input
parameters: repeated measures [RM]–ANOVA, effect size $f=0.10$; Cronbach $\alpha=0.05$; power=0.95; number of groups=3; number of measurements=6; RM intercorrelation=0.50; nonsphericity correction=1). However, given the high attrition rates reported in previous research (eg, 40%-60% [28]), we aimed to enroll a minimum of 850 participants.

**Measures and Instruments**

**Primary Outcome: Resilience**

As eQuoo exists primarily in the digital space of prevention and early intervention, resilience was considered the primary outcome. To assess resilience, we used the Rugged Resilience Measure (RRM). The RRM is a 10-item self-report questionnaire designed to measure key psychologically protective factors that foster resilience [43]. Participants respond to the items on a 5-point Likert-type scale (1=not at all, 2=a little, 3=somewhat, 4=quite a bit, and 5=a lot). The questionnaire was initially validated with a sample of young adults (aged 16-30 years), which matched the population of the study. As the understanding of resilience has shifted from a fixed trait to a process encompassing the development and application of skills and resources that support positive outcomes despite the experience of distress [44,45], the RRM taps the key internal resources necessary to initiate said development. In this study, the internal consistency of the RRM was .87 (Cronbach $\alpha$).

**Secondary Outcomes: Anxiety, Depression, and Attrition**

The secondary outcomes in this study were mental health (the level of anxiety and depression symptoms in particular) and attrition. The generalized anxiety disorder–7 (GAD-7)–item scale was used to assess anxiety. This is a widely applied 7-item measure of generalized anxiety symptoms [46]. Each item was scored from 0 to 3 (0=not at all, 1=several days, 2=more than half the days, and 3=nearly every day). The internal consistency of the GAD-7 was high (Cronbach $\alpha=83$). We also used the Patient Health Questionnaire–8 (PHQ-8). The PHQ-8 is a well-established screening measure for depressive symptoms in large clinical studies [47] and encompasses the American Psychological Association’s Diagnostic and Statistical Manual of Mental Disorders (5th edition) criteria for a depressive episode (with the exception of the item regarding self-harm). It was preferred to the more widely known PHQ-9 [27] because the study design did not allow us to intervene in the event of reporting self-injurious behavior. In the PHQ-8, participants are asked to rate how far they have been bothered by each symptom over the previous 2 weeks on a 4-point Likert-type scale (0=not at all, 1=several days, 2=more than half the days, and 3=nearly every day). The internal consistency of the PHQ-8 in this study was high (Cronbach $\alpha=88$). Finally, it was hypothesized that attrition would be significantly lower for the gamified group intervention at the last assessment (t5) than for other groups. In addition to measures of resilience, anxiety, and depression, participants provided demographic information regarding their age, sex, living situation, and level of study.

**Design**

A mixed factorial $3 \times 6$ (condition) RM design was used. Participants were randomly assigned to a condition (eQuoo vs active control vs waitlist group, the details of which are described in the subsequent section) using a randomization generator provided by random.org [48], which randomizes based on atmospheric noise [49]. Across the study period, measurements were taken at the beginning (t0, baseline assessment), week 1 (t1), week 2 (t2), week 3 (t3), week 4 (t4), and week 5 (t5, end point).

**Gamified Group Intervention (eQuoo)**

The original version of the emotional fitness app eQuoo was a 5-week mental health game that presented psychoeducational material and psychological exercises based on the principles of CBT, systemic psychology, and positive psychology [50]. It combined a mix of endogenous and exogenous design features designed to maximize engagement. The game was played on mobile phone only and was available internationally on the Google Play store and the Apple App Store. It was designed to be a prevention and early intervention (preclinical threshold) tool. In a recent trial, the app was found to significantly reduce anxiety while improving resilience, perceived growth skills, and interpersonal relationships [51]. After examining feedback from thousands of users through clinical trials, focus groups, case studies, and players offering their opinions on the app stores and via email, the developers of eQuoo sought to revise the app to enhance enjoyment, immersion, and retention. This resulted in eQuoo, the Next Generation [50] (hereafter, eQuoo), and it is the version of the app that was tested in this study.

The app begins by explaining the player’s role as a Lodestar. Each page has a picture with characters in it and a speech bubble with a maximum of 160 characters per screen. The player moves to the next page by tapping on the screen. They can also click a back button to reread the previous screen. The type of introduction used in eQuoo is commonly known as game lore, a game-specific mythology, or the so-called backstory of the general narrative within a game. Lore in video games has been proven to motivate players to read and learn more, making it more likely that they will engage, read, and therefore learn the skills presented [52]. In eQuoo, Lodestars travel through time and space to fight against the Quavering by growing their inner light. The following is the onboarding text:

*For centuries, the Lodestars have watched over this world, and they would love for YOU to join them. Get ready for the ultimate adventure. You’ll journey to different times in history, become friends with people from all walks of life. You’ll learn skills that will set you on a path towards personal growth. And you’ll help to counter a massive threat. This threat is called The Quavering. A force created from all the greed and negativity in the world. Whenever someone’s inner light grows dim, The Quavering grows stronger. You may have experienced this? If you join the Lodestars, you will help fight the battle against The Quavering.*

*So, here you are. You have been given a chance to grow your inner light. And to shine that light on others. Welcome... to the Lodestars.*

The game consists of multiple books of different genres (eg, fantasy, historical drama, and teen drama). Each book consists
of 8 to 10 chapters where the player can learn and repractice up to 4 skills. Before each new chapter of a book in the game, they are led through a gamified skill tutorial by the game’s guide, Joy, who is introduced to have been a player themselves and is now a Lodestar, thanks to having completed the game. Once they have successfully learned the skills, they continue into the book where they—playing themselves via an avatar that they customized at the beginning of their journey—meet the characters of the game and are thrown into various situations where they need to correctly use the psychological skills that they learned in the tutorial. To facilitate between-session learning and incorporation of the necessary skills, users must wait 7 days until the next chapter unlocks. This allows them to practice the skills in real-life settings, which has a positive impact on the therapeutic outcomes [53]. The weekly lock is also to protect players from addictive patterns and not flood them with too much information that they have retained after only one session.

Of the 18 gamification elements named by Cheng et al [54], 11 have been incorporated into eQuoo:

1. Levels
2. Points—in the form of gem shards
3. Rewards—in the form of unlocking levels and completing gems
4. Narratives
5. Personalisation—in the form of the story choices
6. Customisation—in the form of the avatar
7. Mini games
8. Quests and challenges—in the form of stories
9. Badges—in the form of personality types
10. Artificial assistance—in the form of the guide, Joy
11. Unlockable content—in the form of a free trial

The intervention group was instructed to download eQuoo via the Apple or Google Play Store and install it on their digital device. Participants were informed at the start of the study that they could stop using the app at any time. After starting the game, the player is introduced to the game’s lore. Participants are asked to design an avatar that resembles themselves as a virtual person in the game. The content of the application is divided into multiple multigenre stories that consist of 8 to 10 chapters presented as levels. In the chapters, users are first presented with 1 to 4 lessons that teach them psychological concepts, such as emotional bids [55], generalization [56], catastrophization [57], beliefs [58], and 52 psychological skills commonly used in therapeutic sessions for anxiety and depression (as well as prevention programs designed to increase resilience). After each lesson, the players can test their mastery of skills using a simple multiple-choice scenario. They are then either debriefed on why their choice was not the most beneficial (and are invited to choose another answer) or allowed to enter an interactive adventure story where they play themselves while practicing the skills in a low-cost environment. A low-cost environment means that the failure to succeed comes at a low cost, such as having to replay a level. All prompts during the psychoeducational part of the game to check whether the player has understood the skill are divided into 3 responses: (1) beneficial—the skill has been implemented by the player in a way that is beneficial for the player’s mental health; (2) neutral—the skill has been ignored and not used, and the counter indication was not chosen; and (3) unbeneficial—the player chose an answer that is considered unbeneficial for the player’s mental health.

The onboarding of the game consists of 3 levels of introduction to the content of the game and the building of the avatar; and the first in-app baseline assessment of the RRM, GAD-7, and PHQ-8 in the form of a pop-up chatbot where the player can chat with the game’s guide, Joy, and fill out the questionnaires. After acquiring their second skill, they play the first chapter of the first story and hit the level lock until the next week. This ensures that they play only 1 level per week for 5 weeks of the clinical trial. Each survey includes a question that players can answer only if they have completed the level for the week. Biweekly in-app nudges and weekly emails pull the participants back into the game.

**Active Control Group Intervention (Sanvello)**

Participants in the active control group were instructed to download an evidence-based mental health app called Sanvello, which was used as treatment-as-usual or active control group. It was chosen specifically to explore the secondary hypothesis of attrition, as the app has already been tested in another RCT [59] and is associated with a reduction in depression [60] and anxiety [61]. Sanvello is based on CBT and includes psychoeducation, CBT exercises, notifications, and a diary. It includes free access to multiple modules, which was sufficient to cover the 5-week trial. We requested that the participants use it for a minimum of 10 minutes per week. Participants were informed at the start of the study that they could stop using the app at any time.

**Waitlist Control Group**

The waitlist group received no intervention but completed the questionnaires at the same time points as the control and intervention groups. After completing the trial, they were debriefed on the results and provided with a link to both the eQuoo and the Sanvello apps. The study information was available via the link.

**Data Collection**

Participants were reminded via weekly emails to complete the questionnaires at t1 to t5. In addition to the questionnaires, the participants in the eQuoo group were asked a question to prove that they had completed their level, and the participants in the active control group were asked if they had spent 10 minutes on the Sanvello app. Data were collected using LimeSurvey, a widely used secure open-source tool.

**Statistical Analysis**

Differences in participant characteristics between each intervention arm were first compared using chi-square tests of independence (for categorical variables) and one-way ANOVAs (for continuous variables).

Attrition rates and the number of participants who completed the levels at all time points were compared across groups. Attrition was defined as not completing the assessments past t0. This is consistent with previous studies that defined attrition as the failure to complete the study protocol associated with the
To compare the likelihood of attrition between intervention arms, logistic regression models were constructed, with both unadjusted and adjusted (for sex, age, living situation, and baseline measures) odds ratios (ORs) and 95% CIs reported.

A standardized outcome was then created using the last available measure, even if it was only the participant’s baseline, and this was carried forward (intention to treat) [62]. Initially, paired sample 2-tailed t tests were conducted within each intervention arm to assess statistically significant changes in the primary and secondary outcomes. Pre-post effect sizes (Cohen d) were calculated using 0.2, 0.5, and 0.8, which were used as thresholds to signify small, medium, and large effects, respectively. Differences between intervention arms in end point (t5) scores were explored using linear regression models (for each outcome) with a baseline measure, and age, sex, living situation, and study level (ie, undergraduate or postgraduate) were entered as covariates. Adjusted end point means were estimated, and the magnitude of between-group differences was explored by calculating Cohen d.

To assess differences between interventions over time points, initial analyses used RM-ANOVAs with time (6 levels) entered alongside the intervention group (3 levels). To assess the impact of listwise deletion on these models, further analysis was conducted using mixed effects models exploring changes in the primary and secondary outcomes over time, entering the intervention arm as an independent variable and age, sex, and living situation as covariates. These mixed effects models, using restricted maximum likelihood estimation, used all available data at each time point. The survey was programmed so that all fields were mandatory, that is, participants either filled out the entire questionnaire or did not participate. The data were published using the Open Science Framework [63].

## Results

### Attrition and Characteristics by Group

Of the 1167 individuals who were recruited for the study, 2 individuals reported being aged <18 years and were excluded; therefore, the final sample comprised 1165 participants. These individuals were then randomly allocated to the study groups: 389 (33.39%) were placed in the eQuoo group, 384 (32.96%) were placed in the Sanvello group, and 392 (33.65%) were placed in the waitlist group. Figure 1 shows the participant flow diagram and the proportion of participants providing data at each time point. All participants (except 1 individual in the eQuoo group) completed baseline (t0) measures, and end point (t5) measures were available for 251 (64.5%) out of 389 participants in the eQuoo group, 77 (20%) out of 384 participants in the Sanvello group, and 101 (25.8%) out of 392 participants in the waitlist group. Of the eQuoo participants, 349 completed at least one measure after baseline (but potentially not t5), and 123 of the Sanvello participants completed at least one nonbaseline measure, as did 211 of the waitlist group.

The likelihood of attrition (defined as completing only the baseline measures) was compared for the intervention conditions. Although only 10.3% (40/389) of the participants in the eQuoo group met the criteria for attrition, the rates for the Sanvello and waitlist groups were 67.9% (261/384) and 46.2% (181/392), respectively. The odds of attrition were significantly higher in the Sanvello group than in the eQuoo group (OR 18.51, 95% CI 12.52-27.38) as well as in the waitlist group (OR 7.48, 95% CI 5.10-10.97). After adjusting for age, sex, living situation, study level, and all 3 baseline measures, Sanvello was compared with eQuoo (OR 19.27, 95% CI 12.91-27.38) as well as in the waitlist group (OR 19.27, 95% CI 12.91-27.38) as well as in the waitlist group (OR 7.48, 95% CI 5.10-10.97). After adjusting for age, sex, living situation, study level, and all 3 baseline measures, Sanvello was compared with eQuoo (OR 19.27, 95% CI 12.91-27.38), as was the waitlist (OR 7.34, 95% CI 4.96-10.85).

**Table 1** presents differences in participant characteristics between intervention arms. The comparative statistics suggest the groups were balanced in terms of age, sex, and baseline resilience scores but not living situation, study level, or initial depression and generalized anxiety symptom scores.
Figure 1. Study procedure and number of completers at each stage of the assessment.
Table 1. Participant characteristics between the intervention arms.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (n=1165)</th>
<th>eQuoo (n=389)</th>
<th>Sanvello (n=384)</th>
<th>Waitlist (n=392)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wave, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>Wave 1</td>
<td>443 (38)</td>
<td>145 (37.3)</td>
<td>149 (38.8)</td>
<td>149 (38)</td>
<td></td>
</tr>
<tr>
<td>Wave 2</td>
<td>722 (62)</td>
<td>244 (62.7)</td>
<td>235 (61.2)</td>
<td>243 (62)</td>
<td></td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>Female</td>
<td>891 (76.5)</td>
<td>285 (73.3)</td>
<td>297 (77.3)</td>
<td>309 (78.8)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>251 (21.5)</td>
<td>95 (24.4)</td>
<td>79 (20.6)</td>
<td>77 (19.6)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>18 (1.5)</td>
<td>6 (1.5)</td>
<td>6 (1.6)</td>
<td>6 (1.5)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>5 (0.4)</td>
<td>3 (0.8)</td>
<td>2 (0.5)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Living situation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Close family or relatives</td>
<td>471 (40.4)</td>
<td>142 (36.5)</td>
<td>170 (44.3)</td>
<td>159 (40.6)</td>
<td></td>
</tr>
<tr>
<td>Student apartment</td>
<td>234 (20.1)</td>
<td>83 (21.3)</td>
<td>75 (19.5)</td>
<td>76 (19.4)</td>
<td></td>
</tr>
<tr>
<td>Own apartment</td>
<td>329 (28.2)</td>
<td>126 (32.4)</td>
<td>102 (26.6)</td>
<td>101 (25.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>124 (10.6)</td>
<td>36 (9.3)</td>
<td>32 (8.3)</td>
<td>56 (14.3)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>7 (.6)</td>
<td>2 (0.5)</td>
<td>5 (1.3)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Level of education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>717 (61.5)</td>
<td>217 (55.8)</td>
<td>246 (64.1)</td>
<td>254 (64.8)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate</td>
<td>446 (38.3)</td>
<td>170 (43.7)</td>
<td>138 (35.9)</td>
<td>138 (35.2)</td>
<td></td>
</tr>
</tbody>
</table>

Effects of Treatment on Primary Outcome (Resilience)

Pre- and posttest scores for resilience are presented in Table 2. There was a significant improvement (medium effect size) in resilience among eQuoo participants ($t_{387}=18.35; P<.001; Cohen d=0.58$) but not among Sanvello or waitlist participants ($P=.10$ and .82, respectively).

Differences in end point scores were then compared using linear regression models, controlling for baseline resilience score, age, sex, living situation, and study level. Significantly higher resilience scores were observed in the eQuoo condition compared with Sanvello ($b=−4.41$, 95% CI $−5.09$ to $−3.74$; $P<.001$) and in eQuoo compared with the waitlist condition ($b=−4.78$, 95% CI $−5.46$ to $−4.10$; $P<.001$). RM-ANOVA models were then used to compare resilience scores at each time point between the intervention arms, and mixed effects models were constructed to explore the change between the intervention arms. A total of 174 participants ($n=78$, 44.8% eQuoo; $n=37$, 21.3% Sanvello; and $n=59$, 33.9% waitlist) completed the measures at all time points and were included in the RM-ANOVA. A significant effect was observed for time ($F_{5,855}=18.51; P<.001$), intervention arm ($F_{2,171}=8.68; P<.001$), and intervention interaction ($F_{10,855}=9.69; P<.001$). Mixed effects models, including age, sex, living situation, and study level as covariates led to a significant intervention-in-time interaction: scores were significantly lower over time for participants in the Sanvello arm ($b=−0.86$, 95% CI $−1.06$ to $−0.66$; $P<.001$) and waitlist arm ($b=−1.25$, 95% CI $1.42$ to $−1.08$; $P<.001$), compared with the eQuoo arm (Figure 2).
Table 2. Pre- and postoutcome scores between intervention arms.

<table>
<thead>
<tr>
<th>Outcome or intervention</th>
<th>Sample, n (%)</th>
<th>Baseline, mean (SD)</th>
<th>End point(^a), mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Resilience</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eQuoo(^b)</td>
<td>388 (99.74)</td>
<td>32.47 (8.35)</td>
<td>37.88 (7.17)</td>
<td>−18.35 (387)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sanvello</td>
<td>384 (100)</td>
<td>31.86 (7.66)</td>
<td>32.42 (7.94)</td>
<td>−1.65 (383)</td>
<td>.10</td>
</tr>
<tr>
<td>Waitlist</td>
<td>392 (100)</td>
<td>31.60 (8.67)</td>
<td>30.34 (9.01)</td>
<td>0.22 (391)</td>
<td>.82</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eQuoo</td>
<td>388 (99.74)</td>
<td>9.17 (6.91)</td>
<td>5.75 (4.26)</td>
<td>12.09 (387)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sanvello</td>
<td>384 (100)</td>
<td>9.98 (5.62)</td>
<td>7.06 (5.49)</td>
<td>5.77 (383)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Waitlist</td>
<td>392 (100)</td>
<td>9.33 (5.68)</td>
<td>8.51 (5.82)</td>
<td>1.97 (391)</td>
<td>.049</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eQuoo</td>
<td>388 (99.74)</td>
<td>9.44 (5.61)</td>
<td>6.18 (4.59)</td>
<td>20.91 (387)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sanvello</td>
<td>384 (100)</td>
<td>10.89 (5.61)</td>
<td>7.30 (5.39)</td>
<td>5.45 (383)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Waitlist</td>
<td>392 (100)</td>
<td>10.59 (5.78)</td>
<td>9.02 (5.75)</td>
<td>3.45 (391)</td>
<td>.001</td>
</tr>
</tbody>
</table>

\(^a\)End point scores included last observation carried forward for participants who did not complete an end point measure.

\(^b\)One individual did not complete a baseline assessment.

Figure 2. Average (unadjusted) weekly outcome scores by week (95% CIs) for resilience, depression, and anxiety. All available scores are included. GAD-7: generalized anxiety disorder–7; PHQ-8: Patient Health Questionnaire–8; RRM: Rugged Resilience Measure.
Effects of Treatment on Secondary Outcomes

Generalized Anxiety

In the pre-post analysis, GAD-7 scores significantly decreased within all 3 conditions (eQuoo: \(t_{386}=22.86\), \(P<.001\); Cohen \(d=0.60\); Sanvello: \(t_{347}=5.77\), \(P<.001\); Cohen \(d=0.16\); and waitlist: \(t_{391}=1.97\), \(P=.049\); Cohen \(d=0.08\); Table 2). Linear regression models demonstrated significantly lower GAD-7 end point scores in the eQuoo condition compared with the Sanvello \((b=2.28, 95\% \text{ CI } 1.83-2.73; P<.001)\) and waitlist conditions \((b=2.54, 95\% \text{ CI } 2.08-2.99; P<.001)\).

The RM-ANOVAs, including only those participants who completed every time point, showed that although there was a significant main effect of time \((F_{3,855}=29.337; P<.001)\), there was no main effect of condition \((P=.35)\) or a condition-by-time interaction \((P=.10)\). Further analysis performed using mixed effects models (which included the covariates listed earlier) indicated a significant main effect of condition; over time, GAD-7 scores were lower in the eQuoo group compared with the waitlist group \((b=0.56, 95\% \text{ CI } 0.40-0.71; P<.001)\). The difference between the eQuoo and Sanvello conditions was not significant \((b=0.12, 95\% \text{ CI } 0.06-0.30; P=.20\); Figure 2).

Depression

In the pre-post analysis, the PHQ-8 scores significantly decreased in all 3 groups \((P\leq.001)\). However, although changes in depression scores produced a medium effect (Cohen \(d=0.58\)), they were small for the Sanvello and waitlist groups (Cohen \(d=0.14\) and 0.13, respectively; Table 2).

As with the GAD-7 results, the linear regression demonstrated significantly lower PHQ-8 end point scores in the eQuoo condition compared with the Sanvello group \((b=2.47, 95\% \text{ CI } 2.91-2.93; P<.001)\) and in the eQuoo condition compared with the waitlist group \((b=2.46, 95\% \text{ CI } 2.00-2.91; P=.15)\).

The RM-ANOVAs for PHQ-8 scores, including only those individuals who completed every time point, indicated that although there was a significant main effect of time \((F_{3,855}=55.392; P<.001)\), there was no main effect of condition \((P=.22)\) or a condition-by-time interaction \((P=.11)\). The mixed effects models (which included the covariates listed earlier) indicated a significant main effect of condition, showing that over time, PHQ-8 scores remained lower for the eQuoo group compared with waitlist group \((b=0.40, 95\% \text{ CI } 0.25-0.55; P<.001)\). The difference between the eQuoo and Sanvello conditions was not significant \((b=0.09, 95\% \text{ CI } -0.09 \text{ to } 0.27; P=.31)\).

Discussion

Principal Findings

The results suggest that using the gamified mental health app, eQuoo is an effective pathway for improving mental health and resilience. In particular, the use of eQuoo was related to increased resilience scores over time; this was not the case for the nongamified or waitlist groups. Participants using eQuoo also reported lower depression and anxiety scores at the end of the intervention compared with the other 2 groups and were significantly less likely to drop out of treatment. The findings indicated that both apps were effective in reducing anxiety and depression symptoms, although the larger effect sizes associated with the improvements suggest that eQuoo was more effective in this regard.

Mental health issues are pervasive and particularly impactful in student populations [64,65]. Unfortunately, the gap between mental health treatment needs and access to care continues to grow [66,67]. Although DHIs have been identified as meaningful alternatives to face-to-face therapy in student populations [9,11], they have significant shortcomings [68-70] in terms of motivation, interest, and engagement [69]. As the prevalence of mental health issues [69] and the demand for digital mental health solutions, such as telehealth and internet therapy [71] have increased, research investigating digital, app-based interventions is especially timely. This study contributes to the quest for solutions by presenting eQuoo as a gamified DHI that can improve mental health by reducing depression and anxiety symptoms while building resilience and compares favorably with a well-established, nongamified mental health app.

Implications

Gamification using mobile mental health apps has been suggested as a way to increase engagement in mental health services [72-74]. This study supports this suggestion by highlighting the benefits of DHIs incorporating gamification and resilience training (particularly when eQuoo was used). Although further research that distinguishes the effects of gamification and includes more diverse populations is necessary, the results of this study suggest that mobile mental health apps can assist in mental health treatment and resilience building.

Furthermore, our findings are particularly relevant, given the current events. Global factors, such as the 2019 COVID-19 pandemic and the accompanying restrictions, have been linked to an increased prevalence of mental health issues and difficulties in accessing support [75]. According to a recent World Health Organization survey, the pandemic has disrupted critical mental health services in 93% of countries worldwide while increasing demand for them [50]. Our findings suggest that DHIs may be a meaningful option in lieu of traditional mental health services for those seeking help.

The finding that resilience scores improved for eQuoo users is also promising, as this suggests that the impact and lingering effects of future adversity on mental health may be less for those with higher scores [74,76], among other benefits [77]. In other words, the inclusion of resilience training elements in DHIs such as eQuoo can facilitate a reduction in psychopathology symptoms such as depression and anxiety but may also serve a protective function against these symptoms for users when encountering difficulties later on. This would be especially important for young adults who experience many stressful transitions in different life domains [78]. Further longitudinal research is needed to explore this empirically, capturing both the long-term impact of eQuoo and the impact of subsequent stressors.
With continued research, DHIs that incorporate gamification and resilience training may play a pivotal role in improving access to mental health services and preventing mental health issues. They could be integrated into standard face-to-face treatment as part of the client’s homework, offered as a pretreatment option, or used as a mental health resource for all college students as part of an intervention and prevention strategy.

**Strengths and Limitations**

This study has several strengths. It is one of only a few follow-up RCTs involving a gamified mental health app [51]. Its large participant pool enables calculations to be performed with a large power size, thus ensuring the reliability of the outcome. This study is based on past research on the efficacy of the same gamified app that has been tested and shown to increase resilience and positive relations with others and decrease anxiety symptoms in a very different sample (employed adults) [51]. Given this (and the similarities in findings between the present and previous studies), the benefits of eQuoo may be generalized to different populations. Finally, the study included 3 treatment arms, including a treatment-as-usual active control condition using a nongamified app that has been tested [59] and shown to be efficacious [59,61]. Including this treatment-as-usual active control condition allowed the gamified app and nongamified app to be usefully compared. In addition, unlike previous studies, we have explicitly reported on dropout and nonuse using engagement data.

This study has some limitations. Although including a treatment-as-usual active control condition was important to evaluate eQuoo, the 2 apps were not structurally equivalent interventions. Ordinarily, structurally equivalent interventions are identical in terms of the number and duration of sessions, settings (group vs individual), level of therapists’ experience, and adaptability of the therapy to the client [79]. The 2 apps used in this study have different purposes and use different interventions. Although the eQuoo is designed to teach psychological skills to decrease depression and anxiety and increase resilience, and many of these skills are based on CBT principles that overlap with the structure of Sanvello, the latter relies exclusively on CBT psychoeducation and exercises [59]. In other words, there were meaningful differences between the 2 apps, in addition to gamification. A meta-analysis comparing in-person psychotherapies found no differences between programs when they had structural equivalence [79]. Thus, it may be that the differences between eQuoo and Sanvello were not solely caused by gamification. In light of this, future studies might compare structurally equivalent gamified and nongamified apps, although a robust comparison would involve a version of the experimental app with gamification features removed, to ensure that there were no other explanatory variables, such as the look or interface of the app.

Another limitation of this study is that it did not record the duration of participants’ use. Hence, it was not possible to examine whether the level of use was linked to attrition, an important phenomenon discussed in eHealth research [28]. In other words, although the attrition among participants using the gamified app was lower than that in the nongamified app and waitlist groups, it was not possible to examine the influence of active engagement. This could have been accomplished by including time-of-use data from the apps.

A further limitation was the lack of follow-up; therefore, we could not draw conclusions about the stability of the observed effects. As such, future researchers should investigate the impact of gamification on nonuse attrition, engagement, long-term attrition, and mental health.

Similarly, it was unclear which aspects of the intervention resulted in the observed effects. As the eQuoo was created as a skills training app, it may have been that the development of resilience and reduction in mental health symptomatology was the result of skills acquisition. However, specific skill acquisition was not examined. Studies in which individual skills were trained were excluded to investigate the mechanisms of the observed effects. Future researchers might, therefore, want to include pre- and postmeasures of trained skills.

The participants in this study were self-selecting; therefore, a self-selection bias may have influenced our findings. In addition, the study was fully reliant on self-report, which may have also affected the results through both response bias [80] and shared variance [81].

Given these sample-specific and method-specific limitations, future researchers might want to investigate the effects of gamification using more diverse samples and additional measures of efficacy, such as sleep duration and quality (objective measures related to depression) and clinical interviews. In addition, the authors are aware that using the traditional “gold standard” of RCTs may not be the best method for evaluating the effectiveness of an app such as eQuoo. Such studies can take years from inception to publication, and developers will have real-time feedback and data that would influence app improvements more quickly than they could be tested [82]. The authors are investigating current research possibilities that would help address this issue and will be implementing them in the coming years while documenting the results for peer review.

**Conclusions**

This study aimed to investigate the effect of the gamified mobile mental health game eQuoo on levels of resilience, anxiety, depression, and attrition (one of digital mental health’s Achilles heels [83]) in a student population. Compared with the active control and waitlist groups, we found a significant increase in resilience scores, a decrease in depression and anxiety scores, and a significantly lower attrition rate. The results suggest that eQuoo is an engaging and effective means to support students’ mental health and build their resilience.
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Abstract

Background: Studies have shown that individuals may search for suicide-related terms on the internet prior to an attempt.

Objective: Thus, across 2 studies, we investigated engagement with an advertisement campaign designed to reach individuals contemplating suicide.

Methods: First, we designed the campaign to focus on crisis, running a campaign for 16 days in which crisis-related keywords would trigger an ad and landing page to help individuals find the national suicide hotline number. Second, we expanded the campaign to also help individuals contemplating suicide, running the campaign for 19 days with a wider range of keywords through a co-designed website with a wider range of offerings (eg, lived experience stories).

Results: In the first study, the ad was shown 16,505 times and was clicked 664 times (4.02% click rate). There were 101 calls to the hotline. In the second study, the ad was shown 120,881 times and clicked 6227 times (5.15% click rate); of these 6227 clicks, there were 1419 (22.79%) engagements with the site, a substantially higher rate than the industry average of 3%. The number of clicks on the ad was high despite a suicide hotline banner likely being present.

Conclusions: Search advertisements are a quick, far-reaching, and cost-efficient way of reaching those contemplating suicide and are needed despite suicide hotline banners being present.

Trial Registration: Australian New Zealand Clinical Trials Registry (ANZCTR) ACTRN12623000084684; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=385209

(JMIR Ment Health 2023;10:e42316) doi:10.2196/42316
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Introduction

Overview

What This Study Adds
This study provides evidence for the high level of reach and engagement of a Google AdWords campaign despite a hotline banner likely being present on the search page. Further, this cognitive state pertaining to suicide. However, there is currently no intervention targeting search pages.

What Is Already Known on This Topic
Individuals may search for suicide-related terms on the internet prior to an attempt. These search terms may reflect their current
study provides evidence that this intervention is effective in promoting help seeking, with study 1 showing a high number of people calling the national hotline from the landing page. This study also provides information on the feasibility, reach, speed, and cost of this type of intervention.

**How This Study Might Affect Research, Practice, or Policy**

Although a hotline banner appears when suicide terms are searched, the results suggest that this is not enough as many individuals still engage with the advertisement below the hotline banner. Internet ads may be a rapid, far-reaching, and cost-effective way to reach out to individuals for suicide and across a range of health issues.

**Background**

Previous studies have shown that individuals may search for suicide-related terms on the internet prior to an attempt. A recent study showed that in the 60 days prior to a suicide attempt, individuals had searched for terms expressing suicidal ideation and suicide means but also relevant keywords not directly associated with crisis (eg, feeling empty, divorce, and alcohol use) [1]. In addition, studies have found that the increases in the volume of internet searches for suicide-related terms predicted subsequent increases in national suicide rates [2-4]. Thus, targeting internet search engines to intervene in such searches, and connect individuals to help, may be an important avenue for intervention.

Internet search ads can be used to reach out to individuals contemplating suicide, or in crisis, by identifying what keywords people are likely to search, presenting an advertisement on the search page when the keywords are searched, and linking to a landing page with appropriate resources and help-seeking information. The reach and effectiveness of these campaigns can be assessed by measuring the impressions (how many times the advertisement is shown), clicks or click rate (clicks on the advertisement), and conversions (specific behaviors performed on the website) [5]. Note that the party placing the advertisements must determine what behaviors they would like visitors to do on the website, counting these behaviors as conversions.

One reason to use advertisements over organic (or nonadvertisement) searches is that when using organic search, it is not guaranteed that a link will appear first on the search result page. A study found that on average, a link on the search page is twice as likely to be clicked on versus the link directly below it [6], suggesting that individuals are most likely to click and engage with the search result presented first. Further, organic search relies on similarities of the keyword and the page itself; thus, a person who is searching for terms pertaining to “loneliness” may not be shown a link to a page with suicide help. Finally, internet searches are a part of daily life, with 93% of browsing sessions starting on the search page [7]; thus, individuals may be more likely to engage with help if the process by which they access help is a part of their day-to-day behavior.

In some search engines, a hotline number will appear in a prominently displayed banner at the top of the search results if certain suicide-related terms are searched. Reports from the United States have shown that in certain instances, the banners have increased calls to the hotline by 10% [8]. However, there is no public information on what keywords will trigger the banner and whether past search history increases or decreases the likelihood of this banner appearing. Further, a Google spokesperson has said and past research has shown that not all relevant keywords will trigger this hotline banner [8,9]. Research has also shown that not everyone in a suicidal crisis would like to call a hotline, suggesting a need for more diverse offerings [10]. Further, a phenomenon called “banner blindness” is often observed, in which eye-tracking data suggest that individuals will tend to ignore elements on a page in the form of a banner [11].

**Objectives**

The overall objective of this research was to investigate patterns of engagement with advertisements and landing pages—that is, the first page shown after a link is clicked—designed for those in crisis and contemplating suicide, which was examined in 2 studies. The first study aimed to assess whether the presence of a Google Ads campaign promoting a crisis line would encourage connection with the crisis service. The aim of the second study was to conduct a 2-arm trial investigating the additional benefits of age tailoring while extending the campaign to include individuals at the precrisis or contemplation phase and assess the different engagement levels of different types of search keywords. Both studies are reported in CONSORT (Consolidated Standards of Reporting Trials)–compliant formats.

**Study 1**

**Methods**

**Internet Advertisement Platform**

For this study, we used Google Ads, Google’s proprietary search advertisement platform, to promote a crisis line to individuals searching for specific suicide-related terms. Google Ads was chosen as the search engine with the largest market share [12] and thus offers maximum reach. Ads are charged only if the advertisement is clicked, not just for displaying the advertisement. Cost per conversion is the average amount of money spent for a single conversion; there is no further charge per conversion.

Google Ads has several ethical protections in place. The data are only available in aggregate format, and it is not possible to identify individual people who have seen the ad, clicked on the ad, or browsed the landing page website. Although Google Ads may use past browsing history to present advertisements that the individual is likely to engage with, the user can erase all data Google has collected [13] or opt out of personalized advertising [14]. Furthermore, personal information, such as email, is never collected or shared without express permission [15].

**Ethical Considerations**

Ethics approval was not required for this study as only deidentified, pre-existing data are reported in aggregate.
Participants

Individuals residing in the United States were eligible to participate.

Intervention

An ad campaign was configured to run across the United States for a total of 16 days in 2019 (from October 1 to 3 and from November 15 to 27). The keywords used in this study consisted of 28 commonly searched suicide-related terms that were compiled by a Google Ads agent, an individual who coordinates and runs Google Ads campaigns for organizations. Of the 28 terms, 13 keywords indicated overt suicidality; 7 keywords featured a method or location; 4 pertained to help seeking; and 4 were related to, but not explicitly mentioning, suicide. Note that Google Ads will trigger the ad when a keyword or combination of keywords are semantically similar to the keywords; thus, a single keyword such as “kill myself” may capture a wide range of terms (eg, “end my life” and “take my life”), and a short list may cover a much wider range of keywords. Figure 1 shows the advertisement triggered during the campaign.

If an individual clicked on the link in the ad, it would lead them to a simple landing page consisting of a link to the National Suicide Prevention Hotline for the United States. The “conversion” for this campaign (ie, the desired behavior after an individual had clicked through from the ad to the landing page) was calling the hotline number.

Figure 1. The advertisement that is triggered during the Google Ads campaign in study 1.

Outcomes

Data on impressions, clicks, click rate (clicks/impressions), conversions, conversion rate (conversion/click), cost per click, and cost per conversion were extracted from Google Ads. Total conversion rate was manually calculated (conversions/impressions). The primary outcomes for this trial to measure engagement were click rate (engagement with the ad), conversion rate (engagement with the landing page), and total conversion rate (total engagement with campaign).

Statistical Analysis

For any analyses in which we compare rates (eg, click-through rates or conversion rates), we used the MedCalc software (MedCalc Software Ltd), which uses a chi-square test to test a significant incidence rate difference (IRD) [16], set to a significance rate of .05. All rate comparisons in this paper use this method.

Results

Within the 16-day duration of the ad campaign, the advertisement was shown 16,505 times and was clicked 664 times, yielding a 4.02% click rate. From those who clicked the ad (n=664), there were 101 calls to the hotline, yielding a 15.21% conversion rate with an average cost of US $13.57 per helpline call. The campaign had an overall conversion rate (conversion/impressions) of 0.61% (101/16,505).

To investigate how our campaign performed against industry standards, we conducted a rate comparison test to compare our campaign data versus publicly available industry data. The industry data were drawn from approximately 985,804,416 campaign data versus publicly available industry data. The standards, we conducted a rate comparison test to compare our campaign overall performed better than the industry standard;). The analysis suggested that some individuals skipped over the banner but did click on the ad engagement based on whether the banner was triggered. As information about when the banner was or was not triggered is limited, it is not possible to provide a further breakdown of the ad engagement based on whether the banner was triggered. Nevertheless, as good engagement was observed with an ad that promoted the national hotline, 2 general conclusions can be drawn. First, if the hotline banner was triggered, this suggests that some individuals skipped over the banner but did click on the ad to call the hotline. Second, if the banner was not triggered, then the ad led to an individual seeking help that otherwise would not have. Overall, the data provide evidence for the utility of an intervention using Google Ads.

Discussion

In study 1, we investigated the efficacy of a Google Ads intervention in encouraging help seeking by calling a helpline by running a campaign across the United States. The results revealed high click-through rates and conversion rates when compared with the industry average across all sectors (click rate: 4.02% vs 3.17% industry average; conversion rate: 15.21% vs 3.75% industry average; overall conversion rate: 0.61% vs 0.12% industry average), having a 5.08 times greater total conversion rate than the industry average.

As information about when the banner was or was not triggered is limited, it is not possible to provide a further breakdown of the ad engagement based on whether the banner was triggered. Nevertheless, as good engagement was observed with an ad that promoted the national hotline, 2 general conclusions can be drawn. First, if the hotline banner was triggered, this suggests that some individuals skipped over the banner but did click on the ad to call the hotline. Second, if the banner was not triggered, then the ad led to an individual seeking help that otherwise would not have. Overall, the data provide evidence for the utility of an intervention using Google Ads.

Study 2

Background and Objectives

In study 2, we developed a Google Ads campaign designed to be helpful for individuals who may be contemplating suicide but are not in immediate crisis [18]. In this context, we use the term contemplation phase to capture any stages that may lead to a suicide attempt but prior to immediate crisis. Simply providing a link to the hotline may not be the most appropriate response in the contemplation stage, and therefore, we undertook a co-design process to expand what was offered on the landing page. Further, given that the keywords searched may represent different cognitive states, we investigated whether different categories of keywords led to different levels of engagement. Finally, we used Google Ads’ targeting features and investigated
whether individuals show higher engagement with landing pages tailored to specific age groups compared to a general all-ages landing page.

Methods

Trial Design

The study used a 2-arm experimental design (landing page: general vs age-tailored—18-24, 25-44, or 45+ years) with 4 initial pathways (individuals searching for different types of keywords: low risk, high risk, help seeking, and means specific). Participants were allocated equally to the 2 arms.

Participants

Participants aged >18 years, whose ages could be inferred by Google from their past browsing history and are currently residing in Australia, were eligible to join the trial.

Intervention

As with study 1, data were downloaded in an aggregate, deidentified form. The campaign was launched on March 2, 2022, and ran until the prespecified budget was exhausted (March 21, 2022). Full details of the keyword generation, advertisement and landing page co-design process, and content of the landing pages and linked pages can be found elsewhere [10]. A schematic of the campaign can be found in Figure 2.

Figure 2. A schematic of the Google AdWords campaign used in this study. As individuals would search for a keyword listed in 1 of 4 keyword lists (low risk, high risk, help seeking or means specific), the advertisement would trigger on the Google search page. If clicked, individuals would be randomly allocated into 1 of 2 study conditions, that is, general or age-tailored landing pages. If in the general condition, individuals would then be presented with the same landing page, whereas if in the age-tailored condition, individuals would be presented with a landing page tailored for their age group.

Keywords

Together with lived experience advisors, researchers, and a Google Ads agent, we generated 4 lists of keywords: low risk keywords, which included keywords people are likely to search when in distress or situations associated with suicide, without explicitly mentioning suicide (eg, “Feeling so alone” and “debt”); high risk keywords, which included keywords explicitly communicating suicidal ideation or intent (eg, “I want to die”); help seeking keywords, which included keywords explicitly searching for help for suicidal thoughts (eg, “suicide help”); and means specific keywords, which relate to searching or using specific means.

Advertisements

Ads were shown to users independently of which category of keywords were searched. The co-design process yielded 3 similar advertisements. When the advertisement triggered, 1 of 3 advertisements would be randomly shown, resulting in equal presentations across the study. The 3 advertisements are shown in Figure 3.
Landing Page
In collaboration with lived experience advisors, we co-designed a series of landing pages with a primary focus on the contemplation stage, rather than crisis, which was entitled the “Lived Experience Hope Exchange.” The pages contained lived experience stories, calming and distracting activities, and links to support services and hotlines with descriptions of what the individual is likely to experience when engaging these services. In all, 4 different versions of the Hope Exchange were developed: a general version and 3 age-tailored versions (18-24, 25-44, and 45+ years). Details of the pages can be found elsewhere [10].

Randomization
Google Experiments, Google’s A/B testing feature, was used to randomize individuals clicking the ad link to either the general version of the Hope Exchange (50%) or the versions tailored to their estimated age (50%). We excluded any individual whose age could not be determined or who were aged <18 years. This randomization was implemented using Google Experiments; both participants and researchers were blinded.

Outcomes
The primary outcomes for study 2 were identical to study 1. However, given the much wider range of resources on the website compared to study 1, we included a wider range of conversions (drawing from engagement metrics in the advertising field) to include behaviors that the investigators, lived experience advisors, and collaborative team considered positive. Triggering any of these conditions was considered a conversion, including:

- Clicking the “get help” button to see available support services
- Downloading any file
- Clicking on a link to call a support service
- Spending more than 2 minutes on the website

Statistical Analysis
Data collection and analysis methods for study 2 were the same as for Study 1. Primary analyses included comparing the total conversion rates of studies 1 and 2 and the industry average; click rate by keywords searched; conversions by keywords searched; and conversions by tailoring condition.

Ethics Approval
This study was approved by the University of New South Wales Human Research Ethics Committee (HC210827), including a formal waiver of consent as it was not possible to obtain consent prior to participants searching for relevant keywords or clicking through on the displayed ads. The project did not meet the committee’s definition of a clinical trial, as it did not evaluate the effect of an intervention on health outcomes; as such, the study was not prospectively registered with the Australian New Zealand Clinical Trials Registry (ANZCTR).

Results
The advertisements ran from March 2 to 21, 2022, in Australia with a total of 120,881 impressions, 6227 clicks (a 5.15% click-through rate), and 1419 conversions, with a conversion rate of 22.79% (1419/6227) and a total conversion rate of 1.17% (1419/120,881). The breakdown per keyword group is shown in Table 1. Note that due to the low number of the clicks related to the means-related keywords (n=4, with no conversions), these keywords were excluded from the analysis.

We investigated whether the study-2 total conversion rate was higher than those of study 1 or the industry standard. The results revealed that the study-2 campaign had a higher total conversion rate than the study-1 total conversion rate (IRD 0.005619, 95% CI 0.004984-0.007436; \( P < .001 \)) and industry standard total conversion rate (IRD 0.01055, 95% CI 0.01036-0.01191; \( P < .001 \)), with the study-2 total conversion rate being 1.91 times greater than the total conversion rate in study 1 and 9.75 times greater than the industry standard.
Table 1. Metrics from the study-2 Google Ads campaign.

<table>
<thead>
<tr>
<th>Metric, campaign</th>
<th>Keyword type</th>
<th>Low risk</th>
<th>High risk</th>
<th>Help seeking</th>
<th>Means specific</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Impressions, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>108,219</td>
<td>3369</td>
<td>9079</td>
<td>223</td>
</tr>
<tr>
<td>General</td>
<td></td>
<td>45,646</td>
<td>1800</td>
<td>5279</td>
<td>78</td>
</tr>
<tr>
<td>Tailored (all)</td>
<td></td>
<td>62,573</td>
<td>1569</td>
<td>3800</td>
<td>145</td>
</tr>
<tr>
<td>Tailored (18-24 years)</td>
<td></td>
<td>8837</td>
<td>311</td>
<td>683</td>
<td>26</td>
</tr>
<tr>
<td>Tailored (25-44 years)</td>
<td></td>
<td>25,429</td>
<td>577</td>
<td>1274</td>
<td>72</td>
</tr>
<tr>
<td>Tailored (45+ years)</td>
<td></td>
<td>28,307</td>
<td>681</td>
<td>1843</td>
<td>47</td>
</tr>
<tr>
<td><strong>Clicks, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>5530</td>
<td>118</td>
<td>575</td>
<td>4</td>
</tr>
<tr>
<td>General</td>
<td></td>
<td>2440</td>
<td>56</td>
<td>340</td>
<td>2</td>
</tr>
<tr>
<td>Tailored (all)</td>
<td></td>
<td>3093</td>
<td>62</td>
<td>235</td>
<td>2</td>
</tr>
<tr>
<td>Tailored (18-24 years)</td>
<td></td>
<td>514</td>
<td>7</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>Tailored (25-44 years)</td>
<td></td>
<td>1032</td>
<td>23</td>
<td>66</td>
<td>1</td>
</tr>
<tr>
<td>Tailored (45+ years)</td>
<td></td>
<td>1547</td>
<td>32</td>
<td>144</td>
<td>1</td>
</tr>
<tr>
<td><strong>Click rate, n/N (%)</strong></td>
<td></td>
<td>5530/108,219 (5.11)</td>
<td>118/3369 (3.5)</td>
<td>575/9079 (6.33)</td>
<td>4/223 (1.79)</td>
</tr>
<tr>
<td>General</td>
<td></td>
<td>2440/45,646 (5.35)</td>
<td>56/1800 (3.11)</td>
<td>340/5279 (6.44)</td>
<td>2/78 (2.56)</td>
</tr>
<tr>
<td>Tailored (all)</td>
<td></td>
<td>3093/62,573 (4.94)</td>
<td>62/1569 (3.95)</td>
<td>235/3800 (6.18)</td>
<td>2/145 (1.38)</td>
</tr>
<tr>
<td>Tailored (18-24 years)</td>
<td></td>
<td>514/8837 (5.82)</td>
<td>7/311 (2.25)</td>
<td>25/683 (3.66)</td>
<td>0/26 (0)</td>
</tr>
<tr>
<td>Tailored (25-44 years)</td>
<td></td>
<td>1032/25,429 (4.05)</td>
<td>23/577 (3.99)</td>
<td>66/1274 (5.18)</td>
<td>1/72 (1.39)</td>
</tr>
<tr>
<td>Tailored (45+ years)</td>
<td></td>
<td>1547/28,307 (5.46)</td>
<td>32/681 (4.7)</td>
<td>144/1843 (7.81)</td>
<td>1/47 (2.13)</td>
</tr>
<tr>
<td><strong>Conversions, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1209</td>
<td>37</td>
<td>171</td>
<td>0</td>
</tr>
<tr>
<td>General</td>
<td></td>
<td>583</td>
<td>20</td>
<td>104</td>
<td>0</td>
</tr>
<tr>
<td>Tailored (all)</td>
<td></td>
<td>626</td>
<td>17</td>
<td>67</td>
<td>0</td>
</tr>
<tr>
<td>Tailored (18-24 years)</td>
<td></td>
<td>47</td>
<td>3</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>Tailored (25-44 years)</td>
<td></td>
<td>185</td>
<td>7</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>Tailored (45+ years)</td>
<td></td>
<td>394</td>
<td>7</td>
<td>37</td>
<td>0</td>
</tr>
<tr>
<td><strong>Conversion rate, n/N (%)</strong></td>
<td></td>
<td>1209/5530 (21.86)</td>
<td>37/118 (31.36)</td>
<td>171/575 (29.74)</td>
<td>0/4 (0)</td>
</tr>
<tr>
<td>General</td>
<td></td>
<td>583/2440 (23.9)</td>
<td>20/56 (35.71)</td>
<td>104/340 (28.51)</td>
<td>0/2 (0)</td>
</tr>
<tr>
<td>Tailored (all)</td>
<td></td>
<td>626/3093 (20.25)</td>
<td>17/62 (27.42)</td>
<td>67/235 (30.59)</td>
<td>0/2 (0)</td>
</tr>
<tr>
<td>Tailored (18-24 years)</td>
<td></td>
<td>47/514 (9.14)</td>
<td>3/7 (42.86)</td>
<td>11/25 (44)</td>
<td>0/0 (0)</td>
</tr>
<tr>
<td>Tailored (25-44 years)</td>
<td></td>
<td>185/1032 (17.94)</td>
<td>7/23 (30.43)</td>
<td>19/66 (28.79)</td>
<td>0/1 (0)</td>
</tr>
<tr>
<td>Tailored (45+ years)</td>
<td></td>
<td>394/1547 (25.49)</td>
<td>7/32 (21.88)</td>
<td>37/144 (25.69)</td>
<td>0/1 (0)</td>
</tr>
<tr>
<td><strong>Total conversion rate, n/N (%)</strong></td>
<td></td>
<td>1209/108,219 (1.12)</td>
<td>37/3369 (1.1)</td>
<td>171/9079 (1.88)</td>
<td>0/223 (0)</td>
</tr>
<tr>
<td>General</td>
<td></td>
<td>583/45,646 (1.28)</td>
<td>20/1800 (1.11)</td>
<td>104/5279 (1.97)</td>
<td>0/78 (0)</td>
</tr>
<tr>
<td>Tailored (all)</td>
<td></td>
<td>626/62,573 (1)</td>
<td>17/1569 (1.08)</td>
<td>67/3800 (1.76)</td>
<td>0/145 (0)</td>
</tr>
<tr>
<td>Tailored (18-24 years)</td>
<td></td>
<td>47/8837 (0.53)</td>
<td>3/311 (0.96)</td>
<td>11/683 (1.61)</td>
<td>0/26 (0)</td>
</tr>
<tr>
<td>Tailored (25-44 years)</td>
<td></td>
<td>185/25,429 (0.73)</td>
<td>7/577 (1.21)</td>
<td>19/1274 (1.49)</td>
<td>0/72 (0)</td>
</tr>
</tbody>
</table>
We then investigated whether the click-through rate differed as a function of keywords searched. The results revealed that the click rates for individuals searching low risk keywords, high risk keywords, and help seeking keywords were all significantly different from one another, in which individuals searching for help seeking keywords had the highest click rate, followed by individuals searching for low risk keywords, followed by individuals searching for high risk keywords. Results are shown in Figure 4A (low risk vs high risk: IRD 0.01608, 95% CI 0.00836-0.04194; \( P < .001 \); low risk vs help seeking: IRD 0.01223, 95% CI 0.001711-0.00734; \( P < .001 \); help seeking vs high risk: IRD 0.02831, 95% CI 0.01898-0.03764; \( P < .001 \)).

We then investigated whether conversion rates differed by keyword type. The rate comparison analysis found a significant difference between low risk and high risk keywords (IRD 0.6972, 95% CI 0.00929-0.18058; \( P = .009 \)), in which there was a higher conversion rate for people who searched for high risk keywords, and a significant difference between low risk and help seeking keywords (IRD 0.07877, 95% CI 0.03793-0.1196; \( P < .001 \)), in which there was a higher conversion rate for individuals who are seeking help. However, there was not enough evidence to suggest that there was a difference in conversion rates between high risk and help seeking keywords (IRD 0.01617, 95% CI 0.09235-0.12469; \( P = .77 \)). A graphical representation of these results can be found in Figure 4B.

Finally, we investigated whether age tailoring had a significant effect on conversions. The analysis revealed a significant difference between tailored and general landing pages for low risk keywords, in which general landing pages had a higher conversion rate than tailored landing pages (IRD 0.03635, 95% CI 0.06116-0.01153; \( P = .004 \)). However, there was no significant difference for the general versus tailored landing pages for high risk (IRD 0.08295, 95% CI –0.11938 to 0.28528; \( P = .42 \)) and help seeking keywords (IRD 0.02078, 95% CI 0.11145-0.0699; \( P = .65 \); see Figure 4B).

**Discussion**

In this study, we codeveloped a series of search advertisement campaigns targeting individuals contemplating suicide and evaluated them for levels of reach and engagement. As per study 1, we observed high engagement relative to the industry standards. Within 21 days, we were able to reach individuals searching for suicide-related terms 120,881 times, with an average cost of US $13 each time a person engaged with a behavior designed to help them. Note that cost per conversion does not differ from one conversion to another; thus, it is the role of the Google Ads client—in this case, the research team—to set conversions that are meaningful.

Given that the advertisement was designed for individuals contemplating suicide, it is consistent with the finding that there was a significantly higher click-through rate for individuals searching for low risk than high risk keywords. The help seeking keywords yielded the highest click-through rate, which is consistent with the idea that individuals responded to the ad that featured words communicating explicitly that help could be found. This is consistent with the notion that the better the advertisement matches the search term, the more likely an individual is to click the advertisement. However, the analysis found a higher conversion rate for high risk compared to low risk keywords, which may stem from the fact that not all individuals searching for low risk keywords are searching for or need immediate help.

One finding was that there were markedly lower impressions, clicks, and conversions for individuals searching for means specific keywords, suggesting that overall, there were fewer people who were searching for means specific keywords. Given the low number of impressions and clicks, we were unlikely to see any conversions.

An unexpected finding was that there was a higher conversion rate for general landing pages compared to tailored landing pages for mean-specific keywords (IRD 0.07877, 95% CI 0.03793-0.1196; \( P < .001 \)).
pages for low risk keywords, suggesting that our tailoring was not effective in application and rather reduced engagement. This may indicate that despite there being clear, mutually exclusive preferences indicated by different age groups in the co-design process [10], these preferences may have limited generalizability or how we operationalized these preferences may be limited despite having approval from the co-design team. Other types of tailoring have yet to be explored.

**General Discussion**

**Principal Findings**

Across 2 studies, we investigated whether using Google Ads would allow us to reach individual searching for suicide-related terms for both crisis, in which we presented a suicide helpline, and contemplation, in which we presented a landing page offering help beyond presenting a helpline, such as hearing lived experience stories and calming exercises. Across both studies, we have observed exceptionally high click-through and conversion rates compared to the industry standard, with study-2 total conversion rate being 9.75 times higher than the industry standard. Overall, the data show that individuals are engaging well with both the advertisement and the pages themselves.

Given that for much of the time, it is likely that the hotline banners were present in both studies, future studies should investigate why individuals were still engaging with a search result if the helpline number was present on the search page. One possibility in study 1 is that within the few lines of text, the advertisement was able to provide more information on the hotline compared to the banner—that is, the hotline is anonymous and available 24/7. Lived experience advisors noted that it would be helpful to include descriptions on what it is like to call a hotline or engage in other services to help remove apprehension and promote help seeking [10]. In the second study, the help seeking keywords yielded the highest click-through rate—keywords that are likely to trigger a hotline banner given they explicitly indicate help seeking for suicide—further suggesting that there are individuals who are seeking help for suicide who do not want to immediately call a hotline, which is consistent with findings from the co-design study [10].

Future studies should investigate whether other advertising services can be used for suicide prevention. Although Google has a majority market share [12] for search engine advertisements, the advertising industry spans across multiple platforms. For example, there is data collection and advertising on social media (such as Twitter, Instagram, and TikTok) and streaming sites (eg, YouTube) and on advertising banners on websites (eg, Google AdSense). Future studies should investigate whether the findings from this study generalize to other platforms and whether using more than one platform for data collection and advertising increases reach and promotes help seeking. We propose, given the wealth of research showing web-based behaviors reflecting suicidality outside of search (eg, social media [19]), that we should see similarly fruitful findings outside of search engine advertisements.

Future work should also investigate how to integrate digital advertising such as Google Ads into routine practice. For example, given that individuals may discover existing resources through internet searches, partnerships with local health providers could help to place ads to link individuals to their local area’s most validated and well-resourced services. To implement this into routine practice, we would need to ascertain (1) the cost and cost-effectiveness of integrating digital advertising into existing health systems, (2) what services could be highlight on the landing pages, and (3) the funding requirements to sustain this approach.

**Limitations**

Our investigation has several limitations. One limitation is that we did not record data on whether persons clicking on the ads were experiencing suicidal ideation or had engaged in suicidal behaviors, nor did we assess change in these outcomes. Future studies could investigate whether help-promoting web pages, such as those designed for this study, increase the number of individuals who seek help and reduce the suicide rate within a specific geographic region using Google Ads’ geographic targeting. Another limitation is that we do not know when the helpline was also triggered. Thus, we are unable to investigate how individuals behave when there is both the helpline and the advertisement, compared with just the advertisement.

Another limitation is that in study 2, we only included individuals whose ages could be ascertained by Google as 18 years or older. This was to ensure that the general versus age-tailored groups were comparable. However, we cannot determine what proportion of the population were excluded due to their ages being undetermined from past browsing history. Thus, future studies should also include individuals whose ages cannot be determined, where the analysis permits. Another key limitation in study 2 is that none of the advertisements explicitly used the word “suicide.” Although this is the result of the rigorous co-design process [10], there were advisors who suggested that in some settings, explicit use of the word “suicide” may lead to higher engagement. Thus, future studies should compare engagement with the campaign when advertisements use and do not use explicit suicide wording.

**Conclusion**

Although the true effect of this intervention remains to be seen, the engagement metrics suggest that using internet ads may be useful in reaching out to individuals searching for suicide-related terms as a service delivery platform. Beyond suicidality, using internet ads may be helpful to reach out to individuals across a wide range of different health applications. Given that internet search is perhaps one of the most primary methods of information seeking and the ranking on search page can shape behavior, health-based organizations can use internet ads to ensure that what is presented is not only what is the most engaging but the most authoritative and valid.
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Abstract

Background: Problematic alcohol use is common among clients seeking transdiagnostic internet-delivered cognitive behavioral therapy (ICBT) for depression or anxiety but is not often addressed in these treatment programs. The benefits of offering clients a psychoeducational resource focused on alcohol use during ICBT for depression or anxiety are unknown.

Objective: This observational study aimed to elucidate the impacts of addressing comorbid alcohol use in ICBT for depression and anxiety.

Methods: All patients (N=1333) who started an 8-week transdiagnostic ICBT course for depression and anxiety received access to a resource containing information, worksheets, and strategies for reducing alcohol use, including psychoeducation, reasons for change, identifying risk situations, goal setting, replacing drinking with positive activities, and information on relapse prevention. We assessed clients’ use and perceptions of the resource; client characteristics associated with reviewing the resource; and whether reviewing the resource was associated with decreases in clients’ alcohol use, depression, and anxiety at posttreatment and 3-month follow-up among clients dichotomized into low-risk and hazardous drinking categories based on pretreatment Alcohol Use Disorders Identification Test (AUDIT) scores.

Results: During the 8-week course, 10.8% (144/1333) of clients reviewed the resource, and those who reviewed the resource provided positive feedback (eg, 127/144, 88.2% of resource reviewers found it worth their time). Furthermore, 18.15% (242/1333) of clients exhibited hazardous drinking, with 14.9% (36/242) of these clients reviewing the resources. Compared with nonreviewers, resource reviewers were typically older (P=.004) and separated, divorced, or widowed (P<.001). Reviewers also consumed more weekly drinks (P<.001), scored higher on the AUDIT (P<.001), and were more likely to exhibit hazardous drinking (P<.001). Regardless of their drinking level (ie, low risk vs hazardous), all clients showed a reduction in AUDIT-Consumption scores (P=.004), depression (P<.001), and anxiety (P<.001) over time; in contrast, there was no change in clients’ drinks per week over time (P=.81). Reviewing alcohol resources did not predict changes in AUDIT-Consumption scores or drinks per week.

Conclusions: Overall, ICBT appeared to be associated with a reduction in alcohol consumption scores, but this reduction was not greater among alcohol resource reviewers. Although there was some evidence that the resource was more likely to be used by clients with greater alcohol-related difficulties, the results suggest that further attention should be given to ensuring that those who could benefit from the resource review it to adequately assess the benefits of the resource.

(JMIR Ment Health 2023;10:e44722) doi:10.2196/44722
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Introduction

Background

Over the last few decades, internet-delivered cognitive behavioral therapy (ICBT) has been established as an effective treatment option for a variety of mental health concerns [1]. The content of ICBT often mirrors that of face-to-face cognitive behavioral therapy (eg, cognitive restructuring, behavioral activation, breathing strategies, and relapse prevention) but is offered in a web-based format, often in the form of a course. In particular, transdiagnostic ICBT has been developed to reduce clients’ needs to engage in multiple courses of therapy to address comorbidities [2] and has been found to be similarly effective to disorder-specific treatment programs in some studies [3,4]. In transdiagnostic ICBT for depression or anxiety, it is relatively uncommon to address comorbid alcohol use difficulties. This represents a missed opportunity, as previous research suggests that heavy drinking days are common among ICBT clients, with 56.8% (514/905) of clients endorsing drinking ≥6 drinks on 1 occasion during the past year [5]. Moreover, in another study on ICBT for depression, panic disorder, and social anxiety, 24.1% (381/1581) of clients reported drinking difficulties [6]. Interestingly, alcohol use difficulties have not been found to predict ICBT completion or outcomes in terms of improved depression or anxiety, which supports the use of ICBT for depression and anxiety among individuals with comorbid alcohol use difficulties [5]. The extent to which transdiagnostic ICBT is associated with reduced alcohol use or problems over time remains unknown.

In the literature, we identified only 1 study in which participants completing a self-guided ICBT program for depression received a brief intervention related to alcohol use [7]. In this study, participants were randomized to receive either a self-guided ICBT program for depression (MoodGYM; Australian National University) or the same program with a normative feedback intervention for alcohol use (Check Your Drinking). The Check Your Drinking screener was administered at baseline, and participants received a report summarizing their drinking compared with others of the same age, sex, and country (ie, Canada), which could be accessed at any point while clients completed the ICBT program [7]. Adding a brief feedback intervention did not predict drinking or depression outcomes. However, the Check Your Drinking intervention did not provide strategies for managing alcohol use. Thus, more research is needed to understand how alcohol-related treatment may be beneficial in ICBT for depression and anxiety.

Objectives

This study included an evaluation of data from clients enrolled in an ICBT course offered in a Canadian province (Saskatchewan) over a span of 1 year (January to December 2021). This observational study aimed to add to the sparse literature and explore whether an additional alcohol resource available to clients at any point during transdiagnostic ICBT would be used and positively evaluated by clients. Furthermore, this study sought to explore whether alcohol use improved over time among clients in ICBT and, more specifically, among those who reviewed resources with low-risk or hazardous alcohol consumption.

We aimed to explore the following research questions: (1) What percentage of clients review the alcohol resource? (2) What client characteristics are associated with reviewing the alcohol resource? (3) Is the use of transdiagnostic ICBT generally associated with improvements in alcohol consumption over time? (4) Compared with clients who do not review the alcohol resource, do those who review resources show greater improvements in alcohol consumption, depression, and anxiety over time than those who do not? and (5) How will clients who review the alcohol resource evaluate it?

Given the limited nature of previous research in this area and that this was an exploratory analysis, the only hypothesis was that clients endorsing alcohol use problems at pretreatment would be more likely to review alcohol resources.

Methods

Design

This study was an uncontrolled observational trial conducted within the Online Therapy Unit, which is a Saskatchewan government–funded ICBT clinic that accepts clients for treatment on an ongoing basis. This study included data from the Online Therapy Unit’s regular service delivery.

Ethics Approval

The study was approved by the institutional research ethics board of the University of Regina (approval number 2019-197).

Participants

Recruitment

Prospective clients learned about the services of the Online Therapy Unit through a variety of sources (ie, family physicians, other medical professionals, community mental health clinics, web-based searches, word of mouth, media, and posters or cards).

Sample Size

This study included all clients (N=1333) who started ICBT for anxiety and depression at the Online Therapy Unit during 2021, allowing for the analysis of a full year of service delivery.

Eligibility Criteria

All clients first completed a web-based screening via the Online Therapy Unit website, after which a telephone screening call was made. Prospective clients were eligible for the Online Therapy Unit’s services and to be a part of this study if they endorsed (1) being aged at least 18 years, (2) experiencing a minimum of mild depression or anxiety symptoms as their primary concern or concerns, (3) residing in Saskatchewan for the duration of treatment, (4) having access to and comfort using a computer and the internet, (5) a willingness to provide emergency medical contact (eg, family physician and psychiatrist), and (6) consenting to and beginning ICBT.

Furthermore, prospective clients were excluded from this study if they reported or were assessed as (1) exhibiting unmanaged psychosis or mania, (2) demonstrating high suicide risk, (3)
receiving mental health support from another provider more than twice per month, and (4) experiencing severe difficulties with alcohol use (ie, scoring ≥20 on the Alcohol Use Disorder Identification Test [AUDIT]) [8] or other substance use (ie, scoring ≥25 on the Drug Use Disorder Identification Test [DUDIT]) [9]. Figure 1 shows a client flowchart.

Figure 1. Client flow from screening to 3-month follow-up. ER: emergency room.

Measures

Overview

All primary and secondary outcome measures were administered at pretreatment, posttreatment (8 weeks after enrollment), and 3-month follow-up. Clients completed treatment satisfaction and resource evaluation questions at posttreatment. Although clients responded to additional questions about their symptoms over the course of the 8-week treatment period, the measures listed below were the focus of this study. Clients also completed questionnaires assessing insomnia, panic, social anxiety, mental health-related disability, treatment experiences, mental health service use, and pandemic-related anxiety but were not used as part of this observational study.

Baseline Screening Measures

AUDIT Screening Tool

AUDIT [8] is a well-standardized 10-item screening measure for alcohol use difficulties. The total scores range from 0 to 40, with higher scores indicating greater alcohol-related difficulties. Scores from 6 to 14 (for women) and 8 to 14 (for men) indicate hazardous alcohol use, scores from 15 to 19 indicate harmful alcohol use, and scores ≥20 indicate possible alcohol dependence [10]. In this trial, we referred to all scores ≥6 (for women) and
≥8 (for men or other) as indicative of hazardous alcohol use. In this study, the Cronbach α for the AUDIT was .75.

**DUDIT Screening Tool**

The DUDIT [9] is a well-standardized 11-item screening tool for substance use difficulties. The total scores ranged from 0 to 44. Higher scores indicated greater difficulties in substance use. Scores from 2 to 24 (for women) and 6 to 24 (for men) indicated difficulties with substance use, and scores ≥25 indicated possible substance dependence. In this study, the Cronbach α for the DUDIT was .77.

**Demographics**

Clients responded to questions regarding their age, gender, relationship status, race and ethnicity, location, education, and employment status during the web-based screening. Furthermore, clients were asked if they had taken psychotropic medications within the past 3 months.

**Primary Outcome Measures**

**AUDIT-Consumption**

AUDIT-Consumption (AUDIT-C) [11] consists of the first 3 consumption items of the full AUDIT [12]. Previous studies have suggested that the AUDIT-C has similar sensitivity and specificity indices as the full AUDIT [13]. Cronbach α for the AUDIT-C in this study was .62 and .77.

**Total Drinks in Previous Week**

Clients were asked to indicate how many standard drinks of alcohol they had drank in the last 7 days. This question is commonly used in ICBT trials of alcohol misuse [14,15].

**Secondary Outcome Measures**

**Patient Health Questionnaire 9-Item**

The Patient Health Questionnaire 9-item (PHQ-9) [16] is a screening measure for depression, with total scores ranging from 0 to 27. Scores <5 indicated minimal depression, and scores ≥10 were used to identify probable cases of major depressive disorder [17]. Cronbach α in this study was between .84 and .89.

**Generalized Anxiety Disorder 7-Item**

The Generalized Anxiety Disorder 7-item (GAD-7) [18] is a measure to screen for generalized anxiety disorders. Total scores ranged from 0 to 21, with scores ≤5 indicating minimal symptoms of anxiety and scores ≥10 indicating clinically significant symptoms of generalized anxiety [18]. Cronbach α in this study was between .87 and .91.

**Treatment Engagement**

Clients’ treatment engagement was captured based on whether they completed all 5 lessons as well as their total number of website log-ins over the 8-week treatment period. The platform does not track how long clients are logged in because this is a biased estimate impacted by whether clients fail to log out.

**Treatment Satisfaction**

Clients were asked yes-or-no questions about whether the course was worth their time and whether they would recommend the course to a friend. On 5-point scales, they were also asked to rate their overall satisfaction with the course (1=very dissatisfied to 5=very satisfied).

**Alcohol Resource Evaluation Survey**

Clients were asked a yes-or-no question about whether they reviewed the alcohol resource. If they reported reviewing the resource, clients were asked to rate their level of effort dedicated to reviewing the resource from 1=none at all to 7=a great deal. Furthermore, from 1=not at all to 7=very, clients were asked (1) how understandable the resource was, (2) if they learned something new from the resource, and (3) how helpful the resource was. Clients then responded to 3 open-ended questions asking them to describe what they liked about the resource, what they disliked about the resource, and the nature of any changes they made to their drinking because of reviewing the resource.

**Intervention**

**The Well-being Course**

All clients were offered a therapist-assisted well-being course, which is an 8-week transdiagnostic ICBT course for depression and anxiety [3]. The course was developed at the eCentreClinic at Macquarie University and is licensed for use by the Online Therapy Unit. During the course, clients read five web-based lessons based on key components of cognitive behavioral therapy: (1) psychoeducation about symptoms and the cognitive behavioral model; (2) thought monitoring and challenging; (3) physical symptoms of depression or anxiety, de-arousal strategies, and pleasant activity scheduling; (4) graded exposure; and (5) relapse prevention. Clients read materials presented as slides, case stories, frequently asked questions, and downloadable guides, with homework activities and lesson summaries. All materials were presented in the English language. Lessons were released gradually over 8 weeks, and clients needed to complete each lesson before proceeding to the next lesson. Clients received automated reminder emails as upcoming lessons became available. Furthermore, all clients were assigned to a therapist for the duration of the 8-week ICBT program. Clients received either optional therapist support (ie, support provided at client requests) or once-weekly support. These 2 approaches for providing therapist support in ICBT have been found to be effective [19].

In addition to the 5 core lessons, clients can access additional downloadable resources at any time. The resources addressed a wide range of topics, namely, anger, alcohol use, assertiveness, beliefs, chronic conditions, chronic pain, communication skills, grief, health anxiety, mental skills, motivation, new motherhood, panic, posttraumatic stress disorder, sleep, workplace mental health, and worry. In this trial, therapists informed clients about the availability of resources during their first message to clients and made tailored recommendations based on the clients’ presenting concerns. Clients can also self-select the resources to review. During week 5, therapists asked all clients whether they had questions about any additional resources that they had reviewed.
**Alcohol Resource**

The alcohol resource was based on content included in an ICBT program for alcohol use called the Alcohol Change Course [14], which was developed in collaboration with a patient-oriented research steering committee comprising researchers, clinicians, stakeholders, trainees, and patient partners with lived experiences. The Alcohol Change Course and the alcohol resource use a relapse prevention model to address alcohol use [20]. The resource consisted of 17 pages and was in a downloadable format. Content wise, the resource started with a section on the relationship between alcohol use and mental health and provided information about the stimulating and inhibiting effects of alcohol, reasons for drinking alcohol, how alcohol use difficulties can vary in severity, and Canada’s low-risk drinking guidelines (enacted in 2011) that recommended consuming ≤10 (for women) and ≤15 (for men) weekly drinks [21]. The next sections focused on how alcohol affects physical health; the connection between alcohol consumption, depression, and anxiety; and the impact of alcohol on sleep. The remaining sections highlighted strategies for changing one’s drinking habits. Clients were prompted to consider their reasons for drinking and were provided worksheets to note the pros and cons of drinking, how drinking does or does not align with their values, and their reasons for change. A list of questions was provided to assist the clients in setting goals related to alcohol use. Thereafter, the resource included sections on identifying personal strengths and supports, changing the availability of alcohol in one’s day-to-day life, a worksheet on identifying risk situations and positive activities to replace drinking, information on “slips,” and a summary of the resource.

**Therapist Support**

Clients who scored in the clinical range (≥10) on either the PHQ-9 or GAD-7 were offered optional or regular once-weekly therapist support. Clients who scored in the nonclinical range (<10) on both PHQ-9 and GAD-7 were offered optional weekly support. In regular once-weekly therapist support, therapists reviewed symptom measures and sent clients a brief, tailored message once a week. Clients could also be contacted via phone if they had not logged in during the past week, if their PHQ-9 or GAD-7 scores increased by 5 or more points, or if there was an indication of elevated suicide risk. In optional support, therapists would only contact clients if they initiated contact that week, if their PHQ-9 or GAD-7 score increased by 5 or more points, or if there was an indication of elevated suicide risk. Previous research has shown that both approaches are similarly effective, and approximately 25% of clients prefer optional support [19,22].

**Data Analyses**

**Overview**

Analyses were conducted using SPSS (version 28.0.0.0; IBM Corp) [23]. In an initial review of the data, the following 3 client groups were identified: clients who reported reviewing the alcohol resource (“reviewers”; n=144), clients who reported not reviewing the alcohol resource (“nonreviewers”; n=756), and those who did not respond to the Alcohol Resource Evaluation Survey (“questionnaire nonresponders” [QNRs]; n=433). Descriptive statistics were used to describe the pretreatment characteristics of the 3 groups. Furthermore, ANOVA, χ² analyses, and t tests (2-tailed) were used to assess group differences on all pretreatment variables. A significance level of P=.01 was used as a partial control for multiple comparisons.

There were no missing data for the clients’ baseline screening variables. Data for the primary and secondary outcome variables were missing mainly because of client dropout (eg, 4/896, 0.4% to 213/687, 23.7% at posttreatment and follow-up, respectively). The missing data were determined to be missing completely at random (MCAR) via Little MCAR test (χ²14=56.8; P=.09) [24]. To assess whether there was a significant change in clients’ AUDIT-C scores and previous weekly drinks over time, as well as to determine if pretreatment, posttreatment, and follow-up scores differed across clients and between groups (ie, reviewers vs nonreviewers), a series of mixed models were computed using the maximum likelihood estimation method with 3 assessment points (ie, pretreatment, posttreatment, and follow-up). As only 900 clients reported whether they reviewed the alcohol resource, mixed model analyses were performed with this subsample (group=reviewers vs nonreviewers) to assess the rate of change in these clients’ AUDIT-C scores and previous weekly drinks as well as their depression and anxiety. These analyses were also conducted with clients dichotomized based on their pretreatment AUDIT scores into low-risk drinking (ie, scores ≤6 for women and ≤8 for men or other) and hazardous drinking (ie, scores ≥6 for women and ≥8 for men or other).

Missing data were not imputed because the data were assumed to be MCAR, and linear mixed model analysis can handle missing data [25]. Fixed effects for time, group, and their interactions (ie, time × group) and random effects for the intercept and time variables were tested and included in the model to account for the correlated nature of the data. Intraclass correlation coefficients were calculated to identify the proportion of variance across clients and to determine if mixed model analyses were appropriate [26]. To select the model that best fit the data, various within-individual and between-individual covariance structures (eg, scaled identity, diagonal, unstructured, and autoregressive) were tested. Models with the smallest Akaikes information criterion and Bayesian information criterion were retained for the final analysis. The repeated-measure indicator variable, time, was recoded as 0, 2, and 5 to reflect the actual assessment months (ie, 0=pretreatment, 2=posttreatment at 2 months [8 weeks], and 5= follow-up at 5 months).

**Treatment Engagement and Satisfaction**

Treatment engagement and satisfaction were compared between alcohol resource reviewers and nonreviewers through a combination of ANOVA and χ² analyses.

**Qualitative Data Analysis**

Client responses to the Alcohol Resource Evaluation Survey were analyzed using conventional qualitative content analysis...
The literature on including a resource for managing alcohol use in transdiagnostic ICBT is limited; therefore, conventional qualitative content analysis can be helpful for identifying quantifiable response categories [28].

The coding process consisted of the following steps:

1. VP reviewed all client responses to questions regarding what clients liked about the alcohol resource, disliked about the resource, and any changes they made to their drinking because of the resource. A codebook was created during the review. The codebook consisted of identified codes, a description of each code, and an example quote for each code. A decision to review all client responses to ensure saturation was made during the creation of the codebook.

2. AW and TL used the codebook to independently code all client responses. The 2 coders were able to assign more than 1 code to a client response where appropriate (eg, if clients identified making more than 1 change after reviewing the resources).

3. VP reviewed the responses of AW and TL to identify and resolve instances of disagreement.

Results

Client Characteristics

The pretreatment client characteristics of the overall sample are presented in Table 1. Most clients reported identifying as a woman (1036/1333, 77.72%), being in a married or common law relationship (1210/1333, 90.77%), identifying as White (1158/1333, 86.87%), living in a large city (778/1333, 58.36%), being educated beyond high school (1058/1333, 79.37%), and being employed either part time or full time (699/1333, 52.44%). In terms of clinical characteristics, more than half of the clients (732/1333, 54.91%) reported taking psychotropic medication or medications in the past 3 months, and most of the sample exhibited clinically remarkable symptoms of depression (955/1333, 71.64%) and anxiety (949/1333, 71.19%). The rates of alcohol consumption per week and hazardous alcohol use are summarized in Table 1. Of note, while 49.67% (662/1333) of the clients did not consume any previous weekly drinks at pretreatment, 6.8% (45/662) of these clients reviewed the alcohol resource. Similarly, 24.46% (326/1333) of clients reported never drinking alcohol by scoring 0 on the pretreatment AUDIT; however, 5.8% (19/326) of these clients reviewed the alcohol resource.

Table 1 displays the pretreatment characteristics of resource reviewers, nonreviewers, and QNRs. In terms of significant differences between resource reviewers and nonreviewers, resource reviewers were older ($t_{898}=2.90; P=.004$), more likely to be men ($\chi^2=16.2; P<.001$), as well as more often separated, divorced, or widowed ($\chi^2=14.2; P<.001$). Furthermore, compared with nonreviewers, reviewers consumed more weekly drinks ($t_{898}=6.08; P<.001$); scored significantly higher on the AUDIT ($t_{898}=6.81; P<.001$); and were more likely to score above the cutoff, indicating hazardous drinking ($\chi^2=14.6; P<.001$). Most clients received standard once-weekly therapist support (reviewers: 84/144, 58.3%; and nonreviewers: 448/756, 59.2%).

In terms of significant differences between reviewers and QNRs, QNRs were typically younger ($t_{575}=7.81; P<.001$), were more often single or never married ($\chi^2=20.3; P<.001$), and had a lower education level compared with resource reviewers ($\chi^2=11.1; P=.004$). In addition, QNRs were more likely to be women ($\chi^2=7.9; P=.005$), consumed fewer weekly drinks ($t_{575}=4.11; P<.001$), and had higher depression symptoms ($t_{575}=3.14; P=.002$).
Table 1. Client characteristics at pretreatment.

<table>
<thead>
<tr>
<th>Variable</th>
<th>All clients (N=1333)</th>
<th>Reviewers (n=144)</th>
<th>Nonreviewers (n=756)</th>
<th>Questionnaire nonresponders (n=433)</th>
<th>Significance</th>
<th>Test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>38.04 (13.78; 18-86)</td>
<td>43.17 (13.70; 20-77)</td>
<td>39.46 (14.16; 18-86)</td>
<td>33.85 (11.95; 18-77)</td>
<td>F&lt;sub&gt;2,1330&lt;/sub&gt;=35.79</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( \chi^2 = 16.2 )</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Woman</td>
<td>1036 (77.72)</td>
<td>94 (65.3)</td>
<td>608 (80.4)</td>
<td>334 (77.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man or other</td>
<td>297 (22.28)</td>
<td>50 (34.7)</td>
<td>148 (19.6)</td>
<td>99 (22.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relationship status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( \chi^2 = 34.7 )</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Single or never married</td>
<td>408 (30.61)</td>
<td>29 (20.1)</td>
<td>211 (27.9)</td>
<td>168 (38.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or common law</td>
<td>802 (60.17)</td>
<td>90 (62.5)</td>
<td>485 (64.2)</td>
<td>227 (52.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separated, divorced, or widowed</td>
<td>123 (9.22)</td>
<td>25 (17.4)</td>
<td>60 (7.9)</td>
<td>38 (8.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( \chi^2 = 5.8 )</td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Indigenous</td>
<td>81 (6.08)</td>
<td>9 (6.2)</td>
<td>38 (5)</td>
<td>34 (7.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>94 (7)</td>
<td>9 (6.2)</td>
<td>49 (6.5)</td>
<td>36 (8.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1158 (86.87)</td>
<td>126 (87.5)</td>
<td>669 (88.5)</td>
<td>363 (83.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Location, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( \chi^2 = 6.7 )</td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Large city (&gt;100,000)</td>
<td>778 (58.36)</td>
<td>89 (61.8)</td>
<td>437 (57.8)</td>
<td>252 (58.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small to medium city</td>
<td>190 (14.25)</td>
<td>13 (9)</td>
<td>104 (13.8)</td>
<td>73 (16.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small rural location (&lt;7000)</td>
<td>365 (27.38)</td>
<td>42 (29.2)</td>
<td>215 (28.4)</td>
<td>108 (24.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( \chi^2 = 23.5 )</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High school or less</td>
<td>275 (20.63)</td>
<td>20 (13.9)</td>
<td>143 (18.9)</td>
<td>112 (25.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than high school or less than university</td>
<td>589 (44.19)</td>
<td>69 (47.9)</td>
<td>317 (41.9)</td>
<td>203 (46.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University education</td>
<td>469 (35.18)</td>
<td>55 (38.2)</td>
<td>296 (39.2)</td>
<td>118 (27.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( \chi^2 = 9.8 )</td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Employed part time or full time</td>
<td>699 (52.44)</td>
<td>75 (52.1)</td>
<td>380 (50.3)</td>
<td>244 (56.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed or disability</td>
<td>250 (18.75)</td>
<td>27 (18.8)</td>
<td>135 (17.8)</td>
<td>88 (20.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homemaker, student, or retired</td>
<td>384 (28.81)</td>
<td>42 (29.2)</td>
<td>241 (31.9)</td>
<td>101 (23.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment scores</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychotropic medication in the past 3 months</td>
<td>732 (54.91)</td>
<td>77 (53.5)</td>
<td>405 (53.6)</td>
<td>250 (57.7)</td>
<td>( \chi^2 = 2.1 )</td>
<td></td>
<td>.36</td>
</tr>
<tr>
<td>AUDIT&lt;sup&gt;a&lt;/sup&gt; ≥6 for women and ≥8 for men or other</td>
<td>242 (18.15)</td>
<td>36 (25)</td>
<td>96 (12.7)</td>
<td>110 (25.4)</td>
<td>( \chi^2 = 35.0 )</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;b&lt;/sup&gt; ≥10</td>
<td>955 (71.64)</td>
<td>102 (70.8)</td>
<td>506 (66.9)</td>
<td>347 (80.1)</td>
<td>( \chi^2 = 23.7 )</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;c&lt;/sup&gt; ≥10</td>
<td>949 (71.19)</td>
<td>104 (72.2)</td>
<td>512 (67.7)</td>
<td>333 (76.9)</td>
<td>( \chi^2 = 11.4 )</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drinks per week</td>
<td>2.89 (6.78)</td>
<td>6.35 (15.63)</td>
<td>2.23 (4.42)</td>
<td>2.87 (4.69)</td>
<td>( F_{2,1330} = 23.00 )</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>AUDIT</td>
<td>3.39 (3.76)</td>
<td>4.75 (4.17)</td>
<td>2.72 (3.07)</td>
<td>4.11 (4.11)</td>
<td>( F_{2,1330} = 30.37 )</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>13.50 (5.74)</td>
<td>13.34 (5.61)</td>
<td>12.65 (5.69)</td>
<td>15.03 (5.58)</td>
<td>( F_{2,1330} = 24.48 )</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>GAD-7</td>
<td>12.64 (5.09)</td>
<td>12.51 (5.00)</td>
<td>12.10 (5.06)</td>
<td>13.61 (5.04)</td>
<td>( F_{2,1330} = 12.23 )</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>
Primary Outcome Variables

Clients’ mean AUDIT-C scores were 2.33 (SD 2.09) at pretreatment, 2.22 (SD 1.94) at posttreatment, and 2.11 (SD 1.94) at 3-month follow-up. The mixed model analysis predicting clients’ AUDIT-C scores revealed a significant decrease in AUDIT-C scores over time ($\beta=-0.03$, SE 0.01; $P=.004$). Although not significant, there was a negative correlation ($r=-0.17$; $P=.06$) between the intercept and slope, which may indicate that compared with those with lower pretreatment AUDIT-C scores, individuals with higher scores experienced greater reductions in scores over time. Furthermore, although there was a significant group (ie, reviewers vs nonreviewers) effect ($\beta=1.10$, SE 0.171; $P<.001$), the interaction effect was not significant ($P=.69$). This indicates that although reviewers and nonreviewers varied significantly in pretreatment AUDIT-C scores, reviewing the alcohol resource did not influence changes in their AUDIT-C scores over time. The subsequent mixed model analysis, with clients dichotomized into low-risk and hazardous drinking subgroups, showed a significant decrease in AUDIT-C scores over time for clients in the hazardous drinking subgroup ($\beta=-2.1$, SE 0.06; $P=.002$). In contrast, time was not significant for clients in the low-risk subgroup ($P=.14$). Although there was a significant group effect for clients in the low-risk subgroup ($\beta=0.74$, SE 0.16; $P<.001$), there was no group effect for those in the hazardous subgroup ($P=.91$). Furthermore, there was no significant interaction effect for either the low-risk ($P=.44$) or hazardous ($P=.83$) drinking subgroups, indicating that reviewing alcohol resources had no effect on the rate of change in clients’ AUDIT-C scores over time, irrespective of drinking problems.

On average, clients consumed 2.89 (SD 6.78) weekly drinks at pretreatment, 2.44 (SD 4.18) weekly drinks at posttreatment, and 2.77 (SD 5.29) weekly drinks at 3-month follow-up. The mixed model analysis predicting clients’ previous weekly drinking showed that there was no significant time effect ($P=.81$) or interaction effect ($P=.35$). Furthermore, the mixed model analyses dichotomizing clients into low-risk and hazardous drinking subgroups showed no reductions in weekly drinks over time for both clients in the low-risk ($P=.24$) and hazardous ($\beta=-.80$, SE 0.40; $P=.05$) drinking subgroups. There was no significant interaction effect for either the low-risk ($P=.84$) or hazardous ($P=.66$) drinking subgroups.

In sum, the results of the primary analyses show that regardless of their pretreatment alcohol use difficulties, there was a significant decrease in clients’ AUDIT-C scores over time and no change in clients’ previous weekly drinks over time. Furthermore, reviewing the alcohol resources did not influence changes over time in clients’ AUDIT-C scores or previous weekly drinks.

Secondary Outcome Variables

Overview

Clients’ mean PHQ-9 scores were 13.50 (SD 5.75) at pretreatment, 6.85 (SD 5.36) at posttreatment, and 5.90 (SD 4.97) at 3-month follow-up. Furthermore, their mean GAD-7 scores were 12.64 (SD 5.09) at pretreatment, 6.16 (SD 4.98) at posttreatment, and 5.36 (SD 4.83) at 3-month follow-up. Mixed model analyses revealed significant time effects for depression ($\beta=-1.10$, SE 0.04; $P<.001$) and anxiety ($\beta=-1.22$, SE 0.04; $P<.001$). Yet, there was no significant main effect ($P=.45$) or interaction effect ($P=.34$) of group (ie, reviewers vs nonreviewers) predicting depression. Furthermore, although there was no main effect ($P=.53$) of group predicting decreases in anxiety, there was a significant interaction effect ($\beta=-.21$, SE 0.10; $P=.04$), indicating that the anxiety of alcohol resource reviewers decreased more than that of nonreviewers.

Moreover, the mixed model analysis dichotomizing clients into low-risk and hazardous drinking subgroups showed a statistically significant decrease in depression over time among clients in both the low-risk ($\beta=-1.35$, SE 0.05; $P<.001$) and hazardous ($\beta=-1.58$, SE 0.19; $P<.001$) drinking subgroups. There were no statistically significant group or interaction effects for either the low-risk (group: $P=.19$; interaction: $P=.18$) or hazardous (group: $P=.17$; interaction: $P=.73$) drinking subgroup. These findings suggest that reviewing alcohol resources had no effect on changes in clients’ PHQ-9 scores over time, irrespective of their level of drinking.

Similarly, the mixed model analysis dichotomizing clients into low-risk and hazardous drinking subgroups revealed a significant decrease in anxiety over time for clients in both the low-risk ($\beta=-1.20$, SE 0.04; $P<.001$) and hazardous ($\beta=-1.41$, SE 0.15; $P<.001$) drinking subgroups. There was no significant group effect for clients in either the low-risk ($P=.27$) or hazardous ($P=.13$) drinking subgroup. Although the interaction effect was significant in the low-risk subgroup ($\beta=-.26$, SE 0.12; $P=.03$), it was not significant in the hazardous subgroup ($P=.54$). These results suggest that for clients in the low-risk drinking group, resource reviewers’ anxiety decreased more than that of nonreviewers.

Treatment Engagement and Satisfaction

Treatment engagement was also examined by resource reviewers and nonreviewers (n=900; Table 2). Treatment completion rates were high in both groups, with 88.8% (799/900) of the clients accessing all 5 ICBT lessons. No significant group differences were found for any measure of treatment engagement or satisfaction (all $P>.01$).
Table 2. Treatment engagement and satisfaction.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Reviewers and nonreviewers (n=900)</th>
<th>Reviewers (n=144)</th>
<th>Nonreviewers (n=756)</th>
<th>Significance</th>
<th>Test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accessed lesson 5, n (%)</td>
<td>799 (88.8)</td>
<td>133 (92.4)</td>
<td>666 (88.1)</td>
<td>( \chi^2 = 2.2 )</td>
<td>.14</td>
<td></td>
</tr>
<tr>
<td>Number of website log-ins, mean (SD)</td>
<td>26.55 (27.78)</td>
<td>26.58 (15.44)</td>
<td>26.54 (29.56)</td>
<td>( t_{898} = .01 )</td>
<td>.99</td>
<td></td>
</tr>
<tr>
<td>Satisfaction, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Course was worth the time</td>
<td>846 (96)</td>
<td>140 (97.2)</td>
<td>724 (95.8)</td>
<td>( \chi^2 = .7 )</td>
<td>.41</td>
<td></td>
</tr>
<tr>
<td>Would recommend course to friend</td>
<td>867 (96.3)</td>
<td>140 (97.2)</td>
<td>727 (96.2)</td>
<td>( \chi^2 = .4 )</td>
<td>.54</td>
<td></td>
</tr>
<tr>
<td>Satisfied or very satisfied overall</td>
<td>744 (82.7)</td>
<td>124 (86.1)</td>
<td>620 (82)</td>
<td>( \chi^2 = 1.4 )</td>
<td>.23</td>
<td></td>
</tr>
</tbody>
</table>

**Evaluation of Alcohol Resource**

A total of 144 clients responded to the Alcohol Resource Evaluation Survey. Clients indicated dedicating a moderate amount of effort into the resource (mean 3.79, SD 1.92), moderately agreed that they had learned something new by reviewing the resource (mean 4.31, SD 2.00), found the resource moderately helpful (mean 4.74, SD 1.78), and rated the resource as very understandable (mean 6.15, SD 1.11). Most clients who reviewed the resources indicated that it was worth their time (127/144, 88.2%).

**Likes About the Resource**

Of the 144 responses, 122 (84.7%) were codable as “likes” (see Table 3 for codes). The most common liked aspect of the alcohol resource was that it was informative (eg, “It was informative and I was able to learn information I wasn’t aware of before” [client ID 35854]). This was followed by comments about how the resource gave clients insight into their drinking (eg, “It made me evaluate alcohol use” [client ID 34723]). Some clients also commented on how they liked the way the information was presented (eg, “easy to read and understand, not complicated at all” [client ID 35645]). The remaining comments focused on how clients appreciated learning about the relationship between alcohol consumption and symptoms of depression and anxiety (eg, “It helped me see alcohol in a different way. It helped me see the effects it was implementing on my anxiety.” [client ID 35902]), how they were able to use the resource to either better understand or support their loved ones’ drinking difficulties (eg, “I was able to understand some things and pass it along to my husband to use” [client ID 35876]), how the resource acted as a review of information they had learned about alcohol use in the past (eg, “It was consistent with and validated other resources I have encountered over the years”), how they liked specific worksheet activities included in the resource (eg, “I like that it gave a worksheet to list the values of why I wanted to reduce drinking” [client ID 36683]), and how they appreciated the information provided about the negative effects of drinking (eg, “It explained a lot about the effects of alcohol on the physical and mental components of the body” [client ID 36029]).
### Table 3. Client responses to the Alcohol Resource Evaluation Survey.

<table>
<thead>
<tr>
<th>Responses</th>
<th>Example</th>
<th>Client ID</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What did you like about the resource? (n=144)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informative</td>
<td>“Learning things I didn’t know.”</td>
<td>35687</td>
<td>62 (43.1)</td>
</tr>
<tr>
<td>Not a like</td>
<td>“I do not drink. Therefore doesn’t pertain to me.”</td>
<td>35755</td>
<td>23 (16)</td>
</tr>
<tr>
<td>Insight into one’s drinking</td>
<td>“Helped me to gain more perspective about my drinking and helped me make the commitment to stop drinking completely”</td>
<td>34424</td>
<td>21 (14.6)</td>
</tr>
<tr>
<td>Presentation of information</td>
<td>“Very clear and concise”</td>
<td>36081</td>
<td>18 (12.5)</td>
</tr>
<tr>
<td>Information on the relationship between alcohol use and symptoms of anxiety or depression</td>
<td>“It confirmed for me the effects alcohol can have on depression and mood.”</td>
<td>35688</td>
<td>12 (8.3)</td>
</tr>
<tr>
<td>Resource allowed them to help or understand others</td>
<td>“I used the resource to help me with family members who are alcohol users”</td>
<td>35722</td>
<td>10 (6.9)</td>
</tr>
<tr>
<td>Resource acted as a refresher</td>
<td>“It refreshed some knowledge I had”</td>
<td>36292</td>
<td>8 (5.6)</td>
</tr>
<tr>
<td>Worksheet activity</td>
<td>“The question prompts were helpful to think about.”</td>
<td>36027</td>
<td>7 (4.9)</td>
</tr>
<tr>
<td>Information on the negative effects of drinking</td>
<td>“That there are negative consequences beyond just drinking too much.”</td>
<td>35829</td>
<td>6 (4.2)</td>
</tr>
<tr>
<td><strong>What did you not like about the resource? (n=144)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nothing</td>
<td>“There was not anything I didn’t like.”</td>
<td>34368</td>
<td>109 (75.7)</td>
</tr>
<tr>
<td>Not relevant to client experience</td>
<td>“It did not apply to me; I drink a couple beers a year.”</td>
<td>34054</td>
<td>12 (8.3)</td>
</tr>
<tr>
<td>Format or structure issues</td>
<td>“I honestly don’t remember anything I didn’t like except maybe how it forced me to think more actively about my drinking/alcohol consumption patterns.”</td>
<td>35890</td>
<td>7 (4.9)</td>
</tr>
<tr>
<td>Insight into one’s drinking</td>
<td>“No new information, but not the fault of the resource...”</td>
<td>36643</td>
<td>5 (3.5)</td>
</tr>
<tr>
<td>No new information</td>
<td>“You should expand this to include cannabis use too”</td>
<td>34853</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>Resource did not focus on other substances or addictions</td>
<td>“I would like to see other addiction issues discussed—particularly regarding technology”</td>
<td>34429</td>
<td></td>
</tr>
<tr>
<td>Generic negative comment</td>
<td>“I just did not find it helpful.”</td>
<td>35629</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Not a dislike</td>
<td>“I think a weekly sessions with a therapist would be helpful via zoom”</td>
<td>34368</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td><strong>Did you make any changes to your alcohol use based on the alcohol resource? (n=144)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduced drinking</td>
<td>“Yes, reduced alcohol consumption”</td>
<td>34811</td>
<td>27 (62.8)</td>
</tr>
<tr>
<td>Increased awareness of drinking habits</td>
<td>“It helped me realize sometimes I would grab a drink after a long day when my husband wasn’t home because I was lonely.”</td>
<td>34781</td>
<td>18 (41.9)</td>
</tr>
<tr>
<td>Replaced drinking with more helpful coping strategies</td>
<td>“…made healthier choices when I was having a bad day.”</td>
<td>34238</td>
<td>7 (16.3)</td>
</tr>
<tr>
<td>No</td>
<td>“No. I read the resource because I was curious (and like information) not because I think I have a problem with alcohol.”</td>
<td>36099</td>
<td>101 (70.1)</td>
</tr>
</tbody>
</table>
Dislikes About the Resource

Most clients did not report disliking any aspect of the resource. Among clients who shared a dislike, the most common concern was that the resource was not relevant to their personal experience (eg, “I didn’t think it really applied, I’ve never really had issues with alcohol use outside a short stint in my late teens, early twenties.” [client ID 36202]). Other clients expressed concerns with the format or structure of the resource (eg, “I wish the PDF was fillable” [client ID 35890]) or felt that the resource did not provide them with any new information (eg, “mostly stuff I already knew” [client ID 34733]). Some clients found it challenging to have increased insight into the frequency of their alcohol consumption or severity of their alcohol concerns (eg, “It reminded me how much I’m binge drinking” [client ID 35312]). A small subgroup of clients thought that the resource should address other addictions or substance use (eg, “You should expand this to include cannabis use too” [client ID 34853]). Two clients responded with generic negative comments that did not fit into the other categories (eg, “I just did not find it helpful” [client ID 35629]). See Table 3 for a summary of clients’ dislikes regarding the alcohol resource.

Changes Made to Alcohol Use

In total, 3 types of changes emerged in clients’ responses, namely, reduced drinking (eg, “Yes I have cut down and now only will have a drink at a social function” [client ID 34667]), increased awareness of one’s drinking habits (eg, “It helped me realize sometimes I would grab a drink after a long day when my husband wasn’t home because I was lonely” [client ID 34781]), and replacing drinking with more helpful coping strategies (eg, “made healthier choices when having a bad day” [client ID 34238]).

Discussion

Principal Findings

This observational study investigated whether clients enrolled in an 8-week transdiagnostic ICBT course for depression and anxiety would review, benefit from, and positively evaluate an additional resource for addressing alcohol use. We also aimed to explore the demographic and clinically relevant variables associated with reviewing the alcohol resource. Across all groups, participants showed improvements in alcohol consumption, depression, and anxiety over time. Compared with nonreviewers, clients who accessed the resource were more likely to be older; men; and separated, divorced, or widowed. Furthermore, as expected, reviewers were more likely to consume more weekly drinks, report higher alcohol use difficulties, and have higher levels of hazardous drinking. Ratings and comments from resource reviewers indicated high satisfaction with the resource. The client ratings suggested that the resource was helpful and understandable, and most clients indicated that it was worth their time. Clients’ most liked aspects of the resource were that it was informative and that it assisted them in gaining insight into their drinking behavior. Resource reviewers did not differ from nonreviewers in any indices of overall treatment engagement (ie, course completion and website log-ins) or satisfaction with the ICBT course overall.

Interestingly, the prevalence of hazardous or harmful drinking based on AUDIT was slightly higher in this trial (242/1333, 18.15%) than in previous ICBT samples (160/1155, 13.85%) [5]. The elevated levels of hazardous drinking may be explained by the trial occurring during the COVID-19 pandemic, as 20% of Canadians who stayed home during the pandemic reported increased alcohol consumption [29]. Regardless, the high pretreatment hazardous alcohol use rates among clients are intriguing, given that the transdiagnostic ICBT program was intended to primarily address depression and anxiety symptoms. Clients scoring above the cutoff for hazardous drinking would have been eligible for another course offered by the Online Therapy Unit (ie, the Alcohol Change Course) [14], which focused primarily on alcohol use difficulties. It is possible that clients chose to enroll in the transdiagnostic ICBT course because of their desire to focus on depression and anxiety symptoms or because they had limited insight into their drinking concerns. Clients who were highly motivated to change their drinking behaviors may have enrolled in the Alcohol Change Course instead of the transdiagnostic ICBT course; therefore, although hazardous or harmful drinking was common in this trial, the clients who chose the transdiagnostic ICBT course may not have been motivated to change their drinking. As reductions in depression [30], depression, and anxiety [14] have been reported in trials of ICBT for alcohol use, these clients were likely to benefit from either course offered by the Online Therapy Unit.

Findings from this study are consistent with a randomized controlled trial that examined the inclusion of a brief web-based alcohol use intervention in conjunction with a web-based depression intervention [7]. Similar to that trial, we found no additional alcohol-related benefits associated with alcohol consumption, including a brief resource focused on reducing alcohol use. However, the inclusion of resources did not negatively impact clients’ engagement with the main intervention targeting depression and anxiety. Of note, while reviewing the resources was not associated with greater reductions in alcohol use, all transdiagnostic ICBT clients—regardless of whether they exhibited low-risk or hazardous drinking—showed decreased alcohol consumption scores, depression, and anxiety over time.

Limitations and Future Directions

This study had several limitations that can help guide future research. The study was observational in nature and had no control group; therefore, causal conclusions about the impact of the resource cannot be made. The Alcohol Resource Evaluation Survey was administered at posttreatment, and responses were missing from approximately one-third of the clients. It is possible that some of the clients who did not respond to the Alcohol Resource Evaluation Survey actually reviewed the resource; however, because of their missing self-reports, we did not have information about their perceptions of the resource and whether the resource was helpful in reducing alcohol consumption by these clients. Future studies could include a resource evaluation survey at midtreatment to ensure higher response rates. Clients could also be asked about their alcohol consumption weekly to allow for tracking of changes in alcohol use over the span of the course. Moreover, it would be beneficial.
to use the Alcohol Timeline Followback [31] assessment method (ie, asking about consumption on each of the 7 preceding days) rather than the total weekly drinks to better assess the amount and pattern of drinking, which would allow for the assessment of heavy drinking days.

Only 10.8% (144/1333) of clients in this study reviewed the additional alcohol resource, including only 14.9% (36/242) of those with AUDIT scores indicating hazardous alcohol use. As the ICBT course included 19 additional resources, clients who may have benefited from alcohol may have prioritized other resources. Alternatively, clients who scored above the cutoff for hazardous drinking may not have perceived difficulties with their drinking patterns or they may have been focused on managing their symptoms of depression or anxiety before addressing any concerns related to alcohol. A limitation of the Alcohol Resource Evaluation Survey was that it did not ask clients to provide a reason for why they chose not to review alcohol resources. As such, future studies could include questions to better understand clients’ decisions not to review resources. Including a measure of motivation to change drinking behaviors could also be worthwhile, as this study only assessed need based on hazardous or harmful drinking, and it is not possible to determine how motivated these clients were to use resources or change their drinking behaviors. In the future, the main ICBT course content could include information regarding low-risk drinking guidelines and therapists could direct clients’ attention to the alcohol resource if they fall within the hazardous risk ranges for their drinking. Such methods could assist in increasing the uptake of alcohol resources, thereby facilitating more substantial opportunities for future research to elucidate the impact of reviewing resources in transdiagnostic ICBT.

Therapists could recommend the resource at the beginning of the course based on clients’ pretreatment scores on the AUDIT or throughout the course based on clients’ concerns related to alcohol consumption. This study did not examine whether therapists recommend resource-predicted clients to review the resource, which could be an area of future study. It would also be worthwhile to ensure consistent follow-up from therapists regarding the resource after it has been recommended to clients.

Nearly one-fourth (326/1333, 24.46%) of clients reported never drinking alcohol on the pretreatment AUDIT; interestingly, 5.8% (19/326) of these clients reviewed the resource. In addition, almost half of the clients (662/1333, 49.66%) did not consume any drinks in the previous week at pretreatment, and 6.8% (45/662) of them reviewed the resource. This may have because of many reasons (eg, having a family member with alcohol use difficulties or having undisclosed or past problems with alcohol). Nonetheless, as only increases in drinking over time are possible for these groups, nondrinkers reviewing alcohol resources may have confounded the results, particularly for the mixed model analysis predicting changes in clients’ previous weekly drinks. We can also see echoes of further potential confounds within these nondrinkers’ qualitative feedback. For instance, the most common (12/33, 36%) dislike expressed by clients was that the resource was not relevant to
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Abstract

Background: Extant gaps in mental health services are intensified among first-generation college students. Improving access to empirically based interventions is critical, and mobile health (mHealth) interventions are growing in support. Acceptance and commitment therapy (ACT) is an empirically supported intervention that has been applied to college students, via mobile app, and in brief intervals.

Objective: This study evaluated the safety, feasibility, and effectiveness of an ACT-based mHealth intervention using a microrandomized trial (MRT) design.

Methods: Participants (N=34) were 18- to 19-year-old first-generation college students reporting distress, who participated in a 6-week intervention period of twice-daily assessments and randomization to intervention. Participants logged symptoms, moods, and behaviors on the mobile app Lorevimo. After the assessment, participants were randomized to an ACT-based intervention or no intervention. Analyses examined proximal change after randomization using a weighted and centered least squares approach. Outcomes included values-based and avoidance behavior, as well as depressive symptoms and perceived stress.

Results: The findings indicated the intervention was safe and feasible. The intervention increased values-based behavior but did not decrease avoidance behavior. The intervention reduced depressive symptoms but not perceived stress.

Conclusions: An MRT of an mHealth ACT-based intervention among distressed first-generation college students suggests that a larger MRT is warranted. Future investigations may tailor interventions to contexts where intervention is most impactful.

Trial Registration: ClinicalTrials.gov NCT04081662; https://clinicaltrials.gov/show/NCT04081662
International Registered Report Identifier (IRRID): RR2-10.2196/17086

(JMIR Ment Health 2023;10:e43065) doi:10.2196/43065
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**Introduction**

**Background**

Despite previous research regarding its necessity, there is a gap in access to mental health services [1-5], and the gap has been further widened by the COVID-19 pandemic [6,7]. According to Mental Health America, 24.7% of adults with mental illness report unmet needs relating to treatment [8]. Gaps in access to mental health services are further exacerbated on college campuses and among students [9,10]. The prevalence of mental health concerns and barriers to treatment on campus have been termed a crisis [11-13]. One approach to closing treatment gaps is to provide more accessible treatments via technology in order to ameliorate the current mental health crisis college students face [14-17].

One way to improve accessibility is through mobile health (mHealth) interventions. mHealth interventions have demonstrated effectiveness in a variety of conditions, including depression, anxiety, bipolar disorder, borderline personality disorder, and post-traumatic stress disorder [18-23]. Specifically, just-in-time adaptive interventions are successful in providing individuals with the support they need based on their situation and context, and technological advances provide the framework to apply these concepts to mental health [24]. Just-in-time adaptive interventions highlight the effectiveness of interventions, but also when, which, and for whom interventions are most effective, providing critical contextual sensitivity that is often missed in traditional 2-armed randomized-controlled trials. Beyond the development and evaluation of mHealth interventions, when addressing psychiatric conditions, it is important to expand beyond diagnoses and target transdiagnostic psychotherapeutic processes that extend beyond syndromes into functioning.

**Psychological Flexibility**

One such process is psychological flexibility, defined as the ability to engage in behavior that is consistent with one’s values even when challenged or distressed [25,26]. Psychological flexibility is targeted in acceptance and commitment therapy (ACT), a transdiagnostic intervention with demonstrated efficacy [27].

Psychological flexibility is comprised of interrelated processes, often divided into three core pillars: (1) openness to experiences—willingness to make contact with emotions, thoughts, physical sensations, urges, and memories without judgment; (2) awareness—purposefully paying attention to the experiences of the present moment and the ability to notice the function of one’s behaviors; and (3) engagement with values—behavioral pursuit of personally chosen values in a consistent and flexible manner. These processes are theoretically interwoven, and attention to these processes allows for targeted intervention driven by precise case conceptualization.

Several mHealth interventions have examined the efficacy of ACT in a variety of different samples. For example, SmartQuit, a mobile app designed for smoking cessation, demonstrated higher engagement and quit rates than a non–ACT-based app [28]. In a more recent randomized controlled trial, an ACT-based mobile intervention increased the likelihood of quitting smoking [29]. Others have used both mobile apps and in-person or phone interventions [30,31]. Several studies have tested a web-based ACT intervention though not via mobile app [32-38]. Importantly, ACT has also demonstrated effectiveness in brief interventions, indicating that change in psychological flexibility can be observed even with a small “dose” [36,38-42].

**First-Generation College Students**

College students are known to be at risk for mental health conditions during this developmental window, especially for depression, anxiety, and eating disorders [43]. At particular risk are first-generation college students (FGCSs), defined here as students whose parents or legal guardians have attained less education than a bachelor’s degree. Risk is demonstrated in additional stress compared to non-FGCSs, greater need for service while also seeking fewer services, and working while being a student, among other factors [44-46]. mHealth interventions are a plausible solution to address the need for both convenience and efficacy.

**Objectives of This Study**

This study sought to examine the safety, feasibility, and preliminary effectiveness of an mHealth ACT intervention for FGCSs reporting distress. The goal of the intervention was to determine whether mobile ACT was safe for delivery (ie, did not worsen depression), feasibility (ie, adherence to in-app assessments), and preliminary effectiveness (the proximal impact of intervention). Primary outcomes included values-based and avoidance behaviors, and secondary outcomes included depressive symptoms and stress. The authors hypothesized that the intervention would be safe; participants would respond to over 60% of the in-app assessments; and the intervention would reduce avoidance behavior, depressive symptoms, and stress while increasing values-based behavior.

**Methods**

**Overview**

The protocol for this study and a parallel trial with patients with bipolar disorder was published [47]. To summarize, this study examined a brief 6-week mHealth intervention with FGCSs with primary effectiveness outcomes of values-based and avoidance-based behavior and secondary outcomes of depressive symptoms and stress. The microrandomized trial (MRT) included randomization to ACT intervention or no intervention twice per day after assessments were completed.

Electronic informed consent was obtained. Given the focus on depressive symptoms, suicidality was closely monitored throughout assessments. Outcomes included safety, feasibility, and effectiveness.

**Ethics Approval**

The study was approved by the institutional review board at the University of Wisconsin-Madison (#2019-0819) and was registered at ClinicalTrials.gov (NCT04081662).
Participants

FGCSs were recruited from the University of Wisconsin-Madison through advertisements and mass electronic mailings. Potential participants contacted the research team via completion of the screening survey or by phone, wherein a screening phone call was conducted. Inclusion criteria were being an adult, a full-time first- or second-year student, an FGCS, fluent in English, and having access to a smartphone. First-generation status was defined as a student whose parents had not completed a 4-year college degree. FGCSs had to report distress on 4 or more of the last 7 days that interfered with functioning when asked “Over the past seven days, on how many days did you experience distress that interfered with your ability to fulfill your responsibilities in one or more domains of life (eg, school, home, social, work, and intimate relationship)?”; this criterion was used as college students may be more likely to endorse stress than anxiety or depressive symptoms [48]. Notably, stress and distress refer to different constructs, and the authors’ aim was to recruit participants who were experiencing interference with functioning secondary to distress. Potential participants had to be willing to receive a consent form for consideration via email, as Research Electronic Data Capture (REDCap, Vanderbilt University) software was used to obtain electronic informed consent. After screening for eligibility, the research team reviewed the informed consent and study procedures with the potential participant, and if interested, the document was sent via REDCap. Recruitment for the study began in the fall semester of 2019, and a second recruitment effort occurred in the fall of 2020. The research team aimed to recruit 50 participants, but due to the COVID-19 pandemic, the number of consented participants was less than the goal (N=34). Details on how a target sample size was determined are found in the published protocol [47].

Procedures

Assessment

Participants completed a baseline assessment after consenting to participate. The assessment included measures of current symptoms, stress, functioning, and psychological flexibility [47]. Daily in-app assessments were completed throughout the 6-week intervention period. At the conclusion of the intervention (day 42), participants completed a web-based assessment, including current symptoms, stress, functioning, and psychological flexibility. In addition, a mobile app engagement survey was administered. Furthermore, a 3- and 6-month follow-up survey assessed symptoms, stress, functioning, and psychological flexibility. Participants were compensated for completion of the baseline and follow-up assessments and for each week of the 6-week intervention period in which they completed at least 50% of daily in-app assessments.

Mobile App

After consenting to participate and completing the baseline questionnaire, participants downloaded a mobile app called Lorevimo (Log, Review, and Visualize your Mood). The app was designed by the senior author, and participants could download the app without charge from the Apple or Google Play stores. Upon opening Lorevimo, the participants set typical wake and bedtimes for weekdays and weekends. These times determined the morning and evening assessment intervals, with morning occurring 2-7 hours after waking and evening 3 hours before or 2 hours after bedtime. Participants consented to receive notifications from the Lorevimo app. Notifications were sent at the start of the interval and every 2 hours following the initial notification until symptoms were logged or it was within 30 minutes of the participant’s reported bedtime. Finally, participants watched an introductory video that introduced the ACT Matrix [49], a therapeutic tool used to help participants notice and sort emotions, thoughts, and behaviors. The video was 20 minutes in length and depicted a role play of a therapist (ET) and student (SH) walking through the ACT Matrix. At the end of the video, the therapist noted that the terminology would be used each day throughout the intervention, defining toward behaviors as those that move a person toward personally held values (ie, values-based behaviors), and away behaviors as those that function to avoid unwanted internal experiences (eg, emotions and thoughts).

Daily Assessments

Participants responded to twice-daily prompts in Lorevimo. Prompts were time-sensitive, and morning prompts assessed symptoms since waking, and evening prompts assessed symptoms since about lunchtime. Participants completed the Patient Health Questionnaire—2 [50], a measure of the 2 key symptoms of depression identified in the Diagnostic and Statistical Manual-5 [51] to assess depressive symptoms. Items assess dysphoria and anhedonia on an ordinal scale from 0 to 3, ranging from absent to severe. In addition, participants completed the Perceived Stress Scale—4 [52] to assess perceived stress. Items are rated on a 0-4 ordinal scale ranging from never to very often. Finally, participants completed a 4-item ACT activity scale that was developed for the study and parallel trial. Questions are stated with the intended construct following:

1. “In a few words, what behavior are you engaged in now?” (behavioral form)
2. “Does this behavior move you toward who/what matters or away from internal experiences? [Reminder: if the behavior is both, choose which best fits.]” (behavioral function)
3. “Since [lunchtime or waking up], how much energy was consumed by trying to get rid of unwanted feelings, thoughts, and other internal experiences (eg, suppressing, distracting, avoiding)?” (avoidance behavior)
4. “Since [lunchtime or waking up], how much energy was consumed by pursuing your values? (eg, making choices that align with who you want to be or who/what matters)” (values-based behavior).

The behavioral form question was a free response, and the behavioral function was categorical (toward or away). The avoidance and values-based behavior questions were rated on a 0 to 6 ordinal scale, ranging from none to all of my energy.

Intervention

After completing the in-app assessment, participants were randomized to receive an intervention or no intervention (1:1). This repeated randomization occurred every time an assessment
was completed. Throughout the 6-week intervention period, a participant who completed all assessments could receive up to 84 interventions. If the participant was randomized to no intervention, the app returned them to the Lorevimo homepage. If randomized to the intervention, the intervention was then randomly chosen from 84 possible prompts such that each intervention prompt was equally likely to be chosen, regardless of whether that intervention had been previously received.

The intervention prompts were developed by the first author with feedback from the research team. The prompts spanned the three core pillars of ACT [53]: awareness of internal experiences, openness to experiences, and engagement with values, discussed from here forward as awareness, openness, and engagement. The prompts were brief and in congruence with the microintervention design. Awareness intervention prompts focused on the promotion of mindful attention to context, internal experiences, and behaviors. Perspective taking and noticing the many parts of the human experience were emphasized. Sample awareness intervention prompts include: “Throughout your day, what can you notice with your five senses (sight, sound, taste, touch, smell)?” and “In what situations do you notice yourself acting on autopilot?” Openness prompts were intended to facilitate acceptance of internal experiences (eg, thoughts, emotions, physical sensations, memories) and detachment from thoughts. Sample openness prompts include: “When you experience a difficult emotion, what do you notice yourself doing to avoid or suppress the emotion?” and “When you tell yourself to not think or feel a certain way, when does it work, and when does it not work?” Engagement prompts centered on identification and clarification of personal values, consistency of actions with one’s values, and behavioral pursuit of one’s values. Sample engagement prompts include: “What is the smallest step you could take toward something that matters to you?” and “Over the past week, did you notice yourself doing something in service of what matters most, even when difficult thoughts or emotions were present?” Openness, awareness, and engagement intervention prompts were represented in equal proportion of the total 84 prompts (ie, 28 prompts in each domain).

Statistical Analyses

Key outcomes included: (1) safety, operationalized as nonworsening in depressive symptoms from baseline to follow-up; (2) feasibility, operationalized as completion of in-app assessments; and (3) preliminary effectiveness, operationalized as the proximal impact of the intervention on values-based and avoidance behavior. We included sociodemographic characteristics, intervention characteristics, and in-app ratings prior to randomization as covariates in the analyses.

Two-tailed hypothesis tests were used for all analyses, and significance was defined as \( P < 0.05 \). To examine feasibility, a one-sample \( z \)-test assessed whether participants completed 50% of the assessments per day (1 of 2) for at least 60% of the intervention days (42 total). Safety was examined whether the change in depressive symptoms and stress was significantly different from 0 using a \( z \)-test, as well as using a sign test to determine whether equal proportions of individuals reported decreased depressive symptoms as those who reported increases in depressive symptoms. Effectiveness was examined using a weighted and centered least squares method [54,55]. When intervention assignment is randomized with a constant probability, as is done in this study, the estimation procedure is effectively equivalent to fitting a generalized estimating equation (GEE) with an independent working correlation structure. As in GEE, a working model is specified for the population-level mean, which in the case of an MRT is the mean of a given proximal outcome conditional on a participant completing the assessment, thus being available for randomization. We specified a linear working model for this conditional mean that consisted of an intercept, intervention delivery, time, intervention delivery \( \times \) time interaction, and additional control variables predictive of missingness (these variables are described below). A model was built separately for each primary outcome (values-based behavior and avoidance behavior) and each secondary outcome (depressive symptoms and stress). The inferential target of estimation was the coefficient associated with intervention delivery and its interaction with time, representing the population’s average effect of delivering an intervention on a given outcome as a function of time and conditional on being available for randomization. A sandwich estimator was used to calculate robust standard errors [56]. Additional analyses were performed by repeating the exact estimation procedure except for changing the proximal outcome and adding interactions terms with intervention delivery.

For effectiveness, statistical analyses were powered to analyze the primary outcomes (values-based behavior and avoidance behavior). However, additional analyses were performed to analyze secondary and exploratory outcomes and interactions, and these analyses involve hypothesis tests. Multiple comparisons were not controlled for in these additional analyses, and as such, the reported \( P \) values should be considered nominal.

The percentage missing for primary outcomes was greater than 10%, so as prespecified in the protocol, additional variables that predicted missingness were added to the linear working model. Variables that predicted missingness were age, time of day, day in the study, count of prior completed in-app assessments, count of prior missing data points, and depressive symptoms reported immediately prior to randomization. Selection of these variables was guided by an increase of 2 in the quasi-information criterion (QIC) [57], which is similar to the commonly used BIC, but for GEEs. This was implemented using the geepack package in R (R Foundation) [56,58]. Due to the observed missingness, the accuracy of results relies on the validity of the missingness model.

Results

Study Flow

A total of 470 individuals completed the web-based eligibility screening, of which 88 were eligible. Of these, 42 ultimately provided signed informed consent to participate. After consent, participants were asked to complete a baseline assessment, and 34 of the consented participants completed the baseline assessment. Following the baseline, participants were asked to
download the mobile app, complete information about sleep and wake times, enable push notifications, and watch the introductory video. Of the 34 participants who completed the baseline, 33 downloaded the app and logged symptoms in the app at least once. The intervention lasted for 6 weeks, and at 3- and 6 months following the baseline, 18 participants completed the 3-month follow-up, and 15 participants completed the 6-month follow-up. For analyses, the 34 participants who completed the baseline assessment will be used to determine feasibility outcomes; the 18 participants who completed the 3-month follow-up assessments will be used to determine safety outcomes; and the 33 participants who logged symptoms at least once will be used to determine preliminary effectiveness (Figure 1).

**Figure 1.** CONSORT flow diagram. *Some individuals were ineligible for more than 1 reason.*

![CONSORT flow diagram](image)

**Sample Characteristics**

Table 1 summarizes the characteristics of the sample (N=34). They had an average age of 18.53 (SD 0.53) years and were 85% (n=28) female. The majority were White (n=21, 62%) and non-Hispanic (n=31, 91%).
Table 1. Characteristics of the sample population (N=34).a

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>18.53 (0.53)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>28 (85)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>African American or Black</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Asian</td>
<td>7 (21)</td>
</tr>
<tr>
<td>Caucasian</td>
<td>21 (62)</td>
</tr>
<tr>
<td>More than one</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Baseline PHQ-9b score, mean (SD)</td>
<td>10.35 (4.85)</td>
</tr>
</tbody>
</table>

a One individual reported nonbinary gender identity.

b PHQ-9: Patient Health Questionnaire–9.

Safety

Analyses examined whether Patient Health Questionnaire–9 (PHQ-9) scores worsened from baseline assessment to 3-month follow-up. Figure 2 illustrates the change from baseline to 3-month follow-up in PHQ-9 scores for the 18 participants who completed the baseline and follow-up measures. Depressive symptom severity decreased slightly with an average decrease in PHQ-9 score of 0.72 points ($t_{17}= 0.65; P= .52$). Using the cutoff of a score of 10 or higher on the PHQ-9 as an indication of moderate or higher depressive symptoms, 4 participants who were depressed at baseline were no longer depressed at follow-up, compared to 2 participants who were not depressed at baseline but were depressed at follow-up (67%; $z= 0.82; P= .41$). Furthermore, 7 participants were not depressed at baseline or follow-up, leaving 5 participants who were depressed both at baseline and follow-up. Importantly, on average, it appears participants who completed the baseline and 3-month follow-up assessments did not report worsened depressive symptoms following the intervention period.

Figure 2. Change in Patient Health Questionnaire–9 (PHQ-9) scores from baseline to 3-month follow-up.
Feasibility

Because app engagement is a primary concern with mobile interventions, our second analysis investigated whether participants were available for in-app randomization, that is, whether a participant logged their symptoms in app at 1 of the 84 time points (=2 per day × 42 days). After completing consent, participants were available for randomization for an average of 57% of the time points. Excluding the 1 participant who never logged symptoms, availability increased to an average of 58% of the time points. In addition, participants were available at least once per day for an average of 71% of the days. This average was significantly larger than our prespecified target of 60% ($t_{33}=2.13; P=.04$). Again, excluding the participant who never logged symptoms, participants were available at least once per day for an average of 73% of the days.

Effectiveness

Models assessed whether being randomized to intervention impacted the outcome, while controlling for relevant covariates, including the number of prior assessments completed, age (18 or 19 years old), morning (0) or evening (1) assessment, and day of intervention (centered). The most proximal measurement of depression was included as a covariate to estimate mood at the time point prior to randomization. Finally, the day × intervention interaction examined whether interventions were more effective at any point in the 42-day intervention. These analyses exclude the participant who never logged symptoms, thereby making them unavailable for randomization.

Primary outcomes included energy focused on values and energy focused on avoidance. For values-focused energy, intervention predicted increased values-focused energy at the next assessment ($\chi^2_1=5.58; P=.02$). Higher depressive symptoms predicted lower values-focused energy at the next assessment ($\chi^2_1=10.06; P=.002$). The full model is reported in Table 2. For avoidance-focused energy, the intervention did not predict avoidance ($P=.24$). Higher depressive symptoms predicted higher avoidance-focused energy at the next assessment ($\chi^2_1=68.24; P<.001$). The full model is reported in Table 3.

Secondary outcomes included depressive symptoms and perceived stress. For depression, intervention predicted lower depressive symptoms at the next assessment ($\chi^2_1=8.56; P=.003$). Higher depressive symptoms predicted higher depressive symptoms at the next assessment ($\chi^2_1=43.97, P<.001$). The full model is reported in Table 4. For perceived stress, intervention trended, but was not statistically significant, toward predicting decreased perceived stress ($\chi^2_1=3.72; P=.05$). Moreover, higher depressive symptoms predicted higher perceived stress at the next assessment ($\chi^2_1=32.20; P<.001$). The full model is reported in Table 5.

Exploratory analyses examined the specific process being targeted in the intervention (ie, engagement, awareness, and openness) as predictive of the outcomes for which the intervention had a significant effect. With values-focused energy, interventions targeting awareness ($\chi^2_1=11.99; P=.001$) predicted greater values-focused energy at the next assessment. Table 2 presents the exploratory model. With depression, interventions targeting awareness ($\chi^2_1=9.58; P=.002$) and openness ($\chi^2_1=5.08; P=.02$) predicted lower depressive symptoms at the next assessment (Table 4). An additional exploratory model examined the interaction between intervention and depressive symptoms (at assessment just before intervention) in predicting depressive symptoms (at next assessment), finding no significant interaction ($P=.72$). Further, exploratory models investigated for whom the intervention may be most effective, finding no significant interaction between intervention and sex in predicting depressive symptoms and values-focused energy. Similarly, an age×intervention interaction was nonsignificant in predicting depressive symptoms and values-focused energy. Similarly, an age×intervention interaction was nonsignificant in predicting depressive symptoms and values-focused intervention. Finally, due to the small number in non-White racial groups, a categorical comparison of White and non-White participants was conducted, wherein the race×intervention interaction was investigated as a nonsignificant predictor of depressive symptoms or values-focused energy.
Table 2. Predictors of values-focused energy, including primary analysis and exploratory analysis of intervention type.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Primary model</th>
<th>Exploratory model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>SE</td>
</tr>
<tr>
<td>Evening^a</td>
<td>-0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Prior assessment^b</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>Day^c</td>
<td>-0.06</td>
<td>0.08</td>
</tr>
<tr>
<td>Prior missing^d</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td>Age^e</td>
<td>0.01</td>
<td>0.36</td>
</tr>
<tr>
<td>Depression^f</td>
<td>-0.15</td>
<td>0.05</td>
</tr>
<tr>
<td>Intervention^g</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^aEvening (1) indicates prior assessment was in the evening.
^bPrior assessment is a count of assessments completed.
^cDay was centered at 21.5.
^dPrior missing is the count of prior missing data points.
^eAge is coded 1 for 19 years old and 0 for 18 years old.
^fDepression is the depressive symptoms reported at the prior assessment.
^gIntervention (1) is randomization to intervention.
### Table 3. Predictors of avoidance-focused energy.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Estimate</th>
<th>SE</th>
<th>$\chi^2$</th>
<th>$P$ value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evening(^a)</td>
<td>-0.47</td>
<td>0.14</td>
<td>11.17</td>
<td>.001</td>
<td>-0.74 to -0.19</td>
</tr>
<tr>
<td>Prior assessment(^b)</td>
<td>0.01</td>
<td>0.03</td>
<td>0.23</td>
<td>.63</td>
<td>-0.04 to 0.07</td>
</tr>
<tr>
<td>Day(^c)</td>
<td>-0.03</td>
<td>0.06</td>
<td>0.22</td>
<td>.64</td>
<td>-0.14 to 0.09</td>
</tr>
<tr>
<td>Prior missing(^d)</td>
<td>0.05</td>
<td>0.05</td>
<td>1.19</td>
<td>.28</td>
<td>-0.04 to 0.15</td>
</tr>
<tr>
<td>Age(^e)</td>
<td>0.18</td>
<td>0.22</td>
<td>0.67</td>
<td>.41</td>
<td>-0.25 to 0.06</td>
</tr>
<tr>
<td>Depression(^f)</td>
<td>0.32</td>
<td>0.04</td>
<td>68.24</td>
<td>&lt;.001</td>
<td>0.24 to 0.40</td>
</tr>
<tr>
<td>Intervention(^g)</td>
<td>-0.07</td>
<td>0.06</td>
<td>1.40</td>
<td>.24</td>
<td>-0.19 to 0.05</td>
</tr>
<tr>
<td>Day×intervention</td>
<td>-0.003</td>
<td>0.01</td>
<td>0.19</td>
<td>.67</td>
<td>-0.01 to 0.01</td>
</tr>
</tbody>
</table>

\(^a\)Evening (1) indicates prior assessment was in the evening.

\(^b\)Prior assessment is a count of assessments completed.

\(^c\)Day was centered at 21.5.

\(^d\)Prior missing is the count of prior missing data points.

\(^e\)Age is coded 1 for 19-years old and 0 for 18 years old.

\(^f\)Depression is the depressive symptoms reported at the prior assessment.

\(^g\)Intervention (1) is randomization to intervention.
Table 4. Predictors of depressive symptoms, including primary analysis and exploratory analysis of intervention type.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Estimate</th>
<th>SE</th>
<th>Z^2</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evening^a</td>
<td>−0.34</td>
<td>0.16</td>
<td>4.33</td>
<td>.04</td>
<td>−0.66 to −0.02</td>
</tr>
<tr>
<td>Prior assessment^b</td>
<td>0.01</td>
<td>0.02</td>
<td>0.62</td>
<td>.43</td>
<td>−0.02 to 0.05</td>
</tr>
<tr>
<td>Day^c</td>
<td>−0.02</td>
<td>0.04</td>
<td>0.22</td>
<td>.64</td>
<td>−0.09 to 0.05</td>
</tr>
<tr>
<td>Prior missing^d</td>
<td>0.01</td>
<td>0.03</td>
<td>0.20</td>
<td>.66</td>
<td>−0.05 to 0.07</td>
</tr>
<tr>
<td>Age^e</td>
<td>−0.03</td>
<td>0.16</td>
<td>0.03</td>
<td>.87</td>
<td>−0.34 to 0.28</td>
</tr>
<tr>
<td>Depression^f</td>
<td>0.47</td>
<td>0.07</td>
<td>43.97</td>
<td>&lt;.001</td>
<td>0.33 to 0.61</td>
</tr>
<tr>
<td>Intervention^g</td>
<td>−0.22</td>
<td>0.08</td>
<td>8.56</td>
<td>.003</td>
<td>−0.36 to −0.07</td>
</tr>
<tr>
<td>Day×intervention</td>
<td>−0.01</td>
<td>0.01</td>
<td>1.45</td>
<td>.23</td>
<td>−0.02 to 0.004</td>
</tr>
<tr>
<td><strong>Exploratory model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evening^a</td>
<td>−0.34</td>
<td>0.16</td>
<td>4.32</td>
<td>.04</td>
<td>−0.65 to −0.02</td>
</tr>
<tr>
<td>Prior assessment^b</td>
<td>0.01</td>
<td>0.02</td>
<td>0.63</td>
<td>.43</td>
<td>−0.02 to 0.05</td>
</tr>
<tr>
<td>Day^c</td>
<td>−0.02</td>
<td>0.03</td>
<td>0.35</td>
<td>.55</td>
<td>−0.09 to 0.05</td>
</tr>
<tr>
<td>Prior missing^d</td>
<td>0.01</td>
<td>0.03</td>
<td>0.19</td>
<td>.67</td>
<td>−0.05 to 0.07</td>
</tr>
<tr>
<td>Age^e</td>
<td>−0.02</td>
<td>0.16</td>
<td>0.02</td>
<td>.88</td>
<td>−0.33 to 0.28</td>
</tr>
<tr>
<td>Depression^f</td>
<td>0.47</td>
<td>0.07</td>
<td>44.11</td>
<td>&lt;.001</td>
<td>0.33 to 0.61</td>
</tr>
<tr>
<td><strong>Intervention^g</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engagement</td>
<td>−0.04</td>
<td>0.08</td>
<td>0.22</td>
<td>.64</td>
<td>−0.20 to 0.12</td>
</tr>
<tr>
<td>Awareness</td>
<td>−0.38</td>
<td>0.12</td>
<td>9.58</td>
<td>.002</td>
<td>−0.62 to −0.14</td>
</tr>
<tr>
<td>Openness</td>
<td>−0.23</td>
<td>0.10</td>
<td>5.08</td>
<td>.02</td>
<td>−0.43 to −0.03</td>
</tr>
</tbody>
</table>

^aEvening (1) indicates prior assessment was in the evening.
^bPrior assessment is a count of assessments completed.
^cDay was centered at 21.5.
^dPrior missing is the count of prior missing data points.
^eAge is coded 1 for 19 years old and 0 for 18 years old.
^fDepression is the depressive symptoms reported at the prior assessment.
^gIntervention (1) is randomization to intervention.
investigate for whom an ACT-based mHealth intervention is most helpful and perhaps examine a stepped care model, wherein the mHealth intervention is followed by an increased level of care for those who remain in need. The findings align with prior work, indicating that ACT is impactful in brief intervals [38,39,41,42], via internet-delivered interventions [32-38], via mobile app [28,29,40], and with college students [36,38,59]. Importantly, traditional randomized trials have limitations in terms of conclusions that can be drawn, wherein individuals are randomized once (eg, ACT vs treatment-as-usual). The results would, in this case, offer information about the cumulative effectiveness of the ACT sessions as compared to the treatment-as-usual condition. Microrandomized interventions, however, offer more granular and proximal information about individual interventions. Twice-daily assessments, followed by randomization, allow for examination of the impact of intervention on the assessment immediately following (eg, intervention in the morning and assessment in the evening). Beyond the effectiveness of the intervention, one can also investigate when, for whom, and what type of interventions are most effective. The findings indicated that interventions were not more effective as the days of intervention increased (day×intervention interaction). However, it appeared that interventions delivered after the evening assessment were more predictive of decreased avoidance-focused energy, depressive symptoms, and perceived stress, but not with increased values-focused energy. Moreover, intervention effectiveness did not vary by depressive symptoms at the assessment immediately preceding intervention (interaction), although depressive symptoms preceding intervention were significantly predictive of all outcomes in the expected direction. In terms of for whom the intervention is most effective, the findings indicated that the impact of intervention did not vary by age (18 and 19 years old), sex (female and male), or race (White and non-White).

### Table 5. Predictors of perceived stress symptoms.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Estimate</th>
<th>SE</th>
<th>Z^2</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evening^a</td>
<td>−0.46</td>
<td>0.15</td>
<td>8.82</td>
<td>.003</td>
<td>−0.76 to −0.16</td>
</tr>
<tr>
<td>Prior assessment^b</td>
<td>0.02</td>
<td>0.04</td>
<td>0.19</td>
<td>.66</td>
<td>−0.05 to 0.09</td>
</tr>
<tr>
<td>Day^c</td>
<td>0.01</td>
<td>0.07</td>
<td>0.01</td>
<td>.92</td>
<td>−0.13 to 0.14</td>
</tr>
<tr>
<td>Prior missing^d</td>
<td>−0.02</td>
<td>0.07</td>
<td>0.07</td>
<td>.80</td>
<td>−0.15 to 0.12</td>
</tr>
<tr>
<td>Age^e</td>
<td>0.21</td>
<td>0.37</td>
<td>0.32</td>
<td>.57</td>
<td>−0.51 to 0.93</td>
</tr>
<tr>
<td>Depression^f</td>
<td>0.65</td>
<td>0.12</td>
<td>32.20</td>
<td>&lt;.001</td>
<td>0.43 to 0.88</td>
</tr>
<tr>
<td>Intervention^g</td>
<td>−0.38</td>
<td>0.20</td>
<td>3.72</td>
<td>.05</td>
<td>−0.77 to 0.01</td>
</tr>
<tr>
<td>Day×intervention</td>
<td>0.01</td>
<td>0.01</td>
<td>0.18</td>
<td>.67</td>
<td>−0.02 to 0.03</td>
</tr>
</tbody>
</table>

^aEvening (1) indicates prior assessment was in the evening.
^bPrior assessment is a count of assessments completed.
^cDay was centered at 21.5.
^dPrior missing is the count of prior missing data points.
^eAge is coded 1 for 19 years old and 0 for 18 years old.
^fDepression is the depressive symptoms reported at the prior assessment.
^gIntervention (1) is randomization to intervention.

### Discussion

#### Principal Findings

Given the treatment gaps in mental health, particularly among college students in the United States, there is a substantial need for accessible, empirically based treatments. mHealth interventions are one method for translating traditional psychotherapies into a modality that may improve accessibility and reach. The present MRT examined the safety, feasibility, and preliminary effectiveness of an ACT-based mHealth intervention. Twice-daily assessments were administered in-app, and if completed, participants were randomized to intervention or no intervention. Safety analyses indicated that on average, depressive symptoms decreased from baseline to 3-month follow-up. Feasibility findings indicated that participants responded at least once per day to an in-app assessment at a greater rate (71%) than the authors’ prespecified target of 60%. The findings indicated that intervention was associated with increased values-focused energy and decreased depressive symptoms at the next assessment. Moreover, exploratory analyses indicated that awareness interventions predicted increased values-focused energy, and awareness and openness interventions predicted decreased depressive symptoms.

This study provides preliminary support for an mHealth ACT-based microintervention. The findings indicate that an intervention of this magnitude may be appropriate for FGCS reporting distress more days than not. The most important to establish in this study was that participants were, on average, responsive to in-app assessments, a prerequisite to receiving an intervention. As such, the findings herein provide strong data to support adherence to the intervention among college students. Although the intervention was deemed safe in terms of a general decrease in depressive symptoms, an intervention of this magnitude may not be sufficient. Future research should
Finally, exploratory analyses suggested that awareness interventions were most impactful for increasing values-focused energy, and awareness and openness interventions were most impactful for decreasing depressive symptoms. Such findings provide granular information on the tailoring of mHealth interventions that will provide a strong foundation for future studies investigating the effectiveness in a larger sample. Furthermore, increased information on for whom the intervention may be most effective will be greatly helped by diversifying the sample in terms of age, gender identity, race, and ethnicity. Moreover, future investigations may address to what extent findings are similar or different across students of different years, and the role of psychiatric history might be investigated.

It is important to note the timing of the study in relation to the COVID-19 pandemic. The first wave of participants was recruited during the fall of 2019, and as such, it is possible that some portion of the 6-week intervention, if not the 3- and 6-month follow-up assessments occurred during the rise of COVID-19 in the United States (March 2020). Another recruitment wave occurred in the fall of 2021. The COVID-19 pandemic has impacted university students' mental health [60,61]. Although the participants may have experienced increased stress over the course of the study, ACT was deemed impactful for university students during the pandemic [38]. Given the ongoing mental, physical, and social impacts of the COVID-19 pandemic, the importance of mHealth interventions for college students cannot be overstated.

Limitations

This study has several limitations that should be considered. The study did not include a diagnostic interview to determine whether symptoms were clinically significant or warranting diagnosis, and instead, measurements relied on self-report of symptoms. Moreover, the twice-daily in-app assessments were based on short forms of validated assessments but were thus limited in scope to the specific symptoms assessed. Future research should consider assessing a wider breadth of symptoms. Assessment of values-focused energy and avoidance energy was conducted with questions designed for this study, and as such, the questions are not part of a validated scale. Future research should identify valid measures of the amount of energy one devotes to values and avoidance. In addition, twice-daily assessments may not be feasible outside of a research context, and future explorations of feasibility in real-world settings may be helpful following a larger efficacy trial. The sample was also limited to 18- and 19-year-old FGCSs reporting distress more days than not at screening, and thus the generalizability of the findings is limited. Further, many eligible students did not respond to email communications after filling the eligibility survey; future studies may consider alternative follow-up communications methods after a web-based screening survey. Finally, significant attrition occurred between the end of the intervention and follow-up assessments, and as such, safety data were based on a subset of the sample. It is unclear how these responders may differ from nonresponders in the follow-up assessment.

Conclusions

The MRT findings presented herein provide preliminary support for the safety, feasibility, and effectiveness of a microrandomized ACT-based mHealth intervention for distressed FGCSs. Amidst large treatment gaps in the United States, particularly among college students, the identification of accessible interventions is an important step toward reducing treatment gaps and increasing the reach of empirically based interventions. Moreover, among at-risk groups, including college students generally and FGCSs specifically, interventions of this sort may be examined for preventive properties. Such an approach may improve students’ skills in navigating adversity before it arises, thereby improving resilience, awareness of one’s skills, and competencies in the management of distress.
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Abstract

Background: A growing body of evidence for digital interventions to improve sleep shows promising effects. The interventions investigated so far have been primarily web-based; however, app-based interventions may reach a wider audience and be more suitable for daily use.

Objective: This study aims to evaluate the intervention effects, adherence, and acceptance of an unguided app-based intervention for individuals who wish to improve their sleep.

Methods: In a randomized controlled trial, we evaluated the effects of an app-based short intervention (Refresh) to improve sleep compared with a waitlist condition. Refresh is an 8-week unguided intervention covering the principles of cognitive behavioral therapy for insomnia (CBT-I) and including a sleep diary. The primary outcome was sleep quality (insomnia symptoms) as self-assessed by the Regensburg Insomnia Scale (RIS). The secondary outcomes were depression (9-item Patient Health Questionnaire [PHQ-9] score) and perceived insomnia-related impairment.

Results: We included 371 participants, of which 245 reported poor sleep at baseline. About 1 in 3 participants who were allocated to the intervention group never accessed the intervention. Active participants completed on average 4 out of 8 chapters. Retention rates were 67.4% (n=250) at postassessment and 57.7% (n=214) at the 6-month follow-up. At postintervention, insomnia symptoms in the intervention group had improved more than those in the waitlist group, with a small effect (d=0.26) in the whole sample and a medium effect (d=0.45) in the subgroup with poor sleep. Effects in the intervention group were maintained at follow-up. Perceived insomnia-related impairment also improved from pre- to postassessment. No significant intervention effect on depression was detected. Working alliance and acceptance were moderate to good.

Conclusions: An app-based, unguided intervention is a feasible and effective option to scale-up CBT-I-based treatment, but intervention uptake and adherence need to be carefully addressed.

Trial Registration: ISRCTN Registry ISRCTN53553517; https://www.isrctn.com/ISRCTN53553517

(JMIR Ment Health 2023;10:e39052) doi:10.2196/39052
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**Introduction**

Sleep is of vital importance for our everyday functioning, health, and well-being [1]. However, difficulties falling or staying asleep are common among the general population worldwide [2-4]. Approximately 1 in 3-4 adults experience symptoms of insomnia, with up to 10%-15% crossing the threshold to full-syndrome insomnia [5-7]. Poor sleep is associated with disabling daytime consequences including fatigue, reduced performance, irritability, mood disturbances, and impaired health-related quality of life [8-11].

Individuals with insomnia often report symptoms that persist over several months, indicating a chronic course of insomnia. In a longitudinal study, more than 70% of the participants experienced insomnia for at least one year and 1 in 2 reported that symptoms lasted even longer [12]. Insomnia symptoms can be perpetuated by dysfunctional cognitions and maladaptive sleep-related behaviors and habits that contribute to a psycho-physiological hyperarousal that is incompatible with sleep [13,14].

Insomnia has been linked to various health risks including cardiovascular disease, high blood pressure, and diabetes [15-17]. Poor sleep also has effects on the brain and cognition; impairments in performance, concentration, working memory, and response time are associated with chronic sleep disorders [18-20]. Insomnia also increases the risk for other mental disorders, especially depression [21-23].

Because of substantial direct (eg, medication and increased health care utilization) and indirect costs (eg, absenteeism, reduced work productivity, and accidents), insomnia is associated with a high socioeconomic burden [24-26].

Given the high prevalence, associated health risks, and the global burden, it is crucial that insomnia is recognized early and treated adequately [14]. Cognitive behavioral therapy for insomnia (CBT-I) is consistently deemed the first choice of treatment for insomnia [27,28]. It is considered more suitable than a (pure) pharmacological treatment, especially given the limited evidence for long-term effects of the latter [29]. CBT-I consists of several components including psychoeducational, cognitive, and behavioral elements [30].

CBT-I has shown to be effective in reducing temporary as well as persisting insomnia symptoms in several studies and meta-analyses (eg, [31-36]). In addition, studies suggest that CBT-I improves (comorbid) depression and may even prevent the onset of depression [37-40].

However, reach and access to face-to-face, therapist-delivered CBT-I is limited [41-43], due to both structural and attitudinal barriers. Structural barriers include limited treatment availability, inadequate screening and referrals, and long waiting times [41]. Within-person attitudinal barriers include reservations about help-seeking in general or nonpharmacological treatment options in particular [44,45].

Low-threshold and scalable CBT-based self-help interventions may be a means to overcome these barriers and facilitate access to adequate treatment [46], especially if they are provided online [47]. Internet-based interventions have become increasingly popular in the prevention and treatment of mental disorders (eg, [48]), and offer easy accessibility, flexibility, and anonymity. They allow users to integrate an intervention into daily life and in many cases also to automatically monitor progress [49].

There is a growing body of evidence for internet-based CBT-I interventions [50,51]. Meta-analyses revealed large improvements in insomnia severity (g=1.09) and other sleep outcomes (eg, sleep efficiency and total sleep time) that are comparable to those found in face-to-face interventions [52,53]. Besides, quality of life, executive functions, and work-related health and productivity have shown to be improved through internet-based CBT-I [54-57]. Findings indicate that internet-based CBT-I also prevents or reduces symptoms of depression [58-61].

Fully automated internet-based self-help interventions without human guidance may have the greatest potential when it comes to scalability and cost-effectiveness. While some studies suggest that guided interventions are more effective than unguided ones [53,62], the latter may still yield large and sustainable effects compared with a waitlist or active control condition [63-68].

So far, most research on online interventions has focused on web-based interventions [65]. In the past decade, mobile internet use has been growing and interventions that can be accessed on a smartphone promise a higher potential to reach users than those that require a large screen [69]. By contrast, mobile use may be associated with different user requirements and expectations, including the length and duration of treatment modules or the presentation of information, which may affect adherence and treatment effects.

While there are already a large number of consumer-targeting apps addressing and tracking sleep (behavior) available in mobile app stores, most of them lack evidence [70]. We only identified 2 randomized controlled trials evaluating app-based interventions for individuals with insomnia. One compared a fully automated Dutch intervention focusing on sleep restriction and relaxation with a waitlist condition [65]. The other compared a Persian self-help intervention based on a combination of Theory of Planned Behavior, Health Action Process Approach, and CBT-I with an active control condition (patient education) [71]. Although both interventions did not require any human input, the app by Horsch et al [65] included a conversation tool (chatbot) between the app and the participants as well as a number of persuasive strategies. Both randomized controlled trials applied strict inclusion criteria for study participation (ie, insomnia symptoms in accordance with the criteria for a DSM-5 [Diagnostic and Statistical Manual of Mental Disorders, 5th edition] diagnosis of insomnia) and found that the app-based intervention was superior to the control condition in the improvement of insomnia symptoms.

Given the relative lack of evidence for mobile CBT-I interventions, the aim of this study is to evaluate an unguided app-based training for individuals who wish to improve their sleep. The primary aim is to evaluate the effect of the intervention on sleep quality (insomnia symptoms). Secondary, exploratory aims include the intervention effects on insomnia-related impairment and depression symptoms as well
as participant adherence to the intervention, working alliance, and intervention acceptance.

**Methods**

**Study Design**

Following an uncontrolled feasibility pilot study with 189 participants (S. Buntzel, unpublished data, 2018), we conducted a randomized controlled trial comparing an intervention group with access to a mobile CBT-I intervention with a waiting list control group (Multimedia Appendix 1). Outcomes were assessed through online questionnaires at baseline (pretreatment), postintervention (8 weeks after randomization), and 6-month follow-up. The primary outcome was the change in sleep quality (insomnia symptoms and Regensburg Insomnia Scale [RIS] total score) at postassessment compared with the baseline assessment.

Participants were randomized in a 1:1 ratio. The randomization was block stratified by gender (female vs male); severity of insomnia symptoms, poor (RIS total score ≥13 [72]) versus good sleep (RIS total score <13); and the consumption of sleep-inducing drugs (yes vs no). The random allocation sequence was implemented on the data collection platform.

Participants received information about their group assignment by email. Participants in the intervention group had immediate access to the intervention. By contrast, participants in the waiting list group received access to Refresh after the 6-month follow-up had been completed if they were still interested in using the intervention. Participants in both groups were invited to the post- and follow-up assessments via emails. They received up to 5 reminders at intervals of 3 days.

**Ethics Approval**

The study was approved by the Ethics Committee (Institutional Review Board) at Technische Universität Dresden (reference number EK 111032919) and registered prospectively in the ISRCTN database (registration number ISRCTN53553517).

**Inclusion and Exclusion Criteria**

We included participants over 18 years of age who were fluent in German and had access to the internet during the intervention period. Exclusion criteria were (1) current treatment for depression, (2) a history of psychotic or bipolar disorders, and (3) a suicidal ideation according to the answer in the last item of the 9-item Patient Health Questionnaire (PHQ-9). Poor sleep was not necessary to participate in the study. All adults showing interest in improving their sleep were welcome if none of the exclusion criteria were present.

**Recruitment/Procedure**

Participants were recruited through flyers, postcards, and posters in several sleep laboratories in Germany as well as in practices of general practitioners, pharmacies, and medical supply stores in Dresden. In addition, recruitment activities took place at Technische Universität Dresden and included a press release, student email newsletters as well as postcards and posters distributed on the campus. A newspaper article was published in a regional newspaper. Social media channels (eg, Facebook groups dealing with sleep issues) were used to address further potential participants. The recruitment material included a link and a QR code leading to the study website. Interested participants received written information about the study and informed consent was obtained online. Study data were collected and managed using REDCap (Research Electronic Data Capture; Vanderbilt University) electronic data capture tools hosted at the Centre for Clinical Studies at Technische Universität Dresden. REDCap [73] is a secure, web-based application designed to support data capture for research studies, which provides (1) an intuitive interface for validated data entry; (2) audit trails for tracking data manipulation and export procedures; (3) automated export procedures for seamless data downloads to common statistical packages; and (4) procedures for importing data from external sources.

**Intervention**

Refresh is an unguided, fully automated app-based intervention adapted and translated from an e-mail-delivered CBT for sleep health program for college students, which was originally developed and evaluated in the United States [74], and subsequently translated and evaluated in a Japanese college student population [75]. The intervention was adapted for the general adult population and designed as an app-based self-help intervention. Refresh was implemented using a commercially available eHealth platform [76]. Some screenshots of Refresh are provided in Multimedia Appendix 2.

The intervention consists of 8 consecutive chapters that can be completed in about 10 minutes each and cover all CBT-I components recommended by the German Sleep Society (DGSM): psychoeducation, sleep hygiene, stimulus control, sleep restriction, cognitive restructuring, and relaxation [30]. Table 1 summarizes the content of the individual chapters.
Table 1. Content of the Refresh intervention.

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Content</th>
</tr>
</thead>
</table>
| 1       | • Introduction  
|         | • Psychoeducation: (1) rapid eye movement/non–rapid eye movement sleep and stages of sleep; (2) consequences of lack of sleep  
|         | • Introduction to the “30-second sleep diary” |
| 2       | • Psychoeducation: (1) sleep-wake cycle and the circadian clock; (2) the 2-process model of sleep [77]  
|         | • Establishing a regular sleep schedule |
| 3       | • Introduction to sleep restriction (only for people with poor sleep)  
|         | • Relaxation: (1) simple breathing relaxation exercise |
| 4       | • Mindfulness: (1) mindful breathing; (2) body scan |
| 5       | • Stimulus control  
|         | • Finding compromise: (1) neighbors, spouses, babies  
|         | • Sleep restriction  
|         | • Review of the sleep schedule |
| 6       | • Rumination and worries: (1) strategies to reduce nighttime rumination; (2) take a mindfulness-based approach to worry |
| 7       | • Cognitive reappraisal  
|         | • Sleep restriction: (1) review of the sleep schedule |
| 8       | • Sleep restriction: (1) review of the sleep schedule  
|         | • Wrap up |

The chapters are multimedia based with short text passages, audio and video content, vignettes, and questions (multiple choice or free text) to foster an active engagement with the intervention content as well as to tailor subsequent content based on the participants’ preference (eg, whether they preferred information to be presented as text or video). The number of pages per chapter and the amount of plain text per page were kept to a minimum as factors such as extensive text content and text content complexity are likely to increase the risk of nonadherence [78]. The intervention is supplemented by a “30-second sleep diary” to be filled in every morning to monitor insomnia symptoms. For a duration of 8 weeks, an automated reminder to fill in the sleep diary was sent every morning at 7 AM. There were no reminders for progressing through the intervention. At the beginning, participants received a short automated feedback about their sleep based on the baseline RIS score. Participants reporting poor sleep were especially encouraged to use parts of the intervention that were marked as for “people with poor sleep” (eg, sleep restriction).

The intervention is self-paced, but the recommended duration was 8 weeks with 1 chapter per week.

Measures/Outcomes

**Regensburg Insomnia Scale**

Sleep quality (insomnia symptoms) was assessed using the German RIS [72]. The scale covers psychophysiological (cognitive, emotional, and behavioral) aspects of insomnia during the previous 4 weeks. The instrument consists of 10 items to be answered on a 5-point self-rating scale ranging from 0 to 4. A total score of ≥13 indicates poor sleep [72]. The RIS has shown to be a well-accepted, valid instrument that has discriminative power and is sensitive to detect improvements in insomnia parameters after CBT-I [72].

An additional item asked the participants about their perceived insomnia-related impairment in the past 7 days on a scale ranging from 0 to 100.

**The 9-Item Patient Health Questionnaire**

Depressive symptoms and depression severity were measured using the German version of the PHQ-9 [79]. This widely used brief self-report instrument consists of 9 items covering the DSM-5 diagnostic criteria of depression that are scored on a 4-point Likert scale from 0 (not at all) to 3 (nearly every day). The PHQ-9 has been shown to have good psychometric properties [80] and to be sensitive to changes in depression symptoms over time [81].

**Working Alliance Inventory-Short Revised**

Acceptance of the intervention was assessed using the subscales “task” and “goal” of the Working Alliance Inventory-Short Revised (WAI-SR) [82,83], adapted for online interventions. The inventory is based on Bordin’s Alliance Theory [84]. The “task” subscale (4 items) measures the agreement on the tasks of the intervention, whereas the “goal” subscale (4 items) measures the agreement on the goals of the intervention. Because of the unguided nature of the study, the “bond” subscale (measuring the quality of an affective bond between patient [participant] and therapist [coach]) was removed. Items are answered on a scale from 1 (seldom) to 5 (always), but participants could also choose the additional answer category “I don’t know.” In addition to the WAI-SR, each chapter of the intervention could be rated on a 5-point scale.
Adherence Markers

Adherence to the intervention was defined as the number of chapters completed and the proportional progress through the intervention (in percentage). In addition, the number of entries in the sleep diary was used to describe the usage of the intervention.

Sample Size Calculation

Based on results from the pilot study (S. Buntzel, unpublished data, 2018), we assumed a pre-post between-group effect size (Cohen $d$) of 0.30 and a dropout rate of 60% at postintervention. To detect the anticipated effect with an 80% probability at a significance level of 5%, a sample size of 586 participants was required.

Statistical Analyses

All statistical analyses were performed with SPSS Statistics version 27 (IBM Corp). Statistical significance was set at $\alpha=.05$. Differences in baseline sociodemographic and clinical scores between the intervention group and the control group as well as between participants with poor and good sleep were analyzed using Pearson chi-square tests for dichotomous variables and independent sample $t$ tests (2-sided, unpaired) for metric variables. Differences between completers and noncompleters were analyzed in the same way.

Adherence and acceptance data were analyzed descriptively and compared between participants with poor and good sleep by applying independent sample $t$ tests. To identify potential predictors of adherence, Pearson correlations were calculated between adherence markers (number of chapters completed and number of sleep diary entries) and baseline variables.

The primary (RIS) and secondary (perceived insomnia-related impairment and PHQ-9 score) outcomes were analyzed using linear repeated-measures mixed-effect models with restricted maximum likelihood estimation and an unstructured covariance matrix. This method follows the intention-to-treat (ITT) approach and is recommended for randomized controlled trials with missing data [85]. Group, time, and interaction of group $\times$ time were entered as fixed variables with group as a between-group variable and time as a within-group variable. The outcomes RIS, perceived insomnia-related impairment, and PHQ-9 scores were entered as dependent variables in separate analyses. Within-group effect sizes (Cohen $d$) were calculated by dividing the estimated mean change from baseline to postassessment (or follow-up) by the pooled SD [86]. Between-group effect sizes (Cohen $d$) were computed based on the difference of the estimated mean change from baseline to postassessment (or follow-up) in the intervention group compared with the control group divided by the pooled SD at baseline as recommended by Morris [87].

The analyses for the whole sample were repeated including only participants with poor sleep at baseline as indicated by an RIS score of $\geq 13$ at baseline. Improvements in insomnia symptoms were tested for clinical relevance by comparing the frequency of participants with poor sleep (RIS $\geq 13$) at baseline in both study arms who had improved at postintervention and at follow-up using Pearson chi-square tests for assessment completers. In addition, the odds of suffering from poor sleep (RIS $\geq 13$) at postintervention were compared between the 2 groups using a more conservative ITT approach including all randomized participants with poor sleep. We used a logistic regression model and adjusted for sex, age, and RIS score at baseline. Data on participants who did not complete postassessment questionnaires were imputed by assuming poor sleep at postintervention.

Results

Participants

The recruitment period and baseline assessments ran from April 2019 to May 2020. Follow-up data collection was completed in September 2020. Given that the pre-post dropout rate was much smaller than expected, we included fewer participants than originally planned. A total of 393 completed the baseline assessment, of which 371 were randomized (Figure 1). About two-thirds of participants ($n=245$, 66.0%) reported poor sleep according to an RIS total score of $\geq 13$.

A total of 250 participants (67.4%) provided the primary outcome (RIS total score) at postassessment and 214 (57.7%) completed the RIS at the follow-up assessment. Dropout was higher in the intervention group than in the control group at both assessment points ($\chi^2_{1\text{post}}=24.477; P<.001$ and $\chi^2_{1\text{FU6}}=28.247; P<.001$). Participants with poor initial sleep did not differ from those with good sleep in dropout rates. There also were no differences in any of the baseline measures between study dropouts and completers at postassessment. At follow-up, women ($\chi^2=5.813; P=.02$) and participants with a higher level of education ($\chi^2=7.832; P=.005$) were more likely to complete the assessment. In the subgroup of participants with poor sleep, education also predicted completion at postassessment ($\chi^2=5.163; P=.02$).

The majority of participants in the full sample were women (223/371, 62.8%), in a relationship (271/371, 73.0%), and reported a higher level of education (324/371, 87.3%; Table 2). The mean age of participants was 37.3 (SD 14.24) years. Sleep was poor on average (indicated by an RIS score $\geq 13$) and the average level of depression severity was mild.

The subgroups of participants with poor or good sleep differed significantly in most of the sociodemographic variables and in the clinical scores (Table 2). For example, participants with poor sleep were significantly older ($P<.001$), more likely to have children ($P<.001$), and more likely to be self-employed ($P=0.4$). They also reported more severe depressive symptoms ($P<.001$) than those with good sleep and were more likely to receive treatment ($P<.001$) or use medication for their sleep problems ($P<.001$).

There were no significant differences between the intervention group and the control group in sociodemographic characteristics, clinical scores (see Multimedia Appendix 3), or the proportion of participants with poor sleep (117/186, 62.9% vs 128/185, 69.2%, respectively; $\chi^2=1.634; P=.23$.
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**Figure 1.** CONSORT (Consolidated Standards of Reporting Trials) flow of participants. FU6: 6-month follow-up; PHQ-9: 9-item Patient Health Questionnaire.

**Table 2.** Baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Full sample (N=371)</th>
<th>Poor sleep (n=245)</th>
<th>Good sleep (n=126)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female gender, n (%)</td>
<td>233 (62.8)</td>
<td>156 (63.7)</td>
<td>77 (61.1)</td>
<td>.65</td>
</tr>
<tr>
<td>In a relationship, n (%)</td>
<td>271 (73.0)</td>
<td>184 (75.1)</td>
<td>87 (69.0)</td>
<td>.23</td>
</tr>
<tr>
<td>Children (age &lt;18 years), n (%)</td>
<td>89 (24.0)</td>
<td>69 (28.2)</td>
<td>20 (15.9)</td>
<td>.006</td>
</tr>
<tr>
<td>Higher education(^{a}), n (%)</td>
<td>324 (87.3)</td>
<td>205 (83.7)</td>
<td>119 (94.4)</td>
<td>.003</td>
</tr>
<tr>
<td>In education, n (%)</td>
<td>122 (32.9)</td>
<td>60 (24.5)</td>
<td>62 (49.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-employed, n (%)</td>
<td>26 (7.0)</td>
<td>22 (9.0)</td>
<td>4 (3.2)</td>
<td>.04</td>
</tr>
<tr>
<td>Shift work, n (%)</td>
<td>34 (9.2)</td>
<td>25 (10.2)</td>
<td>9 (7.1)</td>
<td>.33</td>
</tr>
<tr>
<td>In treatment, n (%)</td>
<td>41 (11.1)</td>
<td>39 (15.9)</td>
<td>2 (1.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medication, n (%)</td>
<td>58 (15.6)</td>
<td>58 (23.7)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sick leave, n (%)</td>
<td>14 (3.8)</td>
<td>13 (5.3)</td>
<td>1 (0.8)</td>
<td>.04</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>37.30 (14.24)</td>
<td>41.16 (14.61)</td>
<td>29.82 (9.92)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RIS(^{b}) at baseline, mean (SD)</td>
<td>15.33 (6.24)</td>
<td>18.72 (4.63)</td>
<td>8.75 (2.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived insomnia-related impairment, mean (SD)</td>
<td>47.23 (27.37)</td>
<td>58.97 (21.64)</td>
<td>24.40 (22.53)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PHQ-9(^{c}) score at baseline, mean (SD)</td>
<td>7.44 (3.56)</td>
<td>8.64 (3.01)</td>
<td>5.11 (3.02)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^{a}\)At least level 4 according to the European Qualifications Framework.

\(^{b}\)RIS: Regensburg Insomnia Scale.

\(^{c}\)PHQ-9: 9-item Patient Health Questionnaire (Depression).

**Adherence to the Intervention**

A total of 60/186 (32.3%) participants never logged into the platform or opened the first chapter. Participants who logged into the intervention at least once (n=126) completed on average 4 chapters (SD 3.06; range 0-8) and opened 42/83 (51%) intervention pages (SD 38.14). A total of 39/126 (31.0%) participants completed all chapters of the intervention and 55/126 (43.7%) completed at least half of the intervention; 116/126 (92.1%) completed at least chapter 1 (Figure 2). A total of 106/126 participants (84.1%) used the sleep diary at least once and made entries for 25.23 days (SD 22.3; range 0-83).

Male participants were more likely to not log into the intervention at all (30/65, 46.2% vs 30/121, 24.8%; \(\chi^2\)=8.829; \(P=0.003\)). Participants with children made fewer entries in the
sleep diary than those without ($P=.02$). None of the other sociodemographic variables were predictive for the number of chapters completed or the number of sleep diary entries, and also both RIS total score and PHQ-9 total score at baseline did not predict adherence to the intervention.

Figure 2. Chapter completion rates in participants who accessed the intervention.

![Chapter completion rates](image)

### Working Alliance and Acceptance

As many as 87 participants from the intervention group provided WAI-SR data that allowed calculating the score of the Task and Goal subscales. The participants agreed between “sometimes” and “fairly often” with the tasks of the intervention and between “fairly often” and “often” with the goals of the intervention. Acceptance did not differ between participants with poor and good sleep at baseline (Table 3).

Participants who answered the session rating of the intervention chapters rated chapters 1-6 as “good” on average, whereas chapters 7 and 8 were rated as “moderate.” There was no significant difference in session ratings between participants with poor and good sleep, except for session 2 that was rated better and nearly “excellent” by participants with good sleep ($P<.001$).

Table 3. Perceived working alliance (WAI-SR$^a$ subscales).

<table>
<thead>
<tr>
<th>Subscale</th>
<th>IG$^b$ (all; n=87), mean (SD)</th>
<th>IG poor sleep (n=58), mean (SD)</th>
<th>IG good sleep (n=29), mean (SD)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAI-SR Task</td>
<td>2.78 (0.99)</td>
<td>2.82 (0.96)</td>
<td>2.70 (1.05)</td>
<td>.60</td>
</tr>
<tr>
<td>WAI-SR Goal</td>
<td>3.17 (0.98)</td>
<td>3.18 (0.95)</td>
<td>3.16 (1.07)</td>
<td>.95</td>
</tr>
</tbody>
</table>

$^a$WAI-SR: Working Alliance Inventory-Short Revised.

$^b$IG: intervention group.

### Intervention Effects

Results of the mixed model analyses are presented in Table 4. For the full sample, a significant group × time interaction was found for the RIS at postassessment ($F_{1,269.31}=11.93; P=.001$) with a small between-group effect ($d=0.26$). Participants in the intervention group showed a stronger reduction (mean difference $= -2.66; d_{within}=0.42$) in the RIS scores than those in the control group (mean difference $= -1.04; d_{within}=.17$). At follow-up, the group × time interaction failed to reach significance ($F_{1,227.63}=3.54; P=.06$). Within-group improvements in the perceived insomnia-related impairment due to sleep problems as well as in the PHQ-9 did not differ significantly between the study arms (Table 3).

In the subgroup analyses including only participants with poor sleep at baseline, a significant group × time interaction was found for the RIS at postassessment ($F_{1,180.66}=12.59; P<.001; d=0.47$) and for the perceived insomnia-related impairment at postassessment ($F_{1,184.45}=6.69; P=.01; d=0.45$) as well as for the RIS at the follow-up assessment ($F_{1,147.56}=4.60; P=.03; d=0.33$). Although the intervention group showed somewhat larger reductions in the PHQ-9 than the control group, the difference was not significant ($P_{post}=.13; P_{FU6}=.15$; also see Table 4).
### Table 4. Results of the intention-to-treat analyses including all participants (N=371) and participants with poor baseline sleep only (n=245).

<table>
<thead>
<tr>
<th>Results</th>
<th>Baseline, mean (SD)</th>
<th>Post (estimated), mean (SE)</th>
<th>Effect pre-post (within)</th>
<th>Effect pre-post (between)</th>
<th>Follow-up (estimated), mean (SE)</th>
<th>Effect pre-FU6(^a) (within)</th>
<th>Effect pre-FU6 (between)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All participants (N=371)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RIS(^b) total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG(^c) 15.11 (6.34)</td>
<td>12.45 (0.47)</td>
<td>0.42</td>
<td>0.27 to 0.57</td>
<td>0.26 (0.05 to 0.46)(^d)</td>
<td>12.23 (0.52)</td>
<td>0.45</td>
<td>0.30 to 0.60</td>
</tr>
<tr>
<td>CG(^e) 15.55 (6.14)</td>
<td>14.51 (0.44)</td>
<td>0.17</td>
<td>0.02 to 0.31</td>
<td>N/A (^f)</td>
<td>13.66 (0.46)</td>
<td>0.31</td>
<td>0.16 to 0.45</td>
</tr>
<tr>
<td>Perceived insomnia-related impairment(^g)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG 45.66 (27.52)</td>
<td>34.76 (2.54)</td>
<td>0.39</td>
<td>0.25 to 0.54</td>
<td>0.17 (–0.04 to 0.37)</td>
<td>35.85 (2.78)</td>
<td>0.36</td>
<td>0.21 to 0.50</td>
</tr>
<tr>
<td>CG 48.81 (27.20)</td>
<td>42.45 (2.22)</td>
<td>0.23</td>
<td>0.09 to 0.37</td>
<td>N/A</td>
<td>40.31 (2.32)</td>
<td>0.31</td>
<td>0.16 to 0.46</td>
</tr>
<tr>
<td>PHQ-9(^h)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG 7.41 (3.41)</td>
<td>6.13 (0.32)</td>
<td>0.37</td>
<td>0.23 to 0.60</td>
<td>0.13 (–0.08 to 0.33)</td>
<td>6.24 (0.45)</td>
<td>0.34</td>
<td>0.19 to 0.49</td>
</tr>
<tr>
<td>CG 7.47 (3.72)</td>
<td>6.65 (0.30)</td>
<td>0.22</td>
<td>0.07 to 0.37</td>
<td>N/A</td>
<td>6.91 (0.36)</td>
<td>0.15</td>
<td>0.01 to 0.29</td>
</tr>
<tr>
<td>Subgroup with poor sleep at baseline (N=245)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RIS total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG 18.73 (5.02)</td>
<td>15.00 (0.51)</td>
<td>0.74</td>
<td>0.53 to 0.94</td>
<td>0.47 (0.22 to 0.73)(^d)</td>
<td>14.81 (0.62)</td>
<td>0.78</td>
<td>0.57 to 0.98</td>
</tr>
<tr>
<td>CG 18.71 (4.27)</td>
<td>17.18 (0.44)</td>
<td>0.36</td>
<td>0.18 to 0.53</td>
<td>N/A</td>
<td>16.34 (0.51)</td>
<td>0.55</td>
<td>0.37 to 0.74</td>
</tr>
<tr>
<td>Perceived insomnia-related impairment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG 57.97 (22.17)</td>
<td>41.37 (2.89)</td>
<td>0.74</td>
<td>0.54 to 0.95</td>
<td>0.45 (0.20 to 0.71)(^d)</td>
<td>43.27 (3.36)</td>
<td>0.66</td>
<td>0.46 to 0.86</td>
</tr>
<tr>
<td>CG 59.88 (21.19)</td>
<td>53.13 (2.43)</td>
<td>0.32</td>
<td>0.14 to 0.49</td>
<td>N/A</td>
<td>50.88 (2.64)</td>
<td>0.42</td>
<td>0.24 to 0.60</td>
</tr>
<tr>
<td>PHQ-9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG 8.61 (3.07)</td>
<td>6.94 (0.43)</td>
<td>0.54</td>
<td>0.35 to 0.73</td>
<td>0.25 (0.00 to 0.51)</td>
<td>7.27 (0.60)</td>
<td>0.43</td>
<td>0.24 to 0.62</td>
</tr>
<tr>
<td>CG 8.66 (3.34)</td>
<td>7.81 (0.36)</td>
<td>0.25</td>
<td>0.08 to 0.43</td>
<td>N/A</td>
<td>8.40 (0.45)</td>
<td>0.08</td>
<td>–0.10 to 0.25</td>
</tr>
</tbody>
</table>

\(^a\)FU6: 6-month follow-up  
\(^b\)RIS: Regensburg Insomnia Scale.  
\(^c\)IG: intervention group.  
\(^d\)Significant group \(\times\) time interaction.  
\(^e\)CG: control group.  
\(^f\)N/A: not applicable.  
\(^g\)Refers to subjective impairment in the last 7 days (scale ranging from 0 to 100).  
\(^h\)PHQ-9: 9-item Patient Health Questionnaire-9 (Depression).

### Evaluation of Clinical Relevance

To assess clinically relevant improvements, we calculated how many participants with poor sleep at baseline had reduced their RIS score below 13 points at postintervention and follow-up assessments. At the postintervention assessment, this was true for 25/69 (36%) assessment completers in the intervention group and 16/102 (15.7%) assessment completers in the control group.
This difference was statistically significant ($\chi^2 = 9.531; P = .002$). At follow-up, there was no significant difference between the groups (21/53 IG completers vs 25/90 CG completers; $\chi^2 = 2.145; P = .14$). In the ITT analysis of clinically relevant improvements, the odds of suffering from poor sleep at postintervention were also significantly larger in the control group than in the intervention group (odds ratio 0.462, 95% CI 0.218-0.976; $P = .02$).

To assess clinically relevant deterioration, we assessed how many participants with good sleep at baseline had increased their RIS score to 13 points or more at postintervention and follow-up assessments. At postassessment, this was true for 1/34 (3%) assessment completers in the intervention group and 10/45 (22%) assessment completers in the control group. This difference was significant ($\chi^2 = 6.007; P = .01$). At follow-up, there was no significant difference between the groups (2/29 IG completers vs 2/42 CG completers; $\chi^2 = 0.147; P = .71$).

### Discussion

#### Summary of the Trial Objectives

The aim of this study was to evaluate an unguided app-based training to improve sleep quality (insomnia symptoms) in individuals who wish to improve their sleep compared with a waitlist control group. Specifically, we examined participant adherence to the intervention; working alliance and intervention acceptance; and intervention effects on sleep quality (insomnia symptoms), insomnia-related impairment, and depression symptoms.

#### Adherence, Working Alliance, and Acceptance

Nonusage attrition was comparable to other digital interventions [88], with a larger loss of participants during the early intervention phase and about 1 in 3 participants completing the intervention. About 1 in 3 participants who were allocated to the intervention group never accessed the intervention. Failure to commence the intervention was 2 times as likely in men, with 1 in 2 never accessing the intervention. The proportion of participants who never started the intervention was markedly lower in a previous study investigating an unguided mobile CBT-I–based intervention [65]. However, we applied broader inclusion criteria compared with [65], that is, we also included individuals reporting slight insomnia symptoms or symptoms below the cutoff (RIS < 13). Because our sample was healthier, it can be assumed that the insomnia-related distress of these participants was lower and may have resulted in a lower motivation to start the intervention after completing the baseline assessment. Furthermore, we did not exclude participants with depression. Evidence suggests that adherence to an internet-based CBT-I program is reduced if participants experience other psychiatric or medical problems next to insomnia [89].

Because of the heterogeneity in adherence markers reported (if any were reported), adherence can be compared in detail only with 2 other recent clinical trials [66,90] that investigated unguided digital CBT-I interventions. Participants, on average, completed 4 out of 8 chapters in our study, which is comparable with adherence in another trial, in which participants completed 3.4 out of 6 modules [90]. However, in Lorenz et al [66], adherence was higher, with participants completing 5.6 out of 6 treatment sessions. In our study participants completed the sleep diary, on average, on 25 out of 56 days (45%), whereas they did so for 86% of days in one of the other trials [66].

Participants in the intervention group were able to form a moderate working alliance with the unguided intervention, with a slightly larger concordance regarding goals than regarding tasks. Working alliance in psychotherapy tends to be stronger, but a similar pattern in concordance regarding goals versus tasks is typically also seen in patients undergoing psychotherapy [91], which could be explained by a lesser degree of ambivalence toward treatment goals compared with the actual behavior changes (tasks) that are necessary to achieve them. Working alliance has not been investigated in recent clinical trials investigating unguided digital CBT-I interventions.

The first 6 chapters of the intervention, which provided psychoeducation and various strategies to improve sleep-related habits and behaviors, were on average rated “good,” whereas the final 2 chapters, which mainly focused on reviewing and reinforcing the sleep restriction method and provided fewer new strategies, were rated “moderate.”

#### Intervention Effects

**Sleep Quality (Insomnia Symptoms)**

Participants in both groups were able to improve insomnia symptoms during the 6-month assessment period, but participants in the intervention group achieved this improvement faster. In the full sample, the intervention was associated with a statistically significant improvement of insomnia symptoms at postintervention that was maintained at follow-up, although the latter just failed to reach statistical significance. Effect sizes were, however, small. In the subsample of participants with poor sleep quality at baseline, the intervention yielded a medium effect on insomnia symptoms at postintervention and a small effect at follow-up, both being statistically significant. The subgroup effect on insomnia symptoms at postintervention is comparable to that achieved in a previous study evaluating an app-based CBT-I program that did not cover all CBT-I components, with stricter inclusion criteria regarding the presence of insomnia symptoms [65]. In another study that assessed the effects of an app-based CBT-I program, insufficient data have been reported to determine ITT effect sizes, and therefore, a direct comparison is not feasible [71]. Overall, unguided web-based interventions yielded medium to large effects in previous studies [66,68,90,92,93]. Assessment completers with poor sleep at baseline were more likely to achieve clinically relevant improvement at postintervention in the intervention group than in the waitlist group. Moreover, considering all included participants, the odds of suffering from poor sleep at postintervention were higher in the waitlist group than in the intervention group.

In the intervention group, insomnia symptoms improved during the intervention period and then remained unchanged between the postintervention and follow-up periods, whereas in the waitlist group a slight improvement was noted between each of
the 3 assessment points. Similar to the intervention group, the improvement in the waitlist group was more pronounced in individuals with poor sleep at baseline. Gradual improvement in insomnia symptoms and sleep quality or efficiency in the untreated control group was also present in some of the other studies on digital CBT-I [65,68,90,92]. These findings indicate that while spontaneous improvements may play a role in insomnia, interventions have the potential of bringing on improvements much faster, thus reducing time with impaired quality of life by promptly supporting individuals at the nadir of their sleep problems.

Our findings also indicate that the intervention may have a protective effect on sleep in individuals with good sleep at baseline. At postintervention, sleep had deteriorated from good to poor only for 1 individual in the intervention group, but over 1 in 5 in the waitlist group. However, that protective effect was not maintained at follow-up.

In comparison with other digital CBT-I studies, we did not exclude individuals with insomnia symptoms below the threshold as these individuals still may experience psychological distress or the subjective need to improve their sleep. For these individuals the intervention may have the potential to reduce subthreshold symptoms or prevent symptom progression and the onset of a full syndrome insomnia.

**Insomnia-Related Impairment**

We observed an intervention effect on insomnia-related impairment only in individuals with poor sleep at baseline, which was statistically significant at postintervention, but just failed statistical significance at follow-up. The pattern of improvement in the 2 groups was parallel to that for insomnia symptoms. In the intervention group, the average impairment was reduced during the intervention period and then remained largely unchanged between the postintervention and follow-up periods, whereas in the waitlist group we observed a slight reduction between each of the 3 assessment points. Again, spontaneous improvements in sleep may play a role.

**Depression**

Contrary to other studies on digital CBT-I [65,66,71,90,93], we observed no significant intervention effects on depression. On average, participants in the full sample as well as those in the subsample with poor sleep at baseline on average only reported mild symptoms of depression, so there was limited room for improvement.

**Strengths and Limitations**

Compared with previous studies on digital CBT-I–based interventions, we were able to recruit a sample of participants that was large enough to detect even the small intervention effects that are to be expected in an unguided intervention. The study had a waitlist control condition and a longer follow-up period than 1 of the 2 previous studies investigating a mobile intervention [65]. Other than free access to the intervention, study participants received no incentives for taking part in the study or engaging with the intervention, thus avoiding potential incentive–caused bias that may impact intervention adherence. Thus, we can assume that people who used the intervention intensively had an intrinsic motivation to do so. Despite the lack of incentives, dropout at postintervention (121/371, 32.6%) was smaller than expected from our pilot study and within the range of dropout rates (0%-44%) reported in self-help CBT-I interventions [94]. However, not completing trial assessments (ie, dropout attrition [88]) does not necessarily mean that participants do not use an intervention (ie, nonusage attrition). Some people may be interested in using the intervention, but may not wish to complete assessments. Adherence to the intervention was comparable to other trials on digital interventions, and 1 in 3 participants completed the treatment. However, a substantial number of participants never started the intervention. Prerequisites and time requirements to participate in our study were very low. Although many clinical studies require participants to undergo a longer clinical interview during the screening process, participants in our study only had to fill in a relatively short anonymous online survey. This may have resulted in a larger proportion of participants who were ambivalent about the intervention. Although people could participate in the study regardless of whether they had insomnia symptoms, the proportion of individuals with poor sleep at baseline was high, indicating that the intervention was mostly reaching the users it was designed for.

Limitations of our study were the lack of more specific measures for insomnia-related impairment and socioeconomic consequences, including absenteeism or loss of productivity, as well as an objective measure of sleep quality. However, subjective measures of sleep quality and insomnia symptoms are widely used in CBT-I research and the added value of objective measures is a matter of debate [95]. The participants in this trial might have also suffered from sleep disorders other than insomnia (eg, obstructive sleep apnea, circadian rhythm sleep–wake disorders), in which an intervention covering the principles of CBT-I is likely to have limited or no effect. Future studies may thus benefit from including insomnia diagnosis confirmed by a clinician. Adherence to the intervention was approximated by examining usage data. We did not collect information on whether and how participants in the intervention group implemented the suggested behavior changes. Besides, the study design was not suitable to determine the extent to which the components of the interventions contributed to the effects. Secondary analyses are therefore needed to investigate possible moderators or mediators, which are not the subject of this publication. In accordance with other trials evaluating fully automated internet-based CBT-I, the majority of our sample were highly educated participants who are not representative of the general population. However, even if low education is associated with insomnia-related symptoms [96,97], sleep problems are also frequent in people with a higher level of education. Nevertheless, future research should include a more heterogeneous sample with regard to the socioeconomic level and increase efforts to also reach a lower educated population that might be especially underserved.

**Conclusions**

In our study, the unguided app-based intervention was associated with a short-term improvement of insomnia symptoms that remained stable over 6 months. Participants in the waitlist condition also reported an improvement in their insomnia.
symptoms, but this improvement took longer. Effects were more pronounced in individuals with low sleep at baseline. We detected no effect on depression symptoms in our sample, which may largely be due to the low average symptom load at baseline. Although the inclusion criteria for our study were broad, our recruitment strategy mostly reached the individuals the intervention was designed for.

Overall, an anonymous unguided intervention is a feasible option to deliver CBT-I-based treatment to a large number of people, either through self-referral or by primary care providers. Even if the individual effects are smaller than in guided self-help or face-to-face CBT-I, the public health impact could still be profound given the scalability of unguided approaches. Given that very few people have access to face-to-face CBT-I, making it available digitally can increase its availability [98] and public health impact [99]. As in face-to-face CBT-I, some people will not respond to the intervention and precautions must be taken to prevent negative expectations regarding future psychological interventions in those individuals. Symptoms can be continuously measured within the intervention and if participants do not respond, a more intensive treatment can be recommended. Thus, a digital self-help program can serve as a first step of treatment within a stepped care approach [100]. Moderator analyses can contribute to identifying those who will likely benefit from unguided app-based CBT-I and those who need more guidance or face-to-face treatment.

It is noteworthy, however, that 1 in 4 women and 1 in 2 men who were assigned to the intervention group did not start the intervention. In clinical practice, the motivation and ability to adhere to a self-guided intervention should thus be carefully assessed.

In participants who did start the intervention, adherence was comparable to other digital interventions. In future adaptations of the interventions, adherence may be improved by involving a multidisciplinary team of psychologists, user experience specialists, and user experience designers in the design of the user interface, which unfortunately was not possible in our study due to budget constraints. In this context, adherence to the intervention may benefit from persuasive elements such as reminders, automated positive reinforcement, graphical reports, or tailored recommendations. However, such elements need to be implemented in a way that allows users some level of control (eg, options to determine the frequency of reminders [101]). However, adding several persuasive technology features does not necessarily result in better outcomes [102]. Adding some form of human interaction to Refresh could also improve adherence, but this in turn would result in a reduced scalability [103]. Automated feedback that is given when users show low engagement with the intervention may be an alternative [101]. Increased adherence by implementing design features to encourage engagement with the intervention might contribute to more pronounced improvements in insomnia symptoms.
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Abstract

Background: Meditation apps have the potential to increase access to evidence-based strategies to promote mental health. However, it is currently unclear how meditation apps are situated within the broader landscape of meditation practice and what factors may influence engagement with them.

Objective: This study aimed to clarify the prevalence and correlates of meditation app use in a population-based sample of individuals with lifetime exposure to meditation in the United States. In addition, we sought to identify the concerns and desired features of meditation apps among those with lifetime exposure to meditation.

Methods: A total of 953 participants completed an initial screening survey. Of these 953 participants, 434 (45.5%) reported lifetime exposure to meditation and completed a follow-up survey (434/470, 92.3% response rate) assessing their meditation app use, anxiety, depression, loneliness, initial motivation for meditation, and concerns about and desired features of meditation apps.

Results: Almost half (434/953, 45.5%) of the participants who completed the screening survey reported lifetime exposure to meditation. Among those with lifetime exposure to meditation (ie, meditators), more than half (255/434, 58.8%) had used meditation apps at least once in their lives, and 21.7% (94/434) used meditation apps weekly or daily (ie, active users). Younger age, higher anxiety, and a mental health motivation for practicing meditation were associated with lifetime exposure to meditation apps. Among meditators, those with lifetime exposure to meditation apps were more likely to report concerns about apps, including concerns regarding the cost and effectiveness of apps, time required for use, technical issues with apps, and app user-friendliness. Meditators who used meditation apps weekly or daily (ie, active users) were younger, less likely to be men and non-Latinx White individuals and have lower income, and more likely to have an initial spiritual motivation for meditation. Active users reported more concerns regarding usability and technical problems and were less likely to report disinterest in apps. Headspace and Calm were the most frequently used apps. Tips and reminders for practice, encouragement of “mini” practices, and mental health content were the most desired features. Participants were less interested in social features (eg, the ability to communicate with other users or teachers).

Conclusions: Meditation apps are commonly used by meditators in the United States, with a higher use among certain demographic groups. Future studies may increase user engagement in meditation apps by addressing concerns (eg, cost and effectiveness) and incorporating desired features (eg, tips and reminders for practice).

(JMIR Ment Health 2023;10:e43565) doi:10.2196/43565
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Introduction

Background

There have been dramatic innovations in digital technology over the past 10 years. According to the Pew Research Center, 85% of Americans own a smartphone as of 2021 compared with only 35% in 2011 [1]. Smartphones are increasingly used to deliver health interventions [2]. Smartphone-delivered interventions may be particularly helpful in expanding access to health services and integrating health support into people’s daily lives [3,4]. The potential for smartphone-delivered interventions has been obvious during the COVID-19 pandemic, with the increasing need for mental health care coupled with a shortage of mental health services [3]. There is growing evidence supporting the efficacy of smartphone-delivered interventions for both physical and mental health [5-10].

Meditation is an umbrella term for various forms of mental training focused on the cultivation of attentional and affective regulatory skills that promote well-being [11]. Meditation has become increasingly popular in the United States (US) over the past 10 years. According to the National Health Interview Survey (NHIS) conducted by the Centers for Disease Control and Prevention, the percentage of adults in the US who used meditation in the last 12 months increased from 6.5% in 2012 to 21.1% in 2017 [12,13]. Although there is a wide variety of types of meditation, for the purposes of the NHIS and this study, meditation was operationalized as mindfulness, mantra, and spiritual meditation, which are 3 popular forms [14]. Research suggests that meditation may be beneficial for mental and physical health [15-20].

Advancements in digital technology may have contributed to the increased popularity of meditation over the past 10 years. Meditation practices figure prominently in the mental health app landscape. A recent study found that 2 popular meditation apps (Headspace and Calm) alone accounted for 96% of daily active mental health app users [21]. Moreover, there is meta-analytic evidence suggesting that app-delivered meditation interventions significantly reduce psychological distress and improve quality of life [22].

Although meditation apps potentially increase access to evidence-based psychological strategies and demonstrate promising effects on health outcomes, they are not without limitations. Notably, meditation apps, as with other smartphone-delivered interventions, have notoriously poor user retention, which can limit the interventions’ potential benefits in the long term and may undermine the validity of studies evaluating these interventions [23,24]. Given the potentially negative impact of poor retention, it is important to investigate why people do or do not continue using meditation apps.

Recent studies on meditation apps and other smartphone-delivered interventions have begun exploring perceptions of these interventions, the demographic and clinical characteristics of users, and the role of these factors in dropout and engagement patterns. For example, recent studies suggest that app users frequently report concerns about the security and privacy of apps, which may be barriers to continued use [25,26]. Huberty et al [27] investigated the user characteristics and use patterns of the Calm meditation app among paid subscribers. They found that participating subscribers were mainly White individuals and women, the most common reasons for trying Calm were sleep difficulties and psychological distress, and those with sleep difficulties used Calm more frequently. Although an intriguing first look at associations between user variables and use, the findings of Huberty et al [27] may or may not generalize to those who use other meditation apps given that different meditation apps may have different user bases and features that may or may not affect the findings (e.g., the Liberate app, which was specifically designed for Black individuals [28]).

To date, the role of meditation apps within the broader landscape of meditation practice in the US has not been clarified. This is an important area to clarify given the promising effects of meditation training on health [17,29] and the ubiquity of meditation practices within mental health apps [21]. It is currently unclear how frequently meditators are exposed to meditation through apps, who is being exposed in this way, and what factors are associated with persistence with app-based meditation training. In addition, the concerns that meditators may have regarding meditation apps and the features that may be desired by potential users have not been investigated. Insights gained on these topics could collectively be used to inform the ongoing development and dissemination of app-based meditation interventions and maximize the public health impact of these interventions.

Objectives

To address these questions, we conducted a web-based survey using a population-based sampling method in the US. We had 4 primary aims. First, we sought to provide estimates of the prevalence and patterns of meditation app use in a demographically representative sample of meditators. In this study, meditators refers to people with lifetime exposure to NHIS-defined meditation (ie, mindfulness, mantra, or spiritual meditation) [14]. We focused on meditators instead of the general population (ie, meditators and nonmeditators) as we were interested in how meditation apps are situated within the broader landscape of meditation practice and factors that might influence engagement with meditation apps. Second, we aimed to examine the demographic (eg, gender and race or ethnicity) and psychological (eg, anxiety and depression) correlates of meditation app use. Third, we sought to understand which meditation apps may be used by meditators. Finally, we aimed to characterize the concerns and desired features of meditation apps among meditators. Given the limited existing literature, this study was exploratory and we had no a priori hypotheses.

Methods

Ethics Approval

The study procedures were approved by the Institutional Review Board of the University of Wisconsin–Madison (reference 2020-1368).
Participants
We recruited participants using the Prolific platform (Prolific Academic Ltd) [30] in November and December 2020. Prolific is a recruitment platform that has been shown to include participants who are more diverse, less dishonest, and less familiar with research materials than other web-based recruitment platforms (eg, Amazon Mechanical Turk) [31,32]. Using Prolific’s representative sampling procedure, we recruited participants based on their age, sex, and race in proportion to the US Census data.

In this sample, 96% (953/993) of the participants completed our screening survey, passed an attention check (“I have been randomly selecting responses on this survey”), and indicated whether they had practiced meditation in their lifetime. A comparison of the overall sample with the US adult population [33] showed that this sample was more educated (482/953, 50.6% with a bachelor’s degree or higher vs 32.1% in the 2015-2019 US Census), older (median age 44 years vs 38 years), and wealthier (median income US $40,000 vs US $34,103). Although some racial and ethnic groups (Asian, Black, and multiracial) were represented in proportion to the US population, non-Latinx White participants were overrepresented (673/953, 70.6% vs 60.7%), and Latinx participants were underrepresented (57/953, 6% vs 18%). The low Latinx representation was most likely the result of Prolific matching based on race but not ethnicity (for sample demographics, see Multimedia Appendix 1).

Almost half (470/953, 49.3%) of the participants who underwent screening reported exposure to meditation (ie, mindfulness, mantra, or spiritual meditation) at some point in their lifetime. Meditators (ie, those with lifetime exposure to meditation) were invited to complete a follow-up survey that assessed various aspects of their meditation practice, including their experience with meditation apps. Those who completed the follow-up survey and passed a second attention check (“Please select the leftmost response”) formed the primary analytic sample for this study (n=434). This sample represented most of those invited to complete the follow-up survey (434/470, 92.3% response rate). We compared the demographics of those who completed the follow-up survey with the demographics of those who were invited but did not complete the follow-up survey using a correlation coefficient for ease of interpretation. Of note, a correlation between 2 dichotomous variables is a special case of the generalized Pearson correlation coefficient [34]. The results showed that non-Latinx White participants completed the follow-up survey at a higher rate (r=0.15; P=.001), although no significant differences were found for other demographic variables (age, gender, education, or income; r=−0.05 to 0.05; P > .28 in all cases).

Measures
Demographics
Participants were asked to provide their age, gender identity, race and ethnicity, highest degree of education, and annual income (for the items assessed, see Multimedia Appendix 2). The following demographic variables were dichotomized as covariates in our models: gender (not men as the reference group), race and ethnicity (racial and ethnic minority as the reference group), education (not college graduate as the reference group), and annual income (income below the US population per capita median [US $34,103] as the reference group [33]).

Meditation App Use
Participants who completed the follow-up survey (ie, meditators) were asked about their meditation practice frequency and experience with meditation apps. We assessed the specific meditation apps that meditators used, the specific apps they used the most, and their meditation app use frequency (1=never, 2=several times per year, 3=monthly, 4=weekly, and 5=daily). Participants were asked to indicate any apps they had used. Options for text entry were provided for participants to indicate meditation apps that were not on the list. The list of meditation apps was adopted from the study by Carlo et al [35] and included 22 popular meditation apps (eg, Headspace, Calm, and Insight Timer; Multimedia Appendix 3).

Psychological Measures
On the basis of prior work indicating that individuals with elevated mental health symptoms were more likely to access meditation apps [27] and evidence that elevated symptoms may be associated with a greater risk of adverse responses to meditation, which could decrease persistence [36,37], we assessed the symptoms of depression, anxiety, and loneliness.

The Patient-Reported Outcomes Measurement Information System Depression and Anxiety scales were used to assess depression (eg, “I felt worthless”) and anxiety (eg, “I felt fearful”) symptoms [38]. Participants responded to each item using a 5-point Likert-type scale (1=never, 5=always). Higher total scores reflected higher levels of anxiety and depressive symptoms. Internal consistency was adequate in this sample (Cronbach α=.93 and .90 for the Patient-Reported Outcomes Measurement Information System Depression and Anxiety scales, respectively).

The 5-item National Institutes of Health Toolbox Loneliness Scale [39] was used to assess loneliness. Participants were asked to rate their experience of loneliness in the past week (eg, “I feel alone”) on a 5-point Likert-type scale (1=never, 5=always). Internal consistency was adequate (Cronbach α=.94) in this sample.

Meditation Motivation
Participants were asked to respond to items adapted from the study by Pepping et al [40] to assess motivation for meditation practice. Participants indicated which factors motivated them to begin their meditation practice. Options included physical health, emotional health or stress reduction, sociocultural and spiritual reasons, and “other” to indicate reasons not listed previously (Multimedia Appendix 3).

Concerns About Meditation Apps
To assess participants’ concerns about meditation apps, we adopted 10 items from the studies by Stoyanov et al [41], Torous et al [42,43], and Kenny et al [44]. Example items include “cost of apps,” “I am not interested in them,” “they do not target or help with my goals,” and “technical problems” (Multimedia Appendix 3).
Appendix 3). Participants could select multiple concerns. We evaluated associations between app use and individual concerns, as well as with the total number of concerns.

**Desired Features of Meditation Apps**

Participants were asked to indicate to what extent they were interested in a list of different meditation app features on a 6-point Likert-type scale (1=not at all; 6=a great deal). The sample list of suggested items was generated based on relevant criteria from the Mobile App Rating Scale [41] as well as features included in existing apps or that could be included in future apps. Sample items included were “ability to connect with other users,” “having content related to depression and anxiety,” “having tips for daily life practice,” and “the ability to text with a meditation coach.”

**Data Analysis**

We first calculated the percentage of meditators (ie, those with lifetime exposure to meditation) who indicated having ever used a meditation app and those reporting active app use (weekly or daily) to provide an estimate of the prevalence of meditation app use among meditators. We then examined sociodemographic (age, gender, race and ethnicity, and income), psychological (depression, anxiety, and loneliness), and motivational (initial motivation for practice) characteristics and concerns regarding meditation apps as correlates of lifetime exposure to meditation apps and active app use. Of note, these analyses were conducted with participants who reported lifetime exposure to meditation and completed the follow-up survey (434/953, 45.5%). Correlations were used to provide a comparable effect size across models given that correlations with dichotomous outcomes or predictors are special cases of the Pearson coefficient [34]. A multiple regression model with non-Latinx as the reference group was conducted to examine associations between active app use and specific racial and ethnic subgroups. In total, 2 sets of sensitivity analyses were conducted: one controlling for demographics and one removing outliers (values 3 SDs from the mean). We used partial correlations for sensitivity analyses by controlling for demographics. Instances where the results changed in the sensitivity analyses were noted. Given that we examined several potential correlates of meditation app use, we controlled for false discovery rate (FDR) using the method by Benjamini and Hochberg [45]. P values reported in the text were FDR adjusted [45].

**Results**

**Demographics**

The meditator sample (ie, those with lifetime exposure to meditation) comprised predominantly women (237/434, 54.6%), with 43.5% (189/434) men and 1.8% (8/434) nonbinary or transgender-identifying participants. Most participants (315/434, 72.6%) identified as non-Latinx White individuals, 12% (52/434) identified as African American individuals, 5.3% (23/434) identified as Latinx individuals, 6.7% (29/434) identified as Asian individuals, 0.5% (2/434) identified as Native American individuals, and 3% (13/434) identified as multiracial. Meditators were, on average, aged 43.77 (SD 15.53) years. The average income was US $54,389.56 (SD US $60,126.77; median US $40,000). Less than half (187/434, 43.1%) of the participants had an annual income below the median for the US population (US $34,103) [33].

Sample descriptive statistics of meditators in this study (434/953, 45.5%) are shown in Multimedia Appendix 1. No continuous variables were found to deviate from normality outside the recommended ranges (ie, skewness <2.0 and kurtosis <7.00 [46]). Specifically, skewness ranged from −1.01 to 0.70 and kurtosis ranged from −1.17 to 0.75 in this study. As reported by Goldberg et al [36], the distribution of lifetime hours of meditation practice was as follows: 0 to 10 (82/434, 18.9%), 11 to 100 (179/434, 41.2%), 101 to 500 (71/434, 16.4%), 501 to 1000 (39/434, 9%), 1001 to 5000 (31/434, 7.1%), and ≥5001 (32/434, 7.4%).

**Meditation App Use**

Among meditators (ie, those with lifetime exposure to meditation) who completed the follow-up survey (434/953, 45.5%), more than half (255/434, 58.8%) indicated having used a meditation app in their lifetime. The frequency of current app use among meditators was 7.1% (31/434) daily, 14.5% (63/434) weekly, 10.6% (46/434) monthly, and 20.7% (90/434) several times per year, with the remaining participants reporting either no lifetime exposure to a meditation app (179/434, 41.2%) or no use in the past year (25/434, 5.8%). Meditators with current daily or weekly app use were considered active app users.

Participants with lifetime exposure to meditation apps indicated their most frequently used apps. The most frequently used meditation apps were Headspace (76/255, 29.8%), Calm (73/255, 28.6%), The Mindfulness App (26/255, 10.2%), and Insight Timer (26/255, 10.2%). For those who reported practicing meditation with their most frequently used app weekly, average practice time per week was 48.35 (SD 57.78; range 5 to 420) minutes. For those who reported practicing meditation with their most frequently used app daily, average practice time per day was 24.58 (SD 17.34; range 2 to 90) minutes.

Active app users (weekly or daily use) were predominantly women (61/94, 65%), with 34% (32/94) being men and 1% (1/94) being nonbinary or transgender-identifying individuals. Most active app users (56/94, 60%) identified as non-Latinx White individuals, 22% (21/94) identified as African American individuals, 5% (5/94) identified as Latinx American individuals, 5% (5/94) identified as Asian American individuals, 1% (1/94) identified as Native American individuals, and 6% (6/94) identified as multiracial individuals. The average age of active meditation app users was 40.39 (SD 13.72) years, and the average income was US $67,457 (SD US $84,516; median US $47,500).

**Correlates of Lifetime Exposure to Meditation Apps**

Younger participants were more likely to have tried a meditation app (r=0.24; P<.001). None of the other sociodemographic variables (ie, gender, race and ethnicity, educational background, and income conditions) was associated with lifetime exposure to meditation apps (Table 1 and Figure 1). Anxiety was correlated with increased likelihood of having used a meditation app (r=0.20; P<.001). Depression was also correlated with
increased likelihood of having used a meditation app ($r=0.13; P=.005$), although this association was no longer significant after controlling for demographic variables. Loneliness was not significantly associated with meditation app use ($r=0.09; P=.051$). Those who initially practiced meditation for mental health or stress reduction motives were more likely to have used a meditation app ($r=0.20; P<.001$). In contrast, individuals who first tried meditation practice for social, cultural, or religious reasons were less likely to try meditation apps ($r=-0.12; P=.02$). Other meditation motives were not associated with lifetime exposure to meditation apps: trying meditation for physical health purposes ($r=0.04; P=.36$), for general spiritual or self-transformation ($r=-0.05; P=.31$), and for achieving other ultimate goals (eg, enlightenment or awakening; $r=0.02; P=.70$).

Participants reporting a larger total number of concerns regarding meditation apps were more likely to have used a meditation app ($r=0.18; P=.02$). Similarly, most concerns were associated with increased likelihood of having used a meditation app: cost of apps ($r=0.25; P<.001$), time required for use ($r=0.29; P<.001$), technical issues ($r=0.17; P<.001$), not being user-friendly ($r=0.13; P<.001$), and not being targeted for personal goals ($r=0.13; P<.001$). The only concern that was negatively associated with lifetime exposure to a meditation app was being disinterested in them ($r=-0.32; P<.001$). The remaining concerns (doubt about effectiveness, not recommended by a health care provider, trustworthiness of apps as a source of information, and concerns about the security of health data) were not associated with lifetime exposure to meditation apps ($r=-0.02$ to $0.09; P>.05$ in all cases).
<table>
<thead>
<tr>
<th>Variable</th>
<th>Any lifetime use</th>
<th>Active app use</th>
<th>Demographics</th>
<th>Psychological factors</th>
<th>Initial motivation for meditation</th>
<th>Concerns about meditation apps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>P value</td>
<td>FDR-adjusted P value</td>
<td>r</td>
<td>P value</td>
<td>FDR-adjusted P value</td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−0.24</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.11</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Men</td>
<td>−0.08</td>
<td>.08</td>
<td>.76</td>
<td>−0.15</td>
<td>.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Non-Latinx White</td>
<td>0.07</td>
<td>.12</td>
<td>.09</td>
<td>0.03</td>
<td>.56</td>
<td>.72</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low income</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychological factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>0.13</td>
<td>.005&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.07</td>
<td>0.02</td>
<td>.61</td>
<td>.59</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.20</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.002&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.05</td>
<td>.30</td>
<td>.46</td>
</tr>
<tr>
<td>Loneliness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial motivation for meditation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical motivation&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.04</td>
<td>.36</td>
<td>.32</td>
<td>0.09</td>
<td>.05</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mental motivation&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.20</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.003&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.07</td>
<td>.16</td>
<td>.53</td>
</tr>
<tr>
<td>Cultural motivation&lt;sup&gt;g&lt;/sup&gt;</td>
<td>−0.12</td>
<td>.02&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.047&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.02</td>
<td>.73</td>
<td>.80</td>
</tr>
<tr>
<td>Spiritual motivation&lt;sup&gt;h&lt;/sup&gt;</td>
<td>−0.05</td>
<td>.31</td>
<td>.36</td>
<td>0.11</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.04&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Awakening motivation&lt;sup&gt;i&lt;/sup&gt;</td>
<td>0.02</td>
<td>.70</td>
<td>.48</td>
<td>0.07</td>
<td>.18</td>
<td>.11</td>
</tr>
<tr>
<td>Concerns about meditation apps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total concerns&lt;sup&gt;j&lt;/sup&gt;</td>
<td>0.18</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>−0.01</td>
<td>.78</td>
<td>.67</td>
</tr>
<tr>
<td>Cost concerns</td>
<td>0.25</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.04</td>
<td>.46</td>
<td>.54</td>
</tr>
<tr>
<td>Time concerns</td>
<td>0.29</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.001</td>
<td>.98</td>
<td>.66</td>
</tr>
<tr>
<td>Effectiveness concerns&lt;sup&gt;k&lt;/sup&gt;</td>
<td>0.03</td>
<td>.48</td>
<td>.91</td>
<td>−0.05</td>
<td>.29</td>
<td>.26</td>
</tr>
<tr>
<td>Recommendation concerns&lt;sup&gt;l&lt;/sup&gt;</td>
<td>−0.02</td>
<td>.72</td>
<td>.83</td>
<td>−0.06</td>
<td>.22</td>
<td>.35</td>
</tr>
<tr>
<td>Interest concerns&lt;sup&gt;m&lt;/sup&gt;</td>
<td>−0.32</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.23</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Security concerns&lt;sup&gt;n&lt;/sup&gt;</td>
<td>0.09</td>
<td>.05</td>
<td>.15</td>
<td>0.04</td>
<td>.47</td>
<td>.85</td>
</tr>
<tr>
<td>Target concerns&lt;sup&gt;o&lt;/sup&gt;</td>
<td>0.17</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.002&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.05</td>
<td>.29</td>
<td>.45</td>
</tr>
<tr>
<td>Usability concerns&lt;sup&gt;p&lt;/sup&gt;</td>
<td>0.13</td>
<td>.006&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.15</td>
<td>.002&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.004&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Technical problem concerns&lt;sup&gt;q&lt;/sup&gt;</td>
<td>0.13</td>
<td>.005&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.13</td>
<td>.005&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.01&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trust concerns&lt;sup&gt;r&lt;/sup&gt;</td>
<td>0.07</td>
<td>.17</td>
<td>.15</td>
<td>−0.02</td>
<td>.74</td>
<td>.86</td>
</tr>
</tbody>
</table>

<sup>a</sup>FDR: false discovery rate.
<br><sup>b</sup>P<.001.
<br><sup>c</sup>P<.05.
<br><sup>d</sup>P<.01.
<br><sup>e</sup>Physical motivation: physical health motivations for practice.
<br><sup>f</sup>Mental motivation: mental or emotional health or stress reduction motivations for practice.
<br><sup>g</sup>Cultural motivation: social, cultural, or religious identity motivations for practice.
<br><sup>h</sup>Spiritual motivation: general spiritual or self-transformation motivations for practice.
<br><sup>i</sup>Awakening motivation: enlightenment, awakening, nirvana, or other ultimate goal motivations for practice.
<br><sup>j</sup>Total concerns: the total number of concerns.
<br><sup>k</sup>Effectiveness concerns: unsure whether apps are effective.
Correlates of Active App Use

Correlational analysis results surviving FDR P value correction indicated that active app users (weekly or daily) were less likely to be non-Latinx White ($r=-0.15$; $P<.001$). Active app users were also less likely to indicate that they were disinterested in meditation apps ($r=-0.23$; $P<.001$) and more likely to endorse concerns regarding apps not being user-friendly ($r=0.15$; $P=.002$) and having technical problems ($r=0.13$; $P=.005$). Other demographic factors such as age, gender, education, and income were not associated with active app use. The associations between active app use and other concerns regarding meditation apps, the total number of concerns, and motives for meditation practices did not survive $P$ value correction (Table 1).

To further examine the racial and ethnic demographics of active meditation app users, a multiple regression model was conducted using non-Latinx White participants as a reference group. The results showed that Black ($\beta=0.18$; $P<.001$) and multiracial ($\beta=0.12$; $P=.01$) participants were more likely to be active app users relative to non-Latinx White participants. This effect persisted after controlling for age, gender, education, and income status ($\beta=0.16$ and .11 and $P=.001$ and .02 for Black and multiracial participants relative to non-Latinx White participants, respectively). There were no significant differences between other racial and ethnic groups and non-Latinx White participants in terms of active use of meditation apps (Table 2).

Figure 1. Correlations between participant factors and meditation app use (ie, lifetime and active use; n=434). The bars indicate correlation coefficients with 95% CIs. See Table 1 for these data in tabular format. Active app use: weekly or daily use; awakening motivation: enlightenment, awakening, nirvana, or other ultimate goal motivations for practice; cultural motivation: social, cultural, or religious identity motivations for practice; effectiveness concerns: unsure whether apps are effective; interest concerns: not interested in using apps; mental motivation: mental or emotional health or stress reduction motivations for practice; physical motivation: physical health motivations for practice; recommendation concerns: not recommended by a health care provider; security concerns: concerns regarding the security of health data; target concerns: not targeting or helping with personal goals; technical problem concerns: experiencing technical problems; trust concerns: apps not being a trustworthy source of information; usability concerns: apps not being user-friendly.
Table 2. Associations between demographic variables and active app use (n=434).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>β (SE&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race and ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>.16 (0.05)</td>
<td>0.07 to 0.25</td>
<td>.001</td>
</tr>
<tr>
<td>Latinx</td>
<td>.01 (0.05)</td>
<td>−0.09 to 0.10</td>
<td>.90</td>
</tr>
<tr>
<td>Asian</td>
<td>−.04 (0.05)</td>
<td>−0.13 to 0.06</td>
<td>.46</td>
</tr>
<tr>
<td>Native American</td>
<td>.03 (0.05)</td>
<td>−0.06 to 0.13</td>
<td>.47</td>
</tr>
<tr>
<td>Multiracial</td>
<td>.11 (0.05)</td>
<td>0.02 to 0.21</td>
<td>.02</td>
</tr>
<tr>
<td>Age</td>
<td>−.11 (0.05)</td>
<td>−0.21 to −0.01</td>
<td>.03</td>
</tr>
<tr>
<td>Men</td>
<td>−.11 (0.05)</td>
<td>−0.20 to −0.02</td>
<td>.02</td>
</tr>
<tr>
<td>Low income</td>
<td>−.16 (0.05)</td>
<td>−0.26 to −0.06</td>
<td>.002</td>
</tr>
<tr>
<td>College</td>
<td>.00 (0.05)</td>
<td>−0.10 to −0.10</td>
<td>.95</td>
</tr>
</tbody>
</table>

<sup>a</sup>SE rounded to 2 digits.

<sup>b</sup>Non-Latinx White participants as a reference group.

Concerns About Meditation Apps

The most common concern regarding meditation apps among meditators was the cost of the apps (184/434, 42.4%; Figure 2). Doubts regarding app effectiveness (154/434, 35.5%), time required for use (92/434, 21.2%), and lack of interest (89/434, 20.5%) were also commonly endorsed. Fewer participants endorsed concerns about app usability (ie, not being user-friendly; 29/434, 6.7%), technical problems (19/434, 4.4%), and apps not being recommended by a health care provider (13/434, 3%; Figure 2; Multimedia Appendix 4).

Figure 2. Concerns about meditation apps among meditators (n=434). The bars indicate the percentage of the sample reporting a given concern along with 95% CIs. Effectiveness: unsure whether apps are effective; security: concerns regarding the security of health data; target goals: not targeting or helping with personal goals; technical problems: experiencing technical problems; trustworthy: apps not being a trustworthy source of information; usability: apps not being user-friendly.

Desired Features of Meditation Apps

Meditators reported the extent to which they desired various features (1=not at all; 6=a great deal) within meditation apps (Figure 3; Multimedia Appendix 4). Among the list of desired features, the most highly rated included having tips for daily life practice (mean 4.28, SD 1.53), the ability to set reminders to practice (mean 4.19, SD 1.67), encouragement to try “mini” meditation practices based on one’s mood (mean 4.19, SD 1.60), providing content related to depression and anxiety (mean 3.93, SD 1.71), and functions to track mood for customized practices (mean 3.77, SD 1.63). Less highly rated features included automated feedback based on phone sensors (mean 2.67, SD 1.67) and the ability to speak with a meditation coach by phone or video (mean 2.60, SD 1.68). The lowest-rated app features were the ability to connect with other users (mean 2.26, SD
1.57) and the ability to link use to social media (eg, Facebook, Twitter, Instagram, and TikTok; mean 1.72, SD 1.27).

Figure 3. Desired features of meditation apps among meditators (n=434). Interest level was rated from 1 (not at all) to 6 (a great deal). The bars indicate the mean ratings with 95% CIs. Connect with others: ability to connect with other users; depression or anxiety content: content related to depression and anxiety; journaling: opportunity to journal or complete reflections about the experience; link with social media: ability to link app use to social media; mood-based mini practice: encouragement to try mini meditation practices based on mood; reminders: ability to set practice reminders; rewards: rewards (eg, trophies) for practicing for a certain number of days; sensor feedback: automated feedback based on sensors in phone (eg, location, SMS text messages, and camera); speak with coach: ability to speak with a meditation coach; text coach: ability to text with a meditation coach; tips: tips for daily life practice; track mood: complete questionnaires that track mood to customize practices.

Discussion

Principal Findings

This study sought to characterize the current status of meditation apps within the broader context of meditation practice using a population-based sampling method. We examined the prevalence of meditation app use, correlates of use, and concerns and desired features of meditation apps among meditators (ie, those with lifetime exposure to meditation). To contextualize our sample, it is worth comparing sample demographics with those of meditators from nationally representative surveys. Data on the demographics of those with past-year exposure to meditation were reported for the 2012 NHIS [47]. Of note, this is not a perfect comparison given the differing definitions of meditation practice (ie, past-year exposure in the NHIS vs lifetime exposure in this sample) as well as the timing of data collection (2012 vs 2020). However, both samples were of similar age (average age of 43.77, SD 15.53 years in this sample vs most participants being aged between 25 and 64 years in the 2012 NHIS), were mostly college educated (247/434, 56.9% in this sample vs 61.19% in the 2012 NHIS), comprised mostly women (237/434, 54.6% in this sample vs 51.35% in the 2012 NHIS), and had a similar proportion of Black individuals (52/434, 11.98% in this sample vs 12.37% in the 2012 NHIS). In contrast, this sample had fewer Latinx individuals (23/434, 5.3% vs 15.40% in the 2012 NHIS), which may have been due to Prolific matching on race but not ethnicity, as noted previously. The largest difference between the samples was in the proportion of individuals who reported practicing meditation, with 49.3% (470/953) of this screening survey sample reporting lifetime exposure to NHS-defined meditation categories versus 4.1% with past-year exposure in the 2012 NHIS. This difference may be due to Prolific participants differing from the general population in ways not captured by Prolific’s representative sampling feature. It may also be attributed to the difference in the time frame of the measures (ie, lifetime vs past-year exposure) or reflect the increase in meditation use over the past decade [48].

A striking finding that emerged was the frequency of app use among meditators. Most meditators (255/434, 58.8%) had used a meditation app at least once in their lives, and approximately 1 in 5 (94/434, 21.7%) used meditation apps weekly or more frequently. Thus, it appears that meditation apps are a major component of meditation practice for meditators in the US. The wide use of meditation apps among meditators in the US mirrors the dramatic rise in the adoption of mobile technology generally (eg, smartphones and social media) [49,50] as well as the prominence of meditation content within mental health apps [21]. We also found that active app users were predominantly women (61/94, 65%) and non-Latinx White (56/94, 60%) individuals. This is consistent with the study by Huberty et al [27], who reported that participating subscribers of the Calm app were also predominantly women (79.94%) and White (81.41%) individuals. Several participant characteristics were associated with increased likelihood of lifetime exposure to meditation apps and active app use. Younger age, higher anxiety, and an initial mental health motivation were associated with greater likelihood of lifetime meditation app use. It may not be surprising that younger people are more likely to try meditation apps given...
that younger people are more likely to own smartphones and use the internet [51]. The finding that those with higher anxiety and mental health motivations are more likely to try meditation apps is consistent with prior work indicating that mental health concerns are associated with meditation use generally [52].

An intriguing finding was a pattern of increased concerns regarding meditation apps among lifetime meditation app users. We saw this pattern both for the total number of concerns and for endorsement of several specific concerns, including cost, time required, technical issues, user-friendliness, and not being targeted for personal goals. This finding was unexpected given the assumption that these concerns would discourage participants from using meditation apps. On the basis of the observed pattern of findings, these concerns are presumably the result rather than the cause of meditation app use, with individuals who have used these tools finding them lacking in these specific ways. This may be a reasonable possibility given that individuals who have used meditation apps may have a more realistic (and concerning) sense of the cost, time required, and user-friendliness of these apps. In contrast, the only concern that was negatively associated with lifetime exposure to meditation apps was a lack of interest in using them.

Patterns differed somewhat when examining correlates of active app use (weekly or daily). Active users were also younger but less likely to be men, have a low income, and be non-Latinx White individuals. The association with race and ethnicity is particularly intriguing given evidence that racial and ethnic minority populations face more barriers to receiving mental health services [53-55] and tend to access mental health care less frequently than non-Latinx White individuals [56]. Higher active use of meditation apps among racial and ethnic minority participants supports the notion that meditation apps, along with other technology-based interventions, may reduce barriers to mental health care [53-55] and tend to access mental health care less frequently than non-Latinx White individuals [56]. Higher active use of meditation apps among racial and ethnic minority participants supports the notion that meditation apps, along with other technology-based interventions, may reduce barriers to mental health care [53-55] and tend to access mental health care less frequently than non-Latinx White individuals [56].

In terms of desired features, meditators were interested in lighter-weight features, such as tips and reminders for practice and encouragement to engage in brief “mini” practices. This finding aligns with previous research documenting participants’ interest in reminders in health apps [60]. Meditators were also interested in mental health content (depression, anxiety, and mood tracking), which aligned with links between both mental health concerns and motivations and lifetime exposure to meditation apps. In contrast, interest in social components was low. Specifically, meditators were less interested in linking use to social media and connecting with other users and meditation teachers through texting or calling. This finding contradicts prior work demonstrating that social factors such as subjective norms (ie, perception of others’ attitudes on meditation practice) predict meditation app use [61]. A potential explanation for this discrepancy may be the difference in relationship closeness. Specifically, participants in this study reported low interest in connecting with individuals with whom they were likely less close (ie, meditation teachers and other app and social media users), whereas participants in the study by Crandall et al [61] reported their significant others’ perceptions of meditation practice. It is possible that participants perceive meditation as a private or even solitary health behavior, which limits their interest in linking use to social media and connecting with other users and meditation teachers. At the same time, it is important to acknowledge that even features rated as less desirable in this study may in fact be welcome or helpful to certain meditation app users. For instance, several popular meditation apps include these low-rated components (eg, ability to connect with others in Insight Timer and ability to connect with meditation teachers in Ten Percent Happier) [62,63].

Limitations
Several limitations of this study are noteworthy. First, we conducted a web-based survey, which restricted participants to those with access to the internet. Moreover, our study focused on individuals with lifetime exposure to meditation as defined by the NHIS (ie, mindfulness, mantra, or spiritual meditation), and our sample demographics did not align perfectly with the general US demographics. Therefore, findings may not be generalizable to meditation-naive individuals, those who practice other types of meditation, and the general US population. In addition, the data for app use were collected based on self-report measures, which were susceptible to retrospective and social desirability biases [64]. The results may have been different if app use data had been tracked objectively [65]. Another important limitation was that we assessed a limited number of potential concerns and desired features. It is possible that some important concerns and desired features were not adequately captured. Similarly, we examined only a small set of potential predictors (eg, demographics, anxiety, depression, loneliness, motivation, and concerns about apps) of meditation app use. There are surely many important participant and app-specific characteristics that were not evaluated.

Future Directions
Given the widespread use of meditation apps among meditators, an important future direction is the additional assessment of meditation app use in national surveys that investigate
complementary and integrative health use (eg, NHIS) [66]. Such data could provide a more trustworthy depiction of the role of these technologies than the one this study could provide. A second future direction would involve systematically examining whether the desired features (eg, tips and reminders for practice) are included in publicly available apps (eg, Headspace and Calm). Such a study could empirically assess which features are associated with user ratings of and persistence in using these apps. For example, Huberty et al [27] evaluated the mood check-in feature of the Calm app and found that the use of this feature was associated with higher meditation practice frequency in Calm users, particularly for inactive users. Further observational and experimental studies can be conducted to identify baseline characteristics related to persistence in using meditation apps, as has been done previously [61]. Given that cost is a potentially major barrier to the use of meditation apps, efforts should be made to develop viable cost models for meditation apps. Potential ways of addressing this issue include reimbursement through insurance and increasing awareness of free apps [67]. The intriguing finding that racial and ethnic minority meditators may be more likely to use apps more actively than non-Latinx White participants supports ongoing efforts to develop culturally congruent digital tools [68]. Regarding concerns about the effectiveness of meditation apps, it will be essential to continue conducting rigorous randomized controlled trials to evaluate app effectiveness, with the results of these trials communicated to potential users through public health campaigns. In addition, consumer confidence in digital health technologies may increase when these technologies receive approval from the Food and Drug Administration [69].
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Abstract

Background: Repetitive negative thinking (RNT) is a cognitive risk factor for various disorders. Although brief mindfulness-based interventions (MBIs; lasting 20-30 minutes or shorter) are effective tools to reduce RNT, the effect of a minimal (5-minute) MBI remains largely unknown.

Objective: We investigated the acute changes in RNT induced by a 10-day minimal MBI (body scan before sleeping) using an ecological momentary assessment (EMA) administered during the MBI training phase. In addition, we examined longer-term effects on the postintervention and 2-month follow-up assessments for questionnaire-based RNT and psychological distress.

Methods: A total of 68 participants (community sample, aged 18-55 years; n=58, 85% women) were randomly allocated to either the intervention group (n=35, 51%) or the no-training control group (n=33, 49%). Both groups completed a 10-day EMA phase of RNT, during which only the intervention group performed a daily 5-minute body scan before sleeping.

Results: The intervention group showed a significantly larger reduction in questionnaire-based RNT than the control group at the follow-up assessment (for growth-curve modeling analysis [GMA], $d_{GMA}=-0.91; P<.001$), but this effect was not observed during the EMA phase or at the postintervention assessment. Furthermore, the intervention group showed significantly larger decreases in stress both at the postintervention ($d_{GMA}=-0.78; P<.001$) and follow-up ($d_{GMA}=-0.60; P<.001$) assessments than the control group. We found no intervention effects on depressive and anxiety symptoms.

Conclusions: A 5-minute body scan before sleeping reduces RNT and stress when continued for at least 10 days; however, the results suggest that this effect only appears with some time lag because no acute changes during and immediately after the intervention emerged for RNT.

(KEYWORDS mindfulness; repetitive negative thinking; stress; daily life; ecological momentary assessment; mobile phone

Introduction

Background

It is estimated that approximately one-third of the global population is affected by mental disorders [1], which are associated with high direct and indirect costs for the individual and society [2,3]. In addition, subclinical levels of psychopathology lead to considerable dysfunction and impairment [4]. However, there is limited access to mental health services provided by mental health professionals [4], necessitating a self-management strategy to maintain and improve mental health and prevent the onset of mental disorders [5].

As a promising treatment approach for a variety of mental health outcomes, mindfulness-based interventions (MBIs) have increasingly captured the interest of the scientific community
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over the past 3 decades [6]. Standardized MBIs such as mindfulness-based stress reduction (MBSR) [7,8] and mindfulness-based cognitive therapy (MBCT) [9] have been established as effective prevention and treatment approaches for various mental health outcomes in clinical [10,11] and nonclinical populations [12-14]. Importantly, MBIs are shown to be effective not only in improving symptoms but also in reducing vulnerability factors such as depressive rumination and repetitive negative thinking (RNT) [15,16].

However, programs such as MBSR and MBCT require substantial time investment from practitioners [12]. Hence, brief MBIs have been developed to enhance the accessibility of MBIs.

Although brief MBIs are suitable for addressing the accessibility issue, a consensus has not yet been reached concerning how much exercise should be included in a single session and for how many days the intervention should be continued, which poses an obstacle for the widespread implementation of MBIs as a mental health tool [17,18]. A systematic review [19] found that even a minimal set of brief MBIs (ie, 5-20 minutes in duration, mostly mindfulness audios) in 1 session can have a positive effect on negative mood, anxiety, or associated factors such as rumination in healthy and clinical populations.

However, the longevity of the effects of brief MBIs is unclear [19,20], and only a few studies have examined the real-time effects of MBIs using ecological momentary assessment (EMA) designs [21-23]. In an EMA study, participants are typically asked to provide systematic self-reports of their everyday lives repeatedly during their waking hours [24]. This web-based ecologically valid assessment approach improves temporal resolution, allowing researchers to capture even brief changes in symptoms. A study administering EMA during MBSR [22] suggested that the intervention improved mindfulness skills, depression, and anxiety symptoms throughout the intervention. Interestingly, these effects emerged only in the EMA-assessed symptoms but not in the symptoms reported in the pre- and postintervention phases. Another study [23] conducted EMA during an 8-week MBI program in which participants were instructed to choose from meditations varying in length from 5 to 20 minutes. The results indicated that the effects of the MBI appeared immediately, highlighting a pronounced decline in anxiety and sleep problems and an acute increase in happiness within the first weeks of the intervention program [23]. Furthermore, the total number of minutes meditated was not a statistically significant predictor of outcomes at the 8-week assessment point [23]. There is also an EMA study [25] that targeted changes in a cognitive dysfunction (rumination) over 42 days of an MBI, which consisted of 20-minute daily meditation practice sessions. The changes in rumination seemed to follow a 3-phase pattern: during the first week of the MBI, rumination decreased rapidly; between days 10 and 30, it remained stable; and after 30 days of practice, it decreased again [25].

To expand these earlier EMA-mindfulness works, this study used EMA to examine the effect of a minimal (ie, 5-minute) MBI on a marked cognitive vulnerability factor for psychopathology, that is, RNT. We targeted RNT as the main outcome here because the theory underlying MBCT [9] highlights the role of this maladaptive thinking style as a putative mechanism of change for an MBI; specifically, it has been proposed that MBIs enhance awareness of, and disengagement from, RNT, which reduces symptoms and prevents a relapse of depression [9]. RNT is defined as excessive and repetitive thinking about one’s current concerns, problems, past experiences, or worries about the future [26]—conceptually encompassing depressive rumination and anxious worry. RNT is an important risk and maintenance factor for various mental disorders, including depression and anxiety [26], and has been a target of prevention and intervention [27-29]. Although there is no consensus concerning the mechanisms underlying an MBI to date [30], a growing body of literature suggests that alterations in RNT are a significant contributing factor to the effects of an MBI [31,32].

Although RNT is typically operationalized as a ruminative tendency (or trait factor), it has been shown that RNT has some temporal variability that may hint at how RNT-focused interventions can be implemented. An EMA study [33] found that RNT levels have a U-shaped diurnal variation—being the highest in the morning and evening. This pattern was replicated by another EMA study, which also identified individual differences owing to depressive symptoms, that is, individuals with higher levels of depressive symptoms tend to experience higher levels of ruminative thinking in the evening [34]. Evening rumination seems to be triggered by a lack of social distractors, such as interaction with others [35], and is associated with increased autonomic arousal [36] and poor sleep quality [37-39]. Therefore, the evening is a critical time window to effectively implement psychological interventions targeting RNT.

**Objectives**

In this study, participants performed a 5-minute body scan before sleeping, which we expected to prevent the occurrence of, and help disengage from, RNT. As supporting evidence for an MBI at night, it has been suggested that a 6-minute mindfulness induction before sleeping improves athletes’ sleep quality (although evidence is lacking for RNT) [40]. Therefore, we aimed to provide direct evidence of the effectiveness of a minimal MBI before sleeping to reduce RNT. To establish this effect, we used a 2×3 factorial design with 2 groups (MBI group vs no-training control group) and 3 assessment points (baseline, after the intervention, and 2-month follow-up), as well as continuous EMA to capture the acute in-training changes in RNT throughout the MBI. Our primary outcome was RNT, and we also assessed psychological distress symptoms (ie, depressive, anxiety, and stress symptoms) as secondary outcomes at each assessment. First, we hypothesized that the intervention group would show a significant decrease in EMA-assessed RNT as the MBI progressed, whereas the control group would maintain their initial levels of RNT over time (hypothesis 1). Second, we hypothesized that the intervention group would show a significant reduction in questionnaire-assessed RNT from baseline to the postintervention and follow-up assessments (hypothesis 2).
Methods

Participants
Participants were recruited at the university campus of Ludwig-Maximilians-Universität München (LMU Munich) and from the Munich metropolitan area on the web (Facebook and eBay Kleinanzeigen [advertisements in the personal columns]), as well as via flyers and by using the university’s email distribution list (covering graduate and undergraduate students). Participants were required to be aged at least 18 years and fluent in German and were excluded if they had practiced mindfulness daily in the past 3 months before the study [41] or had a neurological disorder or a serious disorder for which mindfulness practice may have adverse effects (cardiac function disorders, hypotension, bronchial asthma, migraines, seizure disorders such as epilepsy, attention-deficit/hyperactivity disorder, and dementia). Each participant was informed of the purpose of the study at the recruitment as follows: “The aim of this study is to investigate the effect of a short mindfulness exercise before bedtime on mood, sleep quality, and cognitions. You will be allocated to one of two groups. One group performs a short mindfulness exercise every day whereas the other group does not change anything in their everyday life.” Eligible participants (N=69) were then assessed for the inclusion criteria (Figure 1). Of these 69 participants, 1 (1%) was excluded because of an asthma condition. The remaining participants were randomly allocated to either the intervention group (35/68, 51%) or the control group (33/68, 49%) following a predetermined random allocation sequence generated by Random [42].

An a priori power analysis was conducted using G*Power [43] to determine the sample size. Querstret et al [14] reported an effect of Hedges $g=-1.13$ in the postintervention levels of rumination in nonclinical samples, which gives the required sample size as 28, with the assumptions of $\alpha=.05$ and power=0.80.

Procedure
Participants attended the preintervention assessment (T0) at the laboratory of LMU Munich, where they provided written informed consent and completed questionnaires for demographics and baseline symptomatology. Note that data were collected within a larger study (Takano, K, unpublished data, October 2022) using a test battery, including other measures, that are not reported here. Participants were randomly allocated to either the intervention or the no-training control
group following the randomization sequence that had been created before data collection. No blinding procedures were performed. Participants were instructed to use the EMA app (MobileQ; KU Leuven), which they had installed on their Android smartphone before the appointment (in case of technical issues or if they did not own an Android smartphone, the participants received a smartphone for the duration of the study). Upon complying with this instruction, participants read through all EMA questions, and any unclear points regarding the study procedure were resolved by an experimenter. The intervention group received further instructions for the 5-minute MBI. The day after the T0 assessment, all participants started the 10-day EMA and, if they were allocated to the intervention group, the MBI training sessions. Participants completed the same questionnaires as the ones administered at T0 on a web-based platform the day after the completion of the 10-day EMA (T1, after the intervention) and 2 months later (T2, follow-up).

Furthermore, the T2 assessment included 1 question asking whether participants had performed mindfulness practice during the period between the postintervention and follow-up assessments (refer to Figure 2 for the flow of the study).

After completion of the T2 assessment, the participants were debriefed and provided with either course credit or monetary compensation. For monetary compensation, participants received €8 (US $8.8) per hour for assessments and had the chance to win 1 of 10 €20 (US $22) vouchers, depending on their compliance during the EMA. For student participants, course credit was given based on compliance during the EMA. In addition, all participants who completed both T1 and T2 assessments had the opportunity to win a €50 (US $55) voucher. The data collection started in November 2019 and ended in May 2020, and we did not change any aspect of the study protocol even after the COVID-19 pandemic.

Figure 2. Flow of the study. DASS: Depression Anxiety Stress Scale; EMA: ecological momentary assessment; PTQ: Perseverative Thinking Questionnaire; RNT: repetitive negative thinking.

Assessments (at laboratory)
- PTQ (RNT); DASS (depression, anxiety, and stress)

<table>
<thead>
<tr>
<th>Baseline (T0)</th>
<th>After the intervention (T1)</th>
<th>Follow-up (T2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 days</td>
<td>2 months</td>
<td></td>
</tr>
</tbody>
</table>

Experimental:
- EMA (5 times per day; RNT)
- Body scan (each night)
Control:
- EMA (5 times per day; RNT)

Ethics Approval
The ethics committee of the Department of Psychology at LMU Munich approved the study protocol (approval ID: 11_2019_Takano_b).

MBI Practice
Participants in the intervention group performed a 5-minute guided version of the body scan derived from MBSR [7] as an MBI each night throughout the EMA. Participants were instructed to practice the body scan before going to sleep as their final activity of the day and to mindfully guide their attention from their feet to the head in a nonjudgmental manner. It has been shown that guided exercises support participants in practicing mindfulness [44], and the body scan is considered a good starting point for mindfulness practice [45]. In addition, it is one of the most popular meditation exercises among novices [46]. Participants in the control group were instructed to go about their day as usual.

Measures
RNT Assessment
RNT was assessed using the 15-item Perseverative Thinking Questionnaire (PTQ) [47]. Three subscales assess RNT as a transdiagnostic process, with 9 items covering the three core characteristics of RNT: (1) repetitiveness, (2) intrusiveness, and (3) difficulties in disengaging from thoughts; for each core characteristic, 3 questions are asked concerning the unproductiveness and mental capacity captured by RNT. Items were rated on a scale ranging from 0=never to 4=almost always. The total sum score for all 15 items was computed. The PTQ is a valid measurement instrument for RNT [47]. In this study, internal consistency was excellent, with Cronbach α=.93 for the sum score and internal consistencies of Cronbach α=.92 (core characteristics), Cronbach α=.82 (unproductiveness), and Cronbach α=.84 (mental capacity) for each respective subscale.

Psychological Distress Symptoms
Depressive, anxiety, and stress symptoms were measured using the German short form [48] of the Depression Anxiety Stress Scale (DASS) [49] for nonclinical populations. Participants were asked to rate 21 items within the time frame of the previous
week on a scale ranging from 0=did not apply to me at all to 3=applied to me very much or most of the time. The total score for each subscale was computed (depression, anxiety, and stress: 7 items each). The DASS showed good internal consistencies: Cronbach α=.83 (depression), Cronbach α=.77 (anxiety), and Cronbach α=.83 (stress).

**EMA Method**

The EMA was conducted using a smartphone app, MobileQ [50]. Participants received 5 prompts daily for 10 consecutive days. In response to each prompt, participants had to start a short survey within 90 seconds. At each prompt, participants were asked to rate 4 items adapted from the PTQ [51] on a scale ranging from 0=not at all to 7=very much concerning their current RNT: that is, “The same thoughts keep going through my mind again and again” (repetitiveness), “Thoughts come to my mind without me wanting them to” (intrusiveness), “I get stuck on certain issues and can’t move on” (uncontrollability), and “I feel disturbed by negative thoughts” (distress). The distress item was adapted from the original wording [51] to fit in the context of this study. The mean score of all 4 items was computed. In addition, the first prompt of each day included an item intended as an adherence check for the body scan, where participants were asked to indicate whether they had practiced the 5-minute body scan the previous night (compare with the study by Hülsheger et al [52]). A duration of 10 days was chosen because RNT has been shown to rapidly decrease during the first week of mindfulness practice [25]. The number of daily assessments was based on general guidelines [53]. Furthermore, a sampling design of 5 daily assessments across 10 days is recommended [51] because this sampling frequency has been shown to yield the best trade-off between participant burden and information obtained by EMA. Each EMA included items other than RNT, such as momentary levels of affect (rated on a slider ranging from 0=unpleasant to 100=pleasant). We found no significant effect of the MBI on the affect (valence) ratings, and thus we focused exclusively on RNT in the Results section.

The first EMA prompt of each day was sent at 9 AM, and the remaining 4 prompts were scheduled at random times between 10 AM and 10 PM, each prompt separated by an average of 2 hours. The estimated time to answer all questions was 2 minutes.

**Data Analyses**

Multilevel modeling was performed on the intention-to-treat sample with (restricted) maximum likelihood (ML) estimation implemented by the R packages lme4 [54] and lmerTest [55]. This analytic approach has some advantages in modeling the random effect structure and handling missing data. For hypothesis 1 (RNT would decrease over the 10-day MBI training phase), a multilevel model was estimated on the RNT, as assessed by the EMA. We assumed a 2-level nested structure, with assessment-level variables nested within the person-level variables. The model is formulated as follows:

Promt level:

\[ RNT_{ij} = \beta_{0j} + \beta_{1j} Time_{ij} + r_{ij} \]  

(1)

Person level:

\[ \beta_{0j} = \gamma_{00} + \gamma_{01} Group_{j} + u_{0j} \]  

(2)

\[ \beta_{1j} = \gamma_{10} + \gamma_{11} Group_{j} + u_{1j} \]  

(3)

RNT_{ij} is the momentary level of RNT for participant i for the prompt j of the EMA. Group is a dummy code indicating group allocation, with 0 for the control group and 1 for the intervention group. The residual is denoted by r. The intercept and slopes (\( \beta_{0j} \) and \( \beta_{1j} \)) were allowed to vary across participants with person-level random effects (\( u_{0j} \) and \( u_{1j} \)), and the cross-level interaction effect (\( \gamma_{11} \)) represents the group differences in the (linear) change over the MBI training phase. In other words, we tested whether the rate of change in RNT (\( \beta_{1j} \)) would differ between the 2 groups, and this difference was modeled by the interaction effect (\( \gamma_{11} \)). We performed model selection using information criteria (with the ML estimator) to see whether a polynomial function would better approximate the changing pattern of RNT than a linear function of time. However, we found that the linear function was better than the quadratic and cubic functions, and thus we decided to focus exclusively on the linear change in the Results section.

To test the effects of our MBI at the T1 and T2 assessments (ie, hypothesis 2), we estimated a similar 2-level model for each of the 4 outcome measures (but with the restricted ML estimator): the PTQ and DASS depression, anxiety, and stress subscales. Each model is formulated as follows:

**Assessment level**:

\[ Outcome_{ij} = \beta_{0j} + \beta_{1j} DT_{1ij} + \beta_{2j} DT_{2ij} + r_{ij} \]  

(4)

**Person level**:

\[ \beta_{0j} = \gamma_{00} + \gamma_{01} Group_{j} + u_{0j} \]  

(5)

\[ \beta_{1j} = \gamma_{10} + \gamma_{11} Group_{j} + u_{1j} \]  

(6)

\[ \beta_{2j} = \gamma_{20} + \gamma_{21} Group_{j} + u_{2j} \]  

(7)

**Outcome_{ij}** is the outcome value of participant i at assessment j. The time variables \( DT_{1j} \) and \( DT_{2j} \) are dummy codes representing the changes between the T0 and T1 assessments and between the T0 and T2 assessments, respectively. Both the intercept and slopes (\( \beta_{0j}, \beta_{1j}, \text{ and } \beta_{2j} \)) were allowed to vary across participants with person-level random effects (\( u_{0j}, u_{1j}, \text{ and } u_{2j} \), respectively). The variance of random effects was fixed at 0 if the estimates exceeded 0. The 2 interaction effects (\( \gamma_{11} \) and \( \gamma_{21} \)) were of particular interest because they represented group differences in the changes between the 2 given assessments.

Post hoc (simple slope) tests were conducted for any significant interaction effects between time and group. Effect sizes were defined in the framework of the growth-curve modeling analysis (GMA) [56], that is, \( d_{GMA} \) was calculated by first multiplying the fixed effect by time (ie, the average change in a given time window) and then dividing the product by the raw SD of the outcome. This metric is comparable with Cohen d. For each analysis, we tested whether the results were unchanged even after controlling for covariates (ie, age, gender, and spontaneous engagement in mindfulness practice up to the follow-up assessment).
Results

Descriptive Data and Compliance

The final sample consisted of 68 participants aged 18 to 55 (mean 26.79, SD 9.41) years (n=58, 85% women). The descriptive statistics for the T0, T1, and T2 assessments are presented in Tables 1 and 2. The mean compliance among the 2 groups during the EMA was 76.73% (SD 16%). Participants in the intervention group (35/68, 51%) had a slightly higher mean compliance (78%, SD 16%) than participants in the control group (31/68, 49%; 75%, SD 16%). Of the 31 participants in the control group, 2 (6%) had no available EMA data (n=1, 50% did not start the EMA, and n=1, 50% did not respond to any EMA signals). Participants showed excellent adherence to the intervention; they performed our 5-minute body scan for a mean 86.98% (SD 11%) of the days during the MBI training phase. Only 1 (3%) of the 35 participants performed <70% of the MBI training sessions. At the T2 assessment, of the 31 participants in the intervention group, 12 (39%) reported that they had stopped mindfulness practice after the 10-day training period, 18 (58%) had continued the practice at least once a month, and 1 (3%) had practiced mindfulness for most of the days. Note that the self-guided continuation of the MBI exercises was a spontaneous reaction because we did not instruct the participants to continue the practice. In the control group, of the 28 participants, 11 (39%) reported having engaged in spontaneous mindfulness practice after the T1 assessment, and 2 (7%) reported having practiced mindfulness on most of the days.

Table 1. Demographics and baseline characteristics (n=68).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control group (n=33)</th>
<th>Intervention group (n=35)</th>
<th>Group difference</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>27.76 (10.69)</td>
<td>25.89 (8.07)</td>
<td>0.81 (66)</td>
<td>.42</td>
</tr>
<tr>
<td>Gender, n (%):</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>4 (12)</td>
<td>6 (17)</td>
<td>N/A</td>
<td>.81</td>
</tr>
<tr>
<td>Woman</td>
<td>29 (88)</td>
<td>29 (83)</td>
<td>0.1 (1)</td>
<td>.81</td>
</tr>
<tr>
<td>EMAb compliance (%), mean (SD)</td>
<td>78 (16)c</td>
<td>75 (16)</td>
<td>0.59 (64)</td>
<td>.55</td>
</tr>
<tr>
<td>T0 (baseline) measures, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTQd</td>
<td>3.14 (9.27)</td>
<td>28.97 (10.45)</td>
<td>1.05 (66)</td>
<td>.30</td>
</tr>
<tr>
<td>DASS-D</td>
<td>3.94 (3.57)</td>
<td>3.81 (3.96)</td>
<td>0.14 (63)</td>
<td>.89</td>
</tr>
<tr>
<td>DASS-A</td>
<td>3.48 (3.31)</td>
<td>2.69 (2.97)</td>
<td>1.05 (66)</td>
<td>.30</td>
</tr>
<tr>
<td>DASS-S</td>
<td>5.94 (4.04)</td>
<td>6.71 (3.91)</td>
<td>−0.78 (64)</td>
<td>.44</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bEMA: ecological momentary assessment.
cOf the 33 participants in the control group, 2 (6%) had no EMA data.
dPTQ: Perseverative Thinking Questionnaire.
eDASS-D: Depression Anxiety Stress Scale, depression subscale.
fDASS-A: Depression Anxiety Stress Scale, anxiety subscale.
gDASS-S: Depression Anxiety Stress Scale, stress subscale.

Table 2. Descriptives at the postintervention and follow-up assessments.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Postintervention assessment, mean (SD)</th>
<th>Follow-up assessment, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control group (n=29)</td>
<td>Intervention group (n=34)</td>
</tr>
<tr>
<td>PTQd</td>
<td>27.55 (11.33)</td>
<td>22.68 (8.79)</td>
</tr>
<tr>
<td>DASS-Db</td>
<td>3.19 (3.64)</td>
<td>2.52 (3.13)</td>
</tr>
<tr>
<td>DASS-Ac</td>
<td>2.39 (2.77)</td>
<td>1.33 (2.03)</td>
</tr>
<tr>
<td>DASS-Sd</td>
<td>5.59 (5.00)</td>
<td>3.88 (2.78)</td>
</tr>
</tbody>
</table>

aPTQ: Perseverative Thinking Questionnaire.
bDASS-D: Depression Anxiety Stress Scale, depression subscale.
cDASS-A: Depression Anxiety Stress Scale, anxiety subscale.
dDASS-S: Depression Anxiety Stress Scale, stress subscale.
Hypothesis 1: EMA-Assessed RNT Throughout the MBI Training Phase
To test the temporal changes in RNT throughout the MBI, a multilevel model was estimated with group, time (EMA prompt), and their interaction as predictors of EMA-assessed RNT (Table 3). The results showed no significant main or interaction effects, suggesting that the level of RNT did not change over time and that there was no significant group difference in the rate of change (Figure 3). As an exploratory analysis, we examined the effects of group and time on the levels of RNT reported after 8 PM. The results showed neither a significant main effect nor a significant interaction effect. It is unlikely that the MBI specifically reduces the evening levels of RNT. However, note that the last EMA signal was sent before 10 PM each day, whereas a body scan was performed right before going to sleep (typically after the last EMA signal was sent). Our design might be suboptimal to capture the immediate effect of a body scan on RNT at night.

### Table 3. Multilevel model predicting ecological momentary assessment–assessed repetitive negative thinking

<table>
<thead>
<tr>
<th>Predictor</th>
<th>B (95% CI; SE)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2.43 (2.08 to 2.77; 0.18)</td>
<td>13.84 (66.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Timeb</td>
<td>0.00 (−0.01 to 0.01; 0.00)</td>
<td>0.61 (67.6)</td>
<td>.54</td>
</tr>
<tr>
<td>Groupc</td>
<td>−0.17 (−0.64 to 0.31; 0.24)</td>
<td>−0.69 (66.7)</td>
<td>.49</td>
</tr>
<tr>
<td>Time:group</td>
<td>−0.01 (−0.02 to 0.00; 0.01)</td>
<td>−1.02 (67.1)</td>
<td>.31</td>
</tr>
</tbody>
</table>

a There were 2448 observations across 68 participants.
b Ecological momentary assessment prompt ranging from 1 to 50.
c Mindfulness-based intervention group versus no-training control group.

Figure 3. Development of repetitive negative thinking (RNT) over the course of the ecological momentary assessment (EMA). Mean RNT scores are illustrated for the no-training control group and the intervention group; the latter performed a 10-day 5-minute mindfulness-based intervention (MBI) at night. The figure covers the 10-day MBI training phase, during which EMA data were collected. The time spans 50 prompts across the 10-day EMA. The gray field indicates the SE.

Hypothesis 2: Effects From Pre- to Postintervention and Follow-Up Assessments
To test hypothesis 2, separate multilevel models were estimated for each outcome measure of the PTQ and the DASS. For the PTQ, the results (Table 4) showed significant main effects of time (both for the postintervention assessment [DT1] and the follow-up assessment [DT2]), qualified by a significant interaction between group and DT2 (but not DT1). Both groups exhibited an equally significant reduction from the T0 to T1
assessments (intervention group: $B = -6.40$, SE 1.29; $t_{57.2} = -4.98$; $P < .001$; $d_{GMA} = -0.66$; control group: $B = -4.18$). However, the intervention group showed a larger reduction from the T0 to T2 assessments than the control group (intervention group: $B = -8.70$, SE 1.35; $t_{95.4} = -6.43$; $P < .001$; $d_{GMA} = -0.91$; control group: $B = -3.31$). These results suggest that the PTQ score continued to decrease even after the completion of the MBI (Figure 4A). The results were overall unchanged even after controlling for age, gender, and engagement in mindfulness practice, which spontaneously continued up to the follow-up assessment. As an exploratory analysis, we tested the mean differences in the PTQ scores at the follow-up assessment between participants who engaged in mindfulness practice and those who did not. We identified no significant difference for the MBI group (mean 21.6, SD 9.45; mean 18.3, SD 6.80; $t_{29} = 1.07$; $P = .29$). However, for the control group, participants who spontaneously performed mindfulness practice after the T1 assessment up to the follow-up assessment showed lower PTQ scores than those who did not (mean 22.36, SD 8.82; mean 31.64, SD 8.82; $t_{25} = 2.78$; $P = .01$).

For the DASS, we found no significant main or interaction effects on the depression and anxiety subscales (Table 4). However, the stress subscale had significant interactions between group and the 2 time dummies, suggesting that the intervention group experienced a larger reduction in stress from the T0 to T1 assessments ($B = -2.65$, SE 0.55; $t_{89.6} = -4.80$; $P < .001$; $d_{GMA} = -0.78$) and from the T0 to T2 assessments ($B = -2.11$, SE 0.55; $t_{10.9} = -3.83$; $P < .001$; $d_{GMA} = -0.60$) than the control group (T0 to T1 assessments: $B = -0.05$; T0 to T2 assessments: $B = -0.49$; Figures 4B-4D). We added age and gender as covariates to the model, which did not change the results. Another covariate, namely continued engagement in mindfulness up to the follow-up assessment, had no substantial influence on the interaction between group and DT1 ($B = -1.90$, SE 0.82; $t_{108.3} = -2.33$; $P = .02$), but this covariate reduced the effect slightly at DT2 ($B = -1.33$, SE 0.80; $t_{108.3} = -1.66$; $P = .01$). This may point to the possibility that the sustained stress reduction at the follow-up assessment is attributed to the spontaneous engagement in mindfulness practice after the postintervention assessment. However, an exploratory analysis identified no significant difference in the levels of stress at the follow-up assessment between participants who continued mindfulness practice and those who did not (mean 4.63, SD 3.53; mean 3.92, SD 2.50; $t_{29} = 0.61$; $P = .55$) for the MBI group. For the control group, participants who spontaneously performed mindfulness practice after the T1 assessment up to the follow-up assessment showed slightly lower stress levels than those who did not (mean 3.60, SD 2.07; mean 6.18, SD 3.81; $t_{25} = 1.96$; $P = .06$).
Table 4. Multilevel models predicting the effect of a 5-minute mindfulness-based intervention at nighttime on repetitive negative thinking and psychological distress symptoms (n=68)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Outcome and predictor</th>
<th>B (95% CI; SE)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PTQ\textsuperscript{b}</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>31.48 (28.19 to 34.78; 1.68)</td>
<td>18.74 (96.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DT1\textsuperscript{c}</td>
<td>−4.18 (−6.88 to −1.48; 1.38)</td>
<td>−3.04 (59.0)</td>
<td>.02</td>
</tr>
<tr>
<td>DT2\textsuperscript{d}</td>
<td>−3.31 (−6.09 to −0.53; 1.42)</td>
<td>−2.33 (94.8)</td>
<td>.02</td>
</tr>
<tr>
<td>Group</td>
<td>−2.51 (−7.10 to 2.08; 2.34)</td>
<td>−1.07 (96.0)</td>
<td>.28</td>
</tr>
<tr>
<td>Group:DT1</td>
<td>−2.21 (−5.91 to 1.48; 1.88)</td>
<td>−1.18 (58.2)</td>
<td>.24</td>
</tr>
<tr>
<td>Group:DT2</td>
<td>−5.39 (−9.24 to −1.55; 1.96)</td>
<td>−2.75 (95.1)</td>
<td>.006</td>
</tr>
<tr>
<td><strong>DASS-D\textsuperscript{f}</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>3.94 (2.76 to 5.12; 0.60)</td>
<td>6.53 (99.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DT1</td>
<td>−0.56 (−1.64 to 0.51; 0.55)</td>
<td>−1.03 (113.4)</td>
<td>.30</td>
</tr>
<tr>
<td>DT2</td>
<td>−0.46 (−1.50 to 0.58; 0.53)</td>
<td>−0.86 (112.7)</td>
<td>.39</td>
</tr>
<tr>
<td>Group</td>
<td>−0.19 (−1.86 to 1.47; 0.85)</td>
<td>−0.23 (102.9)</td>
<td>.82</td>
</tr>
<tr>
<td>Group:DT1</td>
<td>−0.58 (−2.05 to 0.89; 0.75)</td>
<td>−0.77 (113.2)</td>
<td>.44</td>
</tr>
<tr>
<td>Group:DT2</td>
<td>−0.41 (−1.88 to 1.05; 0.75)</td>
<td>−0.55 (113.2)</td>
<td>.58</td>
</tr>
<tr>
<td><strong>DASS-A\textsuperscript{g}</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>3.48 (2.55 to 4.42; 0.48)</td>
<td>7.30 (97.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DT1</td>
<td>−1.00 (−1.81 to −0.18; 0.42)</td>
<td>−2.39 (114.7)</td>
<td>.02</td>
</tr>
<tr>
<td>DT2</td>
<td>−0.72 (−1.55 to 0.11; 0.42)</td>
<td>−1.71 (115.1)</td>
<td>.09</td>
</tr>
<tr>
<td>Group</td>
<td>−0.80 (−2.10 to 0.51; 0.67)</td>
<td>−1.20 (97.4)</td>
<td>.23</td>
</tr>
<tr>
<td>Group:DT1</td>
<td>−0.26 (−1.38 to 0.86; 0.57)</td>
<td>−0.46 (114.2)</td>
<td>.65</td>
</tr>
<tr>
<td>Group:DT2</td>
<td>−0.25 (−1.39 to 0.89; 0.58)</td>
<td>−0.43 (114.7)</td>
<td>.67</td>
</tr>
<tr>
<td><strong>DASS-S\textsuperscript{h} (n=67)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>5.94 (4.64 to 7.24; 0.66)</td>
<td>9.00 (89.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DT1</td>
<td>−0.05 (−1.22 to 1.11; 0.59)</td>
<td>−0.09 (84.5)</td>
<td>.93</td>
</tr>
<tr>
<td>DT2</td>
<td>−0.49 (−1.63 to 0.65; 0.58)</td>
<td>−0.85 (71.1)</td>
<td>.40</td>
</tr>
<tr>
<td>Group</td>
<td>0.70 (−1.09 to 2.50; 0.92)</td>
<td>0.77 (90.1)</td>
<td>.44</td>
</tr>
<tr>
<td>Group:DT1</td>
<td>−2.59 (−4.18 to −1.01; 0.81)</td>
<td>−3.20 (86.9)</td>
<td>.001</td>
</tr>
<tr>
<td>Group:DT2</td>
<td>−1.62 (−3.19 to −0.05; 0.80)</td>
<td>−2.02 (71.0)</td>
<td>.04</td>
</tr>
</tbody>
</table>

\textsuperscript{a}There were 184 to 190 observations across participants.
\textsuperscript{b}PTQ: Perseverative Thinking Questionnaire.
\textsuperscript{c}DT1: Dummy-coded time variables representing the differences between the T0 (baseline) and T1 (day after the intervention) assessments.
\textsuperscript{d}DT2: Dummy-coded time variables representing the differences between the T0 (baseline) and T2 (2-month follow-up) assessments.
\textsuperscript{e}Mindfulness-based intervention group versus no-training control group.
\textsuperscript{f}DASS-D: Depression Anxiety Stress Scale, depression subscale.
\textsuperscript{g}DASS-A: Depression Anxiety Stress Scale, anxiety subscale.
\textsuperscript{h}DASS-S: Depression Anxiety Stress Scale, stress subscale.
**Discussion**

**Principal Findings**

Brief MBIs are a promising tool for improving mental health in an accessible way. However, little is known about the real-time effect of minimal (ie, 5-minute) MBIs on RNT, which is assumed to be the underlying reason for the effectiveness of an MBI. This study investigated whether a minimal MBI (a 5-minute body scan performed daily for 10 days) before sleeping would have positive effects on RNT and psychological distress symptoms (ie, depressive, anxiety, and stress symptoms) by comparing an intervention group with a no-training control group. First, we examined RNT in real time using EMA during the MBI training phase (hypothesis 1). Contrary to our expectations, the results showed no significant group differences in RNT during the training phase. Second, we examined the effects of the 5-minute body scan immediately after the intervention (T1) and at the 2-month follow-up assessment (T2; hypothesis 2). We found that both groups had significant reductions in questionnaire-based RNT at the postintervention assessment (although there was no group difference); however, the intervention group showed a significantly larger reduction than the control group at the follow-up assessment. As hypothesized, only the intervention group showed a decrease in stress at both postintervention and 2-month follow-up time points. We did not find any intervention effects on depressive or anxiety symptoms.
Taking a closer look at hypothesis 1, the results regarding the momentary levels of RNT, as assessed by EMA, showed that a minimal MBI may not induce acute changes in RNT during the training phase. This finding is inconsistent with the theory [9] and contradicts previous empirical evidence where RNT declined rapidly during the first week of an MBI [25]. However, given that the previous EMA study [25] used more intensive training (ie, a 20-minute daily MBI), it is possible that our 5-minute body scan was not sufficient to observe immediate changes in RNT.

Examining hypothesis 2, we found that a minimal MBI administered before sleeping is effective in decreasing questionnaire-based RNT, although significant group differences emerged only at the T2 assessment and not at the T1 assessment. Although the effect of the intervention started to appear early, it was only after continued improvement during the follow-up phase that the questionnaire-based RNT scores were significantly different from the control condition, that is, the effect seems to have accumulated gradually, and the difference from the control condition became visible not immediately during and after the intervention but at the 2-month follow-up assessment with increased mindfulness practice experience. This explanation is supported by the fact that 61% (19/31) of the participants in the intervention group continued mindfulness practice even after the MBI training phase. However, the exploratory analysis revealed no statistically significant difference in RNT levels at the T2 assessment between participants who continued the MBI and those who did not, which contradicts the idea that the MBI effect accumulates through spontaneous practice. Another aspect that should be mentioned is that the control group showed a significant decrease in RNT at the postintervention assessment. This decrease may suggest that the EMA worked as a self-monitoring technique, which helped participants to realize how frequently they had engaged in RNT. In addition, control participants who spontaneously started mindfulness practice after the T1 assessment showed lower levels of RNT and stress than those who did not. Taken together, it seems that the spontaneous use of mindfulness practice plays an important role to maintain and enhance the effect of mindfulness practice, but we cannot draw a solid conclusion only from these data. Furthermore, because a previous EMA study [25] documented a significant decline in RNT between the 30th and 42nd day of mindfulness practice, it may be interesting to extend the active training phase of the 5-minute MBI, depending upon participant compliance.

Examining psychological distress symptoms, we found that participants in the intervention group showed significantly larger decreases in their stress levels than those in the control group at both the T1 and T2 assessments. This finding is in line with the body of evidence reporting the beneficial effects of an MBI on stress [12,13,57]. However, the effect of our minimal MBI was not significant for depressive or anxiety symptoms. Given that our sample showed low levels of depressive and anxiety symptoms at baseline, our minimal MBI sought to diminish what had already been low, which could be responsible for the nonsignificant effects on the depressive and anxiety outcomes (Table 1). Our sample only showed slightly higher means of the DASS depression and anxiety subscales scores than those of a large nonclinical sample in the literature: 2.83 for depressive symptoms, 1.88 for anxiety symptoms, and 4.73 for stress symptoms [58]. By contrast, the means of DASS scores in a clinical sample were 6.3 for depressive symptoms, 4.1 for anxiety symptoms, and 5.7 for stress symptoms [48]. Future studies may benefit from recruiting participants with a broader range of subclinical psychological distress symptoms.

Moreover, stress may be more acutely influenced by mindfulness practice than depressive and anxiety symptoms via autonomic arousal: in a study measuring heart rate variability over a 10-day MBI, perceived stress and acute physiological stress decreased for the mindfulness practice [57]. By contrast, long-term cognitive changes may be required to alleviate depressive and anxiety symptoms. On the one hand, more practice may be needed for cognitive change because there is evidence showing that the mindfulness practice used in this study (ie, body scan) is inferior to other mindfulness practices (eg, sitting meditation and yoga) in its ability to enhance a nonjudgmental stance [59], and programs such as MBCT combine mindfulness meditation and cognitive techniques to elicit cognitive change (compare with the study by Segal et al [9]). Nonetheless, regarding the observed effects on RNT and stress, our findings are promising, bearing in mind that RNT is a target for the prevention and treatment of highly prevalent disorders such as depression and anxiety [27], which are considered a consequence of ongoing stress [12].

We observed excellent compliance rates for MBI completion in this study, underscoring the feasibility of our 5-minute body scan. In addition, we noticed continued interest in training in our sample because the majority of the participants (19/31, 61%) spontaneously maintained mindfulness practice after the active training phase. Thus, our data suggest that a 5-minute MBI at night is feasible and that the minimal time investment of 5 minutes can be seen as getting a foot in the door of mindfulness practice, leaving room for the possibility that those who experience benefits may eventually increase their practice times. Similar to the findings of other studies in the field, our findings need to be interpreted considering a number of limitations. First, we did not use a blinded experimenter, and participants in both groups were informed about the aim of the study. Therefore, we cannot exclude the possibility that the results are biased by social desirability and a tendency to please the experimenter. This may explain the frequent (and somewhat unexpected) engagements in mindfulness practice among control participants, who might have been primed by the study information and assessments. Second, our data had an imbalance in terms of gender because the majority of the participants (58/68, 85%) in our study were women. Another potential issue concerning the sample characteristics is that we did not selectively recruit individuals with high levels of RNT or psychological distress. This is because we wanted to show the effectiveness of a minimal MBI used daily in a nonclinical population as a method of RNT reduction and stress management. However, the
downside is that the effect might be underestimated because many of the participants showed low-to-moderate levels of RNT and distress at baseline. In addition, it should be noted that the sample size was relatively small (refer to the power analysis details in the Participants subsection of the Methods section), and this may have prevented us from detecting a significant effect of the MBI on EMA-assessed RNT. Third, adherence to the MBI was only measured via self-report, leaving the possibility that the actual amount of mindfulness practice differed from reported adherence. Fourth, we chose to implement an MBI at night; however, we were unable to incorporate conditions examining the effect of the MBI at other times of the day. Therefore, the opposite of our proposed rationale may be true. Although we have argued that targeting RNT at night when it is at its highest [33,34] would increase MBI effectiveness, it is possible that it was in fact harder to disengage from RNT at that time point. Thus, an MBI might be especially beneficial when one is in a state of mind where the attentional mindful focus can be attained throughout the practice without having to fight RNT. Fifth and last, we used a no-training control group, which provides relatively weak evidence for the efficacy of the intervention compared with an active control group.

Conclusions

Notwithstanding the aforementioned limitations, the results of this study suggest that a 5-minute body scan before sleeping can effectively decrease RNT and stress. This minimal dosage makes an MBI more accessible than the traditional or full-package program to a wide range of audiences and would therefore be particularly suited for treating subclinical RNT and stress because it does not cost too much effort for training. However, future research may benefit from a more rigorous study design comparing the effects of different mindfulness exercises (eg, body scan, sitting meditation, and yoga) at different times of the day (eg, morning, noon, and night) to establish concrete recommendations for individual practitioners. This would enable the optimization of an MBI that could effectively promote mental health both acutely and in the long term.
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Abstract
As the field of digital health grows and evolves, there is a critical need for evidence and theory-based interventions in health care. The need for integration of science into business is more critical than ever. To develop sustainable and scalable products, companies need scientists who understand the industry, can develop scientific strategy that aligns with business priorities, and are able to apply science cross-functionally. In this article, I share the insights I have gained about the roles and responsibilities of industry scientists and the lessons I have learned after spending 5 years as the head of science for a digital health start-up that turned unicorn.

(JMIR Ment Health 2023;10:e43820) doi:10.2196/43820
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Introduction
The field of digital health is growing and evolving rapidly, and the current market (ie, wise and skeptical customers, medical community paying attention to new tools, and advancements of regulatory bodies to ensure user safety) demands evidence and theory-based interventions in health care [1,2]. Thus, the need for scientists who can integrate science in business is more critical than ever [3,4]. To develop sustainable and scalable products, companies need scientists who can navigate the industry, develop scientific strategy that aligns with business priorities, and apply science cross-functionally. To date, there have been limited opportunities for researchers to gain relevant training for conducting science in industry. Academia and industry operate very differently, both wanting to develop solutions for better health but with different timelines, priorities, and incentives [5]. For example, in academia, developments are often theory-based and driven by meticulously designed research in carefully controlled settings to establish evidence of effectiveness. In contrast, in industry, development happens rapidly and iteratively, driven primarily by the market, often without theoretical foundations and with little to no supporting evidence [5].

Roles and Responsibilities
One of the most important roles as a scientist in digital health is the ability to develop scientific strategy aligned with the company’s business priorities. This consideration is quite similar to how scientists often align their research with federal funding priorities. The science strategy must ensure that the company

Castro-Sweet and colleagues [4] recently published recommendations to better prepare scientists for meaningful careers in the industry. These included suggestions to network between trainee and industry; facilitate industry scientists as guest speakers for courses, seminars, or the like within academic settings; and find ways to shift the culture in academia to normalize industry positions [4]. However, there is also a distinct lack of resources, discussion, and established best practices on how to integrate science into business. More systematic sharing of real-world experiences and lessons learned would be advantageous to both the scientists who are currently working, or will work, in industry, and the companies that employ them. Below I share the insights I have gained about the roles and responsibilities of industry scientists and the lessons I have learned after spending 5 years as the head of science for a digital health start-up that turned unicorn.

https://mental.jmir.org/2023/1/e43820
has the evidence and support to market, sell, and/or partner in any way that is related to company goals and how the company wants to grow. As such, initially, a company would utilize data that are already available to them and then report the data (eg, publications) to support their claims. Following what is learned, the science would be developed with more sophisticated designs that will produce more rigorous evidence that is important for supporting the company’s mission. Furthermore, in addition to supporting such missions, industry-based scientists have unique opportunities to continue to advance science in their respective fields owing to the novel data they have access to while working in industry.

Often in industry, science is viewed as a randomized controlled trial or something that is very time and resource intensive. It is the role of the industry scientist to teach the company about other ways in which science can be used to help them. For example, cross-sectional surveys, validated psychological measures, and other tools based on behavior change models can be used to help companies learn more about their customers, their customers’ problems, and if their products are helping solve those problems. Companies generally have a mission and a vision to help their customer with a specific need, whereas the customer may be using their product for a different need, or the product may be helping the customer a way in which they did not expect. These data, collected through surveys and especially when aligned with engagement data, can help with marketing, sales and informing product. Additionally, the data can be published to enhance visibility for the company.

Industry-based scientists must also understand what it means to work cross-functionally (ie, across teams internal to the company, such as product, content, and marketing), and they must be able to execute and communicate science to these different audiences. A scientist must understand what role the other teams play in the company and how science might optimally support those teams’ goals and objectives. Science should enhance roadmaps of other teams, while aiming to minimize additional work. Examples of cross-functional work includes developing cross-sectional surveys with marketing teams to learn more about the customer, working with membership to recruit participants (eg, current users), conducting brief educational sessions for the product and content teams about behavior change and evidence-based strategies for behavior change, developing external partnerships with universities and medical centers to conduct research, and guiding sales teams on how to use science to sell products.

It is also necessary for the scientist to understand institutional review board (IRB) processes and be very comfortable communicating with commercial IRBs. How data are used and shared and who may need IRB approval will vary with each situation. Clear communication and clarification when needed from a commercial IRB is an essential role of a scientist in industry.

Other responsibilities that are important for an industry scientist in more of a leadership role are building and leading a scientific advisory board (SAB); developing a process for external investigator proposals or partnerships that includes a way to bring revenue into the company; writing and communicating about scientific papers and grants; and building an internal system to conduct rigorous, ethical science as the company grows. Overall, an industry scientist must think with half a business brain and half a science brain; they must understand how to design and implement science that provides evidence for the company, and simultaneously contribute to scientific knowledge.

Lessons Learned

Here I address some of the most important lessons I learned in a leadership role as head of science at a digital health start-up. First, the selection of the SAB matters. It is important to vet and engage leading scientists who are passionate about the industry in which they are working. More importantly, the scientists that serve on the SAB should be willing to do the work to help grow the company’s scientific agenda. Many times, companies use SABs to showcase that they are working with big names in science, but in reality, the SAB members are only attending monthly meetings and do not make meaningful contribution(s) to the company’s scientific priorities. If an SAB is established with very active members that contribute to manuscripts, networking, advising external partners, and grant writing (if applicable), there is bound to be faster growth of science.

Second, scientists working in industry must be comfortable with change. Digital health start-ups are constantly reinventing themselves. They have business goals to meet, as well as investors with expectations to deal with. For example, a scientist could be working on research aligned with the current month’s priority and find out halfway through data collection that the company is shifting priorities, which means the direction of research needs to be flexible, with a possibility to reset to align with new priorities, deliverables, and timelines. Scientists must also be able to answer perpetual questions, for example: When will the data be ready? When can we share this with the press? Therefore, scientists must make sure there are both short- and long-term projects and results that they can generate.

Third, one of the best things about being a scientist in industry who dreams of being funded by the National Institutes of Health (NIH) is that this dream can still be realized. The NIH does fund for-profit companies, and there are also ways for industry to partner with academics and receive funds to conduct collaborative research. Getting NIH funded for conducting research in industry is also beneficial for companies who can use granting success for marketing, partnerships, and sales.

Fourth, science can enhance business growth, providing a competitive edge. This is especially true for companies operating in business to business and health care markets. For companies, health care organizations, and payers to invest in a behavioral and/or digital health product, they must feel confident that the product works and that it will save money in the long term. Therefore, it is essential to obtain scientific evidence. As head of science, I have seen many sales and partnerships happen because the company was able to demonstrate published evidence for the impact and cost-effectiveness of its product.
Finally, convincing CEOs and investors (and the rest of the company) of the value of science can sometimes be challenging. It is difficult to calculate the direct return of science for a company. For example, when a paper is published, there are costs to the company, including scientists’ time, IRB approval, publication processing fees, and so on. The return on that investment is not direct revenue but rather the paper provides visibility and validation of the value of the product. This generates leads for sales or partnerships, and eventually leads to increased revenue. Overall, science is versatile and contributes to revenue generation through marketing and press coverage, sales, and partnerships, but a scientist must be able to communicate that to leadership in order for these contributions to be fully appreciated.

The integration of science into industry is a nascent concept. Academic and industry environments operate differently, and a scientist must be both science- and business savvy. Training is important and, hopefully, as the supply and demand for trained scientists in digital health and health care continues to grow, training for science in industry will improve. In the meantime, learning from industry-based scientists with real-life experiences can help new scientists learn to shift the way they think and be effective at integrating science into business.
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In “Digital Phenotyping for Differential Diagnosis of Major Depressive Episode: Narrative Review” (JMIR Ment Health 2023;10:e37225. doi: 10.2196/37225. PMID: 36689265; PMCID: PMC9903183) the authors made three additions to the authorship list.

The authorship is currently listed as:
Eric Ettore, Philipp Müller, Jonas Hinze, Michel Benoit, Bruno Giordana, Danilo Postin, Amandine Lecomte, Hali Lindsay, Philippe Robert, Alexandra König

And will be changed to read as follows:
Eric Ettore, Philipp Müller, Jonas Hinze, Matthias Riemenschneider, Michel Benoit, Bruno Giordana, Danilo Postin, Rene Hurlemann, Amandine Lecomte, Michel Musiol, Hali Lindsay, Philippe Robert, Alexandra König

The authors who have been recently added are affiliated with the following institutions, which are already correctly presented in the affiliation list:

Matthias Riemenschneider³:
Department of Psychiatry and Psychotherapy, Saarland University Medical Center, Hombourg, Germany.

Rene Hurlemann⁵:
Department of Psychiatry, School of Medicine and Health Sciences, Carl von Ossietzky University of Oldenburg, Bad Zwischenahn, Germany.

Michel Musiol⁶:
Research Department Sémagramme Team, Institut national de recherche en informatique et en automatique, Nancy, France.

The correction will appear in the online version of the paper on the JMIR Publications website on April 12, 2023, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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(JMIR Ment Health 2023;10:e52269) doi:10.2196/52269

In “Psychiatric Treatment Conducted via Telemedicine Versus In-Person Modality in Posttraumatic Stress Disorder, Mood Disorders, and Anxiety Disorders: Systematic Review and Meta-Analysis” (JMIR Ment Health 2023;10:e44790), the authors noted one error.

In Figures 5 and 6, the labels on the forest plot, “Favors telemedicine” and “Favors in-person,” were swapped. In the revised figures, these labels are presented correctly, as follows:

![Figure 5. Forest plot (patient satisfaction).](https://mental.jmir.org/2023/1/e52269)
Figure 6. Forest plot (working alliance).

The correction will appear in the online version of the paper on the JMIR Publications website on September 18, 2023 together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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Abstract

**Background:** The COVID-19 pandemic brought digital practices and engagement to the forefront of society, which were based on behavioral changes associated with adhering to different government mandates. Further behavioral changes included transitioning from working in the office to working from home, with the use of various social media and communication platforms to maintain a level of social connectedness, especially given that many people who were living in different types of communities, such as rural, urban, and city spaces, were socially isolated from friends, family members, and community groups. Although there is a growing body of research exploring how technology is being used by people, there is limited information and insight about the digital practices employed across different age cohorts living in different physical spaces and residing in different countries.

**Objective:** This paper presents the findings from an international multisite study exploring the impact of social media and the internet on the health and well-being of individuals in different countries during the COVID-19 pandemic.

**Methods:** Data were collected via a series of online surveys deployed between April 4, 2020, and September 30, 2021. The age of respondents varied from 18 years to over 60 years across the 3 regions of Europe, Asia, and North America. On exploring the associations of technology use, social connectedness, and sociodemographic factors with loneliness and well-being through bivariate and multivariate analyses, significant differences were observed.

**Results:** The levels of loneliness were higher among respondents who used social media messengers or many social media apps than among those who did not use social media messengers or used ≤1 social media app. Additionally, the levels of loneliness
were higher among respondents who were not members of an online community support group than among those who were members of an online community support group. Psychological well-being was significantly lower and loneliness was significantly higher among people living in small towns and rural areas than among those living in suburban and urban communities. Younger respondents (18-29 years old), single adults, unemployed individuals, and those with lower levels of education were more likely to experience loneliness.

Conclusions: From an international and interdisciplinary perspective, policymakers and stakeholders should extend and explore interventions targeting loneliness experienced by single young adults and further examine how this may vary across geographies. The study findings have implications across the fields of gerontechnology, health sciences, social sciences, media communication, computers, and information technology.

International Registered Report Identifier (IRRID): RR2-10.3389/fsoc.2020.574811
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Introduction

Background

The first cases of COVID-19 caused by SARS-CoV-2 were detected in late 2019 in Wuhan, Hubei province, China, and within months, it had spread to 113 countries in the world, leading to the declaration of a pandemic by the World Health Organization (WHO) on March 11, 2020 [1]. The COVID-19 pandemic spread across the globe and substantially impacted all aspects of daily life. Based on their cultural beliefs, political philosophies, available resources, and health care systems, nations responded differently. Several strategies, such as social distancing and isolation, case detection and contact tracing, general lockdown, and quarantine of exposed individuals, were effective in the prevention of disease spread while the virus was being studied and vaccines were being developed [1].

There is a growing body of scholarly research exploring the relationship between technology (eg, digital devices, the internet, digital gaming, social media, and mobile apps) [2,3] and loneliness [4-6]. To negotiate the constraints associated with the pandemic, technology use significantly increased, since many activities, including employment, education, health care, and other daily activities, moved to online spaces [6]. Additionally, technology has been used as a coping mechanism to follow news, get entertained, connect with others, shop online, and participate in exercise [7]. Unfortunately, despite the great range of coping strategies, loneliness prevailed among multiple groups in the population. For example, research conducted for a duration of 1 month by Groarke et al [8] at the beginning of the UK lockdown (March 23, 2020) found that the frequency of loneliness was significantly higher among younger respondents aged 18-24 years (41.0%) and 25-34 years (28.2%) than among adults aged ≥65 years (3.3%). Marital status impacted feelings of loneliness, with respondents who reported being separated or divorced (46.9%), or single or never married (40.1%) experiencing greater loneliness than those who were married/living with a partner (40.1%) or widowed (34.8%). Additionally, people who were living alone also reported higher loneliness compared to that among those with coresidents. As a result, finding ways to reduce isolation was a primary area of concern for researchers and policymakers during the pandemic, with technology use being in the forefront of this discourse as one of the potential solutions [9-18].

The pandemic brought to the fore the pivotal role the internet and Wi-Fi access played in the lives of individuals across the globe. Many individuals who conducted in-person (eg, work, leisure, and social connections) activities in the prepandemic society had to quickly transition online to ensure the same activities were achievable in this new world [7-14]. Globally, by understanding how technology was used by people living in different countries, we can better enhance our understanding of digital practices and the activities that are associated with technology use and digital practices. The United Nations (UN) [15] acknowledges that the pandemic was not only a global health crisis but also a disaster that impacted regions at the socioeconomic, security, and humanitarian levels. Further recognition notes how the pandemic has affected individuals, families, communities, and societies alike, with the UN [15] identifying strategies for socioeconomic responses.

Technology was used to reduce isolation and to address the negative outcomes of the COVID-19 pandemic and lockdowns [6,7]. The negative outcomes of the pandemic included the loss of employment and educational opportunities [5] and lack of access to the health care system [14] and mental health services, coupled with the uncertainty of the future and lack of knowledge about the virus. The issues of increased isolation and deteriorating mental health were identified as concerns during the COVID-19 pandemic [12]. To mitigate these negative outcomes, technology was employed as a possible solution [7]. This was particularly true in areas where access to technology and the internet was relatively universal [16-18]. For example, in a study conducted in April 2020 among 1374 US residents (54% female), increased use of digital communication was reported across platforms, including text messaging (43%), voice calls (36%), social media (35%), and video calls (30%) [19]. Interestingly, the same study also reported reduced digital communication use in 5% of participants during the pandemic, which included communication over social media (8%), voice calls (9%), email (10%), video calls (13%), and online gaming (17%) [19]. Younger people and women who were living alone and those who were concerned about their internet access reported increased use of digital communication, while older people reported reduced use of digital communication [19,20].
For many people globally, addressing social isolation experienced by themselves, friends, members of the community, or loved ones during lockdowns played a key role in their mental health [18,21]. Technology afforded people opportunities to remain digitally connected and explore new leisure experiences across virtual and digital environments [16,21,22]. Pennington found that social networking sites could allow users to “stay connected,” and findings from this study ascertained that respondents who were actively engaging in posts felt less loneliness than those who were engaging with individuals on a face-to-face basis [23]. Technology use to maintain contact with family and friends is common across both rural and urban environments; however, a pre–COVID-19 study exploring technology use by adults aged 70 years or older in the United Kingdom and Canada found that participants from rural communities were more positive about the use of the internet, but the viewpoint of social media platforms was negative, and these individuals did not have a social media profile and preferred to engage in face-to-face conversations [24]. Participants in rural Canada engaged with social media platforms more than participants in rural United Kingdom, and participants in the urban areas of the United Kingdom and Canada used social media and networking sites frequently [24]. These studies suggested that the experiences with technology may differ across age, geography, and other demographic characteristics. Therefore, it is important to further understand the unique differences in the relationships among technology use, social isolation, self-reported mental health and well-being, and demographic characteristics during the COVID-19 pandemic.

Study Aims

This paper aimed to provide key insights from this exploratory descriptive study about the impact of loneliness and psychological well-being among people across different age cohorts and types of communities (eg, rural, urban, and metropolitan). Additionally, this paper will detail how technology played a role in access to community support via social media platforms from across diverse countries during the pandemic. The objectives were as follows: (1) to understand how technology played a role in access to community support for well-being; and (2) to examine the interaction among technology use, social isolation, and self-reported mental health and well-being during the COVID-19 pandemic across age, gender, home environment, and geography (including population density [rural, suburban, and urban] and country).

Methods

Overview

We report the methods and findings of an international multisite study conducted by a consortium of scholars from 13 countries to explore technology use, psychological well-being, COVID-19–specific questions (eg, access to support groups via social media sites), and loneliness among adults aged ≥18 years during the COVID-19 pandemic.

Study Design

The study protocol was developed by a consortium of scholars from Austria, France, Germany, India, Malta, Portugal, Romania, Singapore, Spain, Turkey, and the United Kingdom, and has been described elsewhere [25,26]. This protocol describes the process of backward translation, the methods and approaches to participant recruitment, the different measures used in the online surveys, and the different versions of the surveys pertaining to respective legislation in countries (eg, Singapore) [25]. Two additional sites (the United States and Canada) joined the consortium after the protocol was published and therefore were not included in the earlier publication. A convenience sample was used across all countries during the rapid rollout and deployment in 2020 and 2021 [25]. A virtual snowball sampling approach was applied across the partners’ existing networks using the capabilities of the internet [27,28].

Ethical Considerations

The study was conducted in accordance with the Declaration of Helsinki and was approved by the Human Research Ethics Committee of The Open University (protocol code HREC/3551/MARSTON). The survey was rolled out on April 4, 2020. Each partner communicated with the project lead prior to deployment of their country survey, and all respective documentation was provided to the project lead, which in turn was shared with the institutional ethics committee for an update. Data collected from this phase are referred to as Wave 1 data.

Two additional sites (the United States and Canada) joined the consortium in November/December 2020. Small changes in the wordings of the surveys were made to accommodate for differences in North American and British English, in addition to adjusting for the options available in North American communities. For example, “Ordering from a local bakery” was replaced with “Ordering take-out food,” “Streaming BBC iPlayer” was replaced with “Reading and streaming the news,” and “key worker” was replaced with “essential worker.” Additionally, response options pertaining to the question of race and ethnicity were added to follow census categories. Data collected from these 2 countries are referred to as Wave 2 data.

Informed consent was obtained from all subjects involved in the study. Each site received ethical approval: National University of Political Studies and Public Administration (SNSPA–Romania) (no protocol number; granted April 20, 2020); Open University of Catalonia (Spain); Singapore University of Social Sciences (Singapore) (no protocol number; granted April 23, 2020); Ethics Committee of the Universitat Oberta de Catalunya (Spain) (no protocol number; granted April 22, 2020); Department of Health Sciences Management and Leadership, University of Malta (Malta) (protocol number 5274_04052020; granted May 19, 2020); Department of Informatics Engineering (DEI)/Center for Informatics and Systems (CISUC) at the University of Coimbra (Portugal) (protocol number CE-057/2020_PaulaSilva; granted May 27, 2020); Department of Mass Communication and Media Studies at the Central University of Punjab (India) (protocol number CUPB/JEC/29/05/20_8; granted May 29, 2020); Nursing Science, Age and Care Research Group at the Medical University Graz (Austria); Department of Sociology at the University of Vienna, the Institute of Nursing Science at the Medical University of Graz (Austria) (protocol number 32-425 ex 19/20; June 5, 2020); the Board for the Ethical Review of
Research Projects of the Institute for Communication Science (IKK) of the Westphalian-Wilhelms University of Münster (Germany) (no protocol number; granted May 7, 2020); Canakkale Onsekiz Mart University (Turkey) (protocol code 2020/83; granted June 15, 2020); Clemson University (United States) (IRB2020-435); and University of Northern British Columbia (Canada) (protocol code E2021.0323.009.00; granted May 19, 2021).

**Recruitment**

Data collection for Waves 1 and 2 involved online survey invitations (deployed via Qualtrics) distributed through various professional and personal networks, mailing lists, social media platforms, snowball sampling, and the project website [28].

The Wave 1 survey (English/United Kingdom) was deployed online on April 4, 2020, and from that point onwards, consortium partners joined the project organically. The criteria for participation were as follows: (1) age of 18 years or above and (2) regular use of information and communication technology. The first wave of data was collected between April 4, 2020, and September 30, 2020, in 10 countries (Austria, France, Germany, India, Malta, Portugal, Romania, Singapore, Turkey, and the United Kingdom) and in 9 languages (Catalan, English, French, German, Hindi, Mandarin, Romanian, Spanish, and Turkish). Each survey was open for 3 months, with the English/United Kingdom survey closing on July 4, 2020. The final survey in the first wave of data closed at the end of September 2020. Wave 2 data were collected in the United States (March 29, 2021, to June 29, 2021) and Canada (June 29, 2021, to October 3, 2021).

**Materials**

The survey deployed can be found in Multimedia Appendix 1 and in the study protocol [25]. The survey included multiple questions organized into several sections. Section A focused on questions relating to computer use and behavior based on previous iterations of the survey conducted in previous projects [2,3,29-31] and described in the study protocol [25]. Section B focused on COVID-19–related questions and the purpose of using technology (eg, using social media to communicate, and challenges faced). Section C focused on activities of daily living during COVID-19. These items were new and were added to the survey to capture social connections/friendships, time spent, key worker responsibilities, and giving something back [28]. Section D focused on psychological well-being [32,33] and included 18 items and 6 aspects (autonomy, environmental mastery, personal growth, positive relations with others, purpose in life, and self-acceptance of psychological well-being). The Cronbach alpha was .844. Section E focused on eHealth/digital literacy [34] and included an 8-item measure (1-5 points on a Likert scale). Section F focused on loneliness and included the UCLA Loneliness Scale version 3. This measure involves a Likert scale (1-4 points) [35], and the Cronbach alpha was .862 across all countries. It has been used to accurately measure loneliness in both younger and older populations [36-38]. This survey has been applied for wider use across the general population [35]. Section G focused on digital software technologies. These items were new and were added to the survey to capture the use of technology to relay messages via a national emergency alert system (eg, mobile app, SMS text message, etc) [2,3,39]. Section H focused on demographic questions. These included age group (18-29 years old, 30-39 years old, 40-49 years old, 50-59 years old, or ≥60 years old), gender (male, female, or prefer to self-describe), education (primary or less than high school, high school, bachelor’s degree, master’s/professional degree, or PhD), marital status (having a partner, widowed/divorced, or single), number of people staying in the same household, employment status (working, retired, or out of a job), and physical space (metropolitan/city, suburban, small town, or rural area) [2,3,24,29,31,40,41].

The study protocol [25] describes clearly and succinctly how this project was established into a multisite project. Because of national, linguistic, and legal differences, there were minor changes across the different versions of the deployed surveys. This was led by each project lead (site) and the principal investigator.

**Data Analysis**

Upon completion of data collection, all missing data points and data-related issues were identified and addressed. Respondents with missing data for the UCLA Loneliness Scale version 3 measure were removed prior to data analysis. Bivariate analyses were conducted to examine continuous variables (eg, UCLA 20-item Loneliness Scale version 3) among different groups based on their age, gender, type of community, etc, and a 2-sided 1-way ANOVA or Student t-test was used based on the number of levels. For analysis of categorical variables, crosstab analyses followed by a Pearson chi-squared test and a likelihood ratio chi-squared test were performed. Ordinary least squares (OLS) regression analyses were conducted to examine to what extent the use of technology influenced the feeling of loneliness and to identify sociodemographic factors that influence the feeling of loneliness. An alpha level of P<.05 was used to indicate statistical significance. Estimated effect sizes were calculated with η². It should be noted that the age categories for Wave 1 and Wave 2 data were not the same because the data collected in Wave 2 included 6% of respondents aged between 50 and 59 years. To provide power for statistical tests of the data collected in Wave 2, we combined the data pertaining to respondents aged 50 years or over into a single category.

**Results**

**Overview**

In this section, both Wave 1 (collected in 2020) and Wave 2 results (collected in 2021) are presented. Table 1 presents a breakdown of the survey response rates.
Lockdown Directives

Lockdown measures were implemented at different times across the different sites, starting as early as February and continuing until spring 2021 [42-61]. The measures implemented by respective national and regional governments varied considerably across the different sites [42-61], with several varying forms of directives being implemented across different states, provinces, and counties. Such measures included closure of all nonessential shops and retail outlets, introduction of education and work from home orders [42-61], enforcement of curfews (e.g., 6 PM to 6 AM/9 PM to 6 AM) [49,58], enforcement of fines [49,51-57,59], enforcement of border controls [42-61], adoption of appropriate measures for people coming into the country [44-46,52,61], and requirement of documentation for proof of purpose (e.g., grocery shopping/medicines, or going to work/emergency work) for leaving the home during lockdown [49,58]. In some instances, older adults (age ≥65 years) were allowed to leave their homes between 11 AM and 1 PM [59], while in other regions, roadblocks were used to monitor travel [49,58] and police were deployed onto public transport networks (e.g., train services) [52-57].

Respondent Characteristics

Table 2 presents various sociodemographic variables, in addition to the scores relating to loneliness, psychological well-being, and social media app use across Waves 1 and 2. Although the goal of this research was not to compare Wave 1 and Wave 2 data, it was observed through the data collected and analyzed that respondents in Wave 2 reported greater loneliness and experienced lower levels of psychological well-being when compared with the findings from the data collected during Wave 1. Data analysis of the UCLA Loneliness Scale version 3 measure showed that respondents did experience loneliness during Wave 1 (mean 48.11, SD 6.26) and Wave 2 (mean 49.63, SD 9.40). Psychological well-being was greater among
respondents in Wave 1 (mean 69.04, SD 10.21) than among respondents in Wave 2 (mean 60.42, SD 10.73). Regarding the number of social media apps used by the respondents, most respondents across both waves used 3 to 4 social media apps, while few respondents used ≥5 social media apps.

Table 3 presents data relating to respondents who reported joining a specific online COVID-19 support group. Overall, less than 40% of the respondents reported being a member of an online community group, with a lower proportion in Wave 1 (265/1187, 22.3%) than in Wave 2 (132/337, 39.2%). From the data collected in Wave 2, the only significant association was between the use of social networking messengers (eg, Facebook Messenger, Snap Chat, etc) and the UCLA Loneliness Scale score (t3467=3.79; P<.001). The levels of loneliness were higher among respondents who reported using social networking messengers than among those who did not use social networking messengers.

On investigating the impact of loneliness based on the type of community respondents reported living in, there was no significant difference in the data for Wave 1. Moreover, there was no statistical significance or interaction effects between the type of community the respondents lived in and technology use for Wave 1 data.

However, observations were ascertained and significant differences were identified from the data collected in Wave 2 (F3,346=3.28; P=.02). The levels of loneliness were higher among respondents living in a small town (n=115; mean 51.16, SD 8.27) than among those living in a suburban area (n=124; mean 47.82, SD 10.22; P=.03). There were no other significant findings involving the different types of communities and the levels of loneliness from the data collected in Wave 2.

Wave 2 data showed a significant main effect based on the feeling of loneliness and the number of social media apps used (F3,332=4.67; P=.003). Respondents who used no social media apps reported the lowest levels of loneliness (n=34; mean 43.88, SD 9.80). Additionally, the findings ascertained significance among respondents who were using 1 or 2 social media apps (n=116; mean 50.16, SD 8.36; P=.002), 3 or 4 apps (n=152; mean 50.58, SD 9.30; P<.001), and ≥5 apps (n=46; mean 50.85, SD 10.83; P=.004). There were no other significant findings involving the number of social media apps used by the respondents and the feeling of loneliness from the data collected in Wave 2. Moreover, the type of community where the respondents lived was included as an independent variable to investigate any potential interaction effects between these variables. However, data analysis showed that there were no significant interaction effects (F9,332=0.98; P=.45).

Wave 1 data showed that there were no differences in psychological well-being among the types of communities the respondents lived in. However, Wave 2 data showed that there was a significant main effect based on the type of community respondents lived in and their psychological well-being (F3,361=4.86; P=.003) (Table 4).

In Wave 2, the levels of well-being were significantly lower among respondents who reported living in a rural area (n=35; mean 53.91, SD 14.02) than among those who reported living in a small town (n=119; mean 61.37, SD 10.89; P=.002) or a suburban area (n=131; mean 60.75, SD 11.13; P=.006). Data analysis of Wave 2 showed no other significant differences involving the type of community respondents lived in and their psychological well-being. Moreover, there were no significant differences (F3,349=1.28; P=.28) on investigating the interaction of the type of community and the number of social media apps used with the psychological well-being of the respondents.

Tables 5 and 6 present OLS models based on the respondent characteristics and how technology use influences the feeling of loneliness according to the data collected in Waves 1 and 2, respectively. The OLS models include the independent variables of age, gender, education level, employment status, residence area, number of people living together in the same home environment, and psychological well-being, and the dependent variable of loneliness.

Two additional independent variables were included in the models and relate to the use of technology (number of social media apps used and joining a specific online COVID-19 support group). These specific independent variables were selected based on the research objective, which aimed to investigate the effects of technology use on the levels of loneliness experienced by the respondents while controlling for the characteristics during the COVID-19 pandemic. For each OLS model (Wave 1 and Wave 2), data reporting includes the estimated unstandardized coefficient (β) and standard error. Furthermore, we include the adjusted R-squared to describe the model fit.

For Wave 1, there was no association between technology use and loneliness scores. However, the levels of loneliness were higher among respondents who reported being single than among those who reported having a partner (P<.001). The levels of loneliness were higher among respondents who reported being unemployed than among those who reported being employed (P=.03). Moreover, the levels of loneliness were lower among respondents who reported having a PhD degree (P<.001), a master’s degree or a professional degree (P>.001), a bachelor’s degree (P<.001), or a high school level of education (P=.003) than among those who reported having a primary school level of education or no formal education at all. Data analyses showed that there were no differences among respondents located in European countries and the other countries.

Table 6 presents the data collected during Wave 2. The levels of loneliness were higher among respondents who reported being aged between 30 and 39 years than among those who reported being aged between 40 and 49 years (P=.04) or those who reported being aged ≥50 years (P=.01). Loneliness scores were higher among male respondents than among female respondents (P=.04). Furthermore, the levels of loneliness were higher among respondents who reported being unemployed or retired (P=.02) than among those who reported being employed (P=.04). Moreover, the levels of loneliness were higher among respondents who reported using one or more social media messaging apps (eg, Facebook, Snapchat, WhatsApp, etc) than
among those who reported not using any social media messaging apps ($P=.003$).

Table 7 presents data related to the psychological well-being of the respondents during Waves 1 and 2. The number of social media apps used and whether respondents joined (via a social media platform such as Facebook) a specific online COVID-19 support group were statistically significant. Psychological well-being was observed to be worse among respondents who reported living in a small town than among those who reported living in a metropolitan area or a city community (coefficient=$-1.974$; $P=.004$).

Psychological well-being was more likely to be worse among respondents who reported being single than among those who reported having a partner (coefficient=$-1.768$; $P<.05$). Psychological well-being was lower among respondents aged between 18 and 29 years than among those aged between 30 and 39 years ($P=.003$) and those aged between 40 and 49 years ($P=.04$). Additionally, psychological well-being was lower among male respondents than among female respondents ($P=.006$). Moreover, psychological well-being was lower among respondents who reported being unemployed than among those who reported being employed ($P=.04$). Data analysis also identified the type of community impacted in terms of psychological well-being, and psychological well-being was higher among respondents who reported living in a small-town community than among those who reported living in a metropolitan or city community ($P=.004$).
### Table 2. Sociodemographic characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Wave 1 (N=1187), n (%)</th>
<th>Wave 2 (N=337), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Member of a support group on social media</td>
<td>265 (22.3)</td>
<td>132 (39.2)</td>
</tr>
<tr>
<td>Number of social messaging apps used</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>43 (3.6)</td>
<td>31 (9.2)</td>
</tr>
<tr>
<td>1-2</td>
<td>427 (36.0)</td>
<td>113 (33.5)</td>
</tr>
<tr>
<td>3-4</td>
<td>454 (45.9)</td>
<td>147 (43.9)</td>
</tr>
<tr>
<td>≥5</td>
<td>172 (14.5)</td>
<td>46 (13.4)</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>314 (26.5)</td>
<td>120 (35.6)</td>
</tr>
<tr>
<td>30-39</td>
<td>284 (23.9)</td>
<td>92 (27.3)</td>
</tr>
<tr>
<td>40-49</td>
<td>303 (25.5)</td>
<td>64 (19.0)</td>
</tr>
<tr>
<td>50-59</td>
<td>161 (13.6)</td>
<td>23 (6.8)</td>
</tr>
<tr>
<td>≥60</td>
<td>125 (10.5)</td>
<td>38 (11.3)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>340 (28.7)</td>
<td>91 (27.0)</td>
</tr>
<tr>
<td>Female</td>
<td>831 (70.0)</td>
<td>242 (71.8)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>8 (0.7)</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Choose not to answer</td>
<td>8 (0.7)</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary or less than high school</td>
<td>58 (4.9)</td>
<td>11 (3.3)</td>
</tr>
<tr>
<td>High school</td>
<td>177 (14.9)</td>
<td>23 (6.8)</td>
</tr>
<tr>
<td>College diploma/some college or university</td>
<td>N/A(^a)</td>
<td>107 (31.8)</td>
</tr>
<tr>
<td>Bachelor’s degree/professional degree</td>
<td>321 (27.0)</td>
<td>85 (25.2)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>416 (35.0)</td>
<td>62 (18.4)</td>
</tr>
<tr>
<td>PhD</td>
<td>215 (18.1)</td>
<td>49 (14.5)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having a partner/married</td>
<td>628 (52.9)</td>
<td>194 (57.6)</td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>82 (6.9)</td>
<td>12 (3.6)</td>
</tr>
<tr>
<td>Widowed</td>
<td>34 (37.3)</td>
<td>7 (2.1)</td>
</tr>
<tr>
<td>Single</td>
<td>443 (2.9)</td>
<td>121 (35.9)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>0 (0)</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>844 (71.1)</td>
<td>264 (78.3)</td>
</tr>
<tr>
<td>Retired</td>
<td>58 (4.9)</td>
<td>30 (8.9)</td>
</tr>
<tr>
<td>Not employed (out of a job or due to other reasons)</td>
<td>285 (24.0)</td>
<td>43 (12.8)</td>
</tr>
<tr>
<td>Type of community (residence)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan/city</td>
<td>608 (51.2)</td>
<td>74 (22.0)</td>
</tr>
<tr>
<td>Suburban</td>
<td>233 (19.6)</td>
<td>117 (34.7)</td>
</tr>
<tr>
<td>Small town</td>
<td>188 (15.8)</td>
<td>113 (33.5)</td>
</tr>
<tr>
<td>Rural area</td>
<td>158 (13.3)</td>
<td>33 (9.8)</td>
</tr>
<tr>
<td>Number of people living in the home environment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>182 (15.3)</td>
<td>41 (12.2)</td>
</tr>
<tr>
<td>2</td>
<td>416 (35.1)</td>
<td>137 (40.7)</td>
</tr>
</tbody>
</table>
### Table 3. Impact of technology use on loneliness scores.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Wave 1 Loneliness score, mean (SD)</th>
<th>Wave 2 Loneliness score, mean (SD)</th>
<th>P value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Member of an online community support group</td>
<td></td>
<td></td>
<td></td>
<td>.49</td>
</tr>
<tr>
<td>Yes</td>
<td>43.88 (5.65)</td>
<td>48.87 (8.86)</td>
<td></td>
<td>.29</td>
</tr>
<tr>
<td>No</td>
<td>44.18 (6.42)</td>
<td>49.96 (9.96)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of the internet to stay connected with friends, family, or peers</td>
<td></td>
<td></td>
<td>.50</td>
<td>.25</td>
</tr>
<tr>
<td>Yes</td>
<td>48.46 (6.97)</td>
<td>49.78 (6.91)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>48.27 (7.30)</td>
<td>48.21 (8.57)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of social media platforms</td>
<td></td>
<td></td>
<td>.21</td>
<td>.18</td>
</tr>
<tr>
<td>Yes</td>
<td>48.47 (6.97)</td>
<td>49.66 (9.35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>48.02 (7.44)</td>
<td>46.20 (11.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of social networking messengers</td>
<td></td>
<td></td>
<td>.23</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>48.41 (6.98)</td>
<td>50.15 (9.28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>49.47 (7.23)</td>
<td>43.89 (9.36)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Impact of the type of community on psychological well-being in Wave 2.

<table>
<thead>
<tr>
<th>Community comparison</th>
<th>Mean difference</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metro/city vs rural</td>
<td>4.73</td>
<td>−0.96 to 10.43</td>
<td>.14</td>
</tr>
<tr>
<td>Metro/city vs small town</td>
<td>−2.71</td>
<td>−6.78 to 1.34</td>
<td>.31</td>
</tr>
<tr>
<td>Metro/city vs suburban</td>
<td>−2.10</td>
<td>−10.43 to 0.96</td>
<td>.53</td>
</tr>
<tr>
<td>Small town vs rural</td>
<td>7.45</td>
<td>2.05 to 12.85</td>
<td>.002</td>
</tr>
<tr>
<td>Suburban vs rural</td>
<td>6.83</td>
<td>1.49 to 12.18</td>
<td>.006</td>
</tr>
<tr>
<td>Small town vs suburban</td>
<td>0.62</td>
<td>−2.93 to 4.18</td>
<td>.97</td>
</tr>
</tbody>
</table>

*Note: N/A: not applicable.*
Table 5. Wave 1 ordinary least squares regression of sociodemographic characteristics and use of technology regarding loneliness scores.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficienta (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (reference: 18-29 years)</strong></td>
<td></td>
</tr>
<tr>
<td>30-39 years</td>
<td>0.170 (0.61)</td>
</tr>
<tr>
<td>40-49 years</td>
<td>0.722 (0.62)</td>
</tr>
<tr>
<td>50-59 years</td>
<td>0.459 (0.71)</td>
</tr>
<tr>
<td>≥60 years</td>
<td>−0.378 (0.87)</td>
</tr>
<tr>
<td><strong>Gender (reference: female)</strong></td>
<td></td>
</tr>
<tr>
<td>Male or nonbinary/refused to answer</td>
<td>−0.045 (0.39)</td>
</tr>
<tr>
<td><strong>Education level (reference: primary or less than high school)</strong></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>−2.756 (0.94)b</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>−3.622 (0.90)c</td>
</tr>
<tr>
<td>Master’s/professional degree</td>
<td>−3.981 (0.88)c</td>
</tr>
<tr>
<td>PhD</td>
<td>−4.073 (0.95)c</td>
</tr>
<tr>
<td><strong>Marital status (reference: having a partner)</strong></td>
<td></td>
</tr>
<tr>
<td>Divorced/separated/widowed</td>
<td>0.568 (0.67)</td>
</tr>
<tr>
<td>Single</td>
<td>2.441 (0.48)c</td>
</tr>
<tr>
<td><strong>Employment status (reference: working)</strong></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>−0.883 (1.01)</td>
</tr>
<tr>
<td>Not working (out of a job or due to other reasons)</td>
<td>1.045 (0.49)d</td>
</tr>
<tr>
<td><strong>Residence (reference: metropolitan/city)</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>−0.025 (0.58)</td>
</tr>
<tr>
<td>Small town</td>
<td>0.959 (0.53)</td>
</tr>
<tr>
<td>Suburban</td>
<td>0.564 (0.48)</td>
</tr>
<tr>
<td><strong>Number of people living in the home environment (reference: 1)</strong></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.094 (0.61)</td>
</tr>
<tr>
<td>3</td>
<td>−0.674 (0.67)</td>
</tr>
<tr>
<td>4</td>
<td>−0.368 (0.68)</td>
</tr>
<tr>
<td>≥5</td>
<td>−0.223 (0.79)</td>
</tr>
<tr>
<td><strong>Number of social media apps used (reference: 0)</strong></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>−0.549 (0.98)</td>
</tr>
<tr>
<td>3-4</td>
<td>−0.852 (0.98)</td>
</tr>
<tr>
<td>≥5</td>
<td>−0.799 (1.06)</td>
</tr>
<tr>
<td><strong>Joining a specific online COVID-19 community support group on social media (reference: no)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>−0.44 (0.43)</td>
</tr>
</tbody>
</table>

a Adjusted $R^2=0.059$.
b $P<.01$.
c $P<.001$.
d $P<.05$. 
Table 6. Wave 2 ordinary least squares regression of sociodemographic characteristics and use of technology regarding loneliness scores.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient^a (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (reference: 18-29 years)</strong></td>
<td></td>
</tr>
<tr>
<td>30-39 years</td>
<td>1.13 (1.52)</td>
</tr>
<tr>
<td>40-49 years</td>
<td>-2.89 (1.83)^b</td>
</tr>
<tr>
<td>≥50 years</td>
<td>-3.67 (2.15)^b</td>
</tr>
<tr>
<td><strong>Gender (reference: female)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2.10 (1.24)^b</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>0.57 (7.39)</td>
</tr>
<tr>
<td>Nonbinary, gender fluid</td>
<td>4.53 (5.60)^b</td>
</tr>
<tr>
<td><strong>Education level (reference: primary or less than high school)</strong></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>-0.04 (3.55)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>3.80 (3.13)</td>
</tr>
<tr>
<td>College diploma/some college</td>
<td>1.64 (3.09)</td>
</tr>
<tr>
<td>Master’s/professional degree</td>
<td>2.24 (3.22)</td>
</tr>
<tr>
<td>PhD</td>
<td>4.72 (3.27)</td>
</tr>
<tr>
<td><strong>Marital status (reference: having a partner)</strong></td>
<td></td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>1.59 (2.87)</td>
</tr>
<tr>
<td>Widowed</td>
<td>-0.44 (4.03)</td>
</tr>
<tr>
<td>Single</td>
<td>2.07 (1.53)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>3.61 (5.99)</td>
</tr>
<tr>
<td><strong>Employment status (reference: working)</strong></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>4.42 (2.37)^b</td>
</tr>
<tr>
<td>Not working (out of a job or other reasons)</td>
<td>3.90 (1.65)^b</td>
</tr>
<tr>
<td><strong>Residence (reference: metropolitan/city)</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>-1.18 (2.07)</td>
</tr>
<tr>
<td>Small town</td>
<td>0.64 (1.49)</td>
</tr>
<tr>
<td>Suburban</td>
<td>-2.90 (1.47)</td>
</tr>
<tr>
<td><strong>Number of people living in the home environment (reference: 1)</strong></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-1.84 (1.89)</td>
</tr>
<tr>
<td>3</td>
<td>-1.52 (2.08)</td>
</tr>
<tr>
<td>4</td>
<td>-1.03 (2.26)</td>
</tr>
<tr>
<td>≥5</td>
<td>-0.62 (2.29)</td>
</tr>
<tr>
<td><strong>Number of social media apps used (reference: 0)</strong></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>5.95 (1.98)^c</td>
</tr>
<tr>
<td>3-4</td>
<td>5.96 (1.97)^c</td>
</tr>
<tr>
<td>≥5</td>
<td>4.97 (2.30)^b</td>
</tr>
<tr>
<td><strong>Joining a specific online COVID-19 community support group on social media (reference: no)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>-1.02 (1.17)</td>
</tr>
</tbody>
</table>

^aAdjusted R^2=0.081.
^bP<.05.
^cP<.01.
Table 7. Ordinary least squares regression of sociodemographic characteristics and use of technology regarding psychological well-being.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Wave 1, coefficient&lt;sup&gt;a&lt;/sup&gt; (SE)</th>
<th>Wave 2, coefficient&lt;sup&gt;b&lt;/sup&gt; (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (reference: 18-29 years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-39 years</td>
<td>−0.72 (1.00)</td>
<td>4.85 (1.62)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>40-49 years</td>
<td>−0.02 (1.03)</td>
<td>4.06 (1.96)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>50-59 years</td>
<td>−1.63 (1.17)</td>
<td>_&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>≥60 years</td>
<td>−0.29 (1.44)</td>
<td>_&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>≥50 years</td>
<td>_&lt;sup&gt;e&lt;/sup&gt;</td>
<td>4.04 (2.30)</td>
</tr>
<tr>
<td><strong>Gender (reference: female)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male or nonbinary/refused to answer</td>
<td>0.26 (0.65)</td>
<td>−3.67 (1.31)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>_&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1.67 (8.03)</td>
</tr>
<tr>
<td>Nonbinary, gender fluid</td>
<td>_&lt;sup&gt;e&lt;/sup&gt;</td>
<td>−5.75 (7.47)</td>
</tr>
<tr>
<td><strong>Education level (reference: primary or less than high school)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>−1.77 (1.55)</td>
<td>−6.17 (3.69)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>−2.77 (1.48)</td>
<td>−1.75 (3.28)</td>
</tr>
<tr>
<td>College diploma/some college</td>
<td>_&lt;sup&gt;e&lt;/sup&gt;</td>
<td>−2.99 (3.20)</td>
</tr>
<tr>
<td>Master’s/professional degree</td>
<td>−1.38 (1.46)</td>
<td>−0.66 (3.36)</td>
</tr>
<tr>
<td>PhD</td>
<td>−2.20 (1.57)</td>
<td>−2.28 (3.43)</td>
</tr>
<tr>
<td><strong>Marital status (reference: having a partner)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced/separated/widowed</td>
<td>−0.28 (1.12)</td>
<td>−0.44 (2.91)</td>
</tr>
<tr>
<td>Widowed</td>
<td>_&lt;sup&gt;e&lt;/sup&gt;</td>
<td>5.68 (3.99)</td>
</tr>
<tr>
<td>Single</td>
<td>−1.77 (0.80)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.88 (1.62)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>_&lt;sup&gt;e&lt;/sup&gt;</td>
<td>2.91 (6.51)</td>
</tr>
<tr>
<td><strong>Employment status (reference: working)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>0.75 (1.68)</td>
<td>−1.02 (2.51)</td>
</tr>
<tr>
<td>Not working (out of a job or due to other reasons)</td>
<td>−0.78 (0.82)</td>
<td>−3.48 (1.75)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Residence (reference: metropolitan/city)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>1.05 (0.96)</td>
<td>−3.19 (2.20)</td>
</tr>
<tr>
<td>Small town</td>
<td>−1.97 (0.88)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>4.60 (1.57)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Suburban</td>
<td>−0.35 (0.80)</td>
<td>2.82 (1.53)</td>
</tr>
<tr>
<td><strong>Number of people living in the home environment (reference: 1)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>−0.29 (1.01)</td>
<td>3.89 (1.95)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>3</td>
<td>1.51 (1.10)</td>
<td>6.55 (2.16)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>4</td>
<td>−1.92 (1.13)</td>
<td>3.90 (2.34)</td>
</tr>
<tr>
<td>≥5</td>
<td>−2.29 (1.31)</td>
<td>5.88 (2.39)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Number of social media apps used (reference: 0)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>0.53 (1.64)</td>
<td>2.56 (2.14)</td>
</tr>
<tr>
<td>3-4</td>
<td>0.65 (1.64)</td>
<td>1.60 (2.12)</td>
</tr>
<tr>
<td>≥5</td>
<td>2.2 (1.76)</td>
<td>3.93 (2.45)</td>
</tr>
<tr>
<td>Joining a specific online COVID-19 community support group on social media (reference: no)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>−0.39 (0.72)</td>
<td>−7.31 (1.23)&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

This paper explored the relationship between technology use and loneliness during the COVID-19 pandemic. We observed some associations between social network messaging but only during the second wave of data collection in 2021 from respondents in North America. Loneliness scores were higher among respondents who were using social network messaging apps than among respondents who were not using such apps. We did not observe such associations during the initial first wave of data collection in 2020 across 13 other countries. Additional findings showed that gender and age of the respondents influenced loneliness scores in both waves of data collection. In the second wave, feelings of loneliness were higher among males than females and were higher among respondents aged 30-39 years than among those in older age groups.

Comparison With Prior Work

Our findings align with the findings of other studies that social media communication and internet usage increased loneliness during the pandemic [17,18,62-64]. Individuals who were lonely tended to use social media and the internet more, which has been associated with poorer mental health and increased prevalence of anxiety and depression. Such findings call for actions and standards from schools, workplaces, and governments regarding the use and misuse of social media and the internet. A "one-size-fits-all" approach may not benefit everyone. Exploring and identifying different options should be considered to stay (remotely) connected without a negative impact on mental health.

Similar to the findings of prior studies, we observed that being a member of community support groups or being a part of a group activity had a positive impact on loneliness [65]. Additionally, the UN [15] has outlined challenges and specificities in a bid to recover regions and impacted areas identified during the pandemic. From a socioeconomic perspective, the UN response includes the following 5-point framework [15]: (1) ensuring all essential health services are still available and protecting health systems; (2) helping people cope with adversity through social protection and basic services; (3) protecting jobs and supporting small and medium-sized enterprises and informal sector workers through economic response and recovery programs; (4) guiding the necessary surge in fiscal and financial stimulus to make macroeconomic policies work for the most vulnerable and strengthening multilateral and regional responses; and (5) promoting social cohesion and investing in community-led resilience and response systems. These 5 streams are connected by a strong environmental sustainability and gender equality imperative to build back better [15].

These findings further support the observation that it is not necessarily the use of the internet or social media that influences loneliness but the involvement in online communities and activities that can influence loneliness. Building on the existing reports of the UN, WHO, and Pan American Health Organization surrounding digital (eHealth) transformation [66-69] and appropriate strategies for preparing and responding to influenza pandemics, future research may investigate the direction of this relationship and the impact of social cohesion with a view to improving community and societal resilience.

Yet, we identified that single respondents and those with lesser formal education were lonelier than their counterparts across both waves of data collection. Additionally, we observed that males, younger respondents (aged 18-29 years), and unemployed respondents were comparatively lonelier. These findings align with the findings of prior studies that investigated the factors associated with loneliness during the COVID-19 pandemic [8,44,70-72], although there are exceptions pertaining to the observations associated with gender. Although the UN [15] acknowledged how industries used digital transformation throughout 2020 to enable employees to continue working from home, there are still areas that were affected, resulting in an increase in unemployment and the number of hours lost. With regard to unemployment, the UN noted that it has led to a greater impact on the health and well-being of individuals and families.

Data from the first wave of collection showed that the levels of psychological well-being were lower among respondents living in small towns than among those living in metropolitan areas. However, the data collected in the second wave showed that the levels of psychological well-being were lower among respondents living in rural areas than among those living in small towns or suburban settings. Moreover, the UN [15] has mentioned how the pandemic has revealed inequalities, resulting in many challenges for service provision and frontline staff in delivering health care specifically in urban areas. According to the UN [15], these challenges are varied and include health care access, inadequate housing, poor infrastructure (eg, transport, water, and sanitation), and employment precarity. However, the UN has mentioned that cities or metropolitan areas are perceived as “hubs of resilience and human ingenuity and this crisis has shown how city dwellers can adapt overnight to new ways of working and functioning while demonstrating extraordinary solidarity and support for one another.” Further, in the second wave data set, the levels of well-being were lower among respondents living in metropolitan areas or cities than among those living in suburban areas, and those living in small towns were lonelier than those living in suburban areas.

Collectively, these findings align with the findings of some previous studies that identified how small towns and rural areas may provide fewer options than cities for in-person activities, social engagements, health care access opportunities, and other
programs that influence mental health [73-79]. Still, other studies have observed how psychological distress is higher among people living in urban areas than among those living in rural areas. It appears that the data presented in this paper align with the narrative described by the UN [15], and this situation may be explained not by residing in urban areas per se but by the lack of access to outside spaces and environmental amenities (ie, green spaces) that leads to psychological distress [80,81]. The data related to respondents residing in cities and metropolitan areas indicate a greater sense of community and resilience. Moreover, analyses of Canadian data have identified age and gender differences across varying community types, use of social media, and loneliness [82].

**Contribution and Implications**

This international multicenter study was launched as a rapid response to the WHO declaring a pandemic [1] and presents a snapshot of the impact technology has on people based on the type of community they live in, their age, and their marital status during the pandemic. The consortium’s goal was to provide scholars, policymakers, educationalists, and historians (in the future) an opportunity to garner a greater understanding of societal behavior and technology use during a specific timeframe. Specifically, we aimed to enhance societal understanding of the role technology plays within and across our societies when it comes to addressing environmental aging, loneliness, and isolation, which may facilitate appropriate planning for future scenarios and crises.

**Limitations**

One limitation of this work is the difficulty in presenting a cross-national perspective, given the global spread of the COVID-19 pandemic and the locations of the consortium members. The rates of survey completion varied considerably across study sites. Given the nature of survey deployment, consortium partners used their own existing mailing lists, networks, and social media platforms, and with this, the English version of the survey may have reached people who were not necessarily located in the United Kingdom but abroad instead. The design of this project only provides a snapshot of experiences shared by people who have access to technology and internet services. Future research should consider collecting more representative data.

**Conclusions**

Our multisite international study showed a contrary trend whereby respondents from 2 countries in 2021, who installed more social media apps on their mobile devices, experienced greater feelings of loneliness. However, these trends did not extend equally across all countries where data were collected in 2020. Additionally, we observed how some sociodemographic factors, specifically age, gender, marital status, and type of community, were associated with loneliness and psychological well-being during the pandemic. Access and use of digital technologies, the internet, and social media have increased since the beginning of the COVID-19 pandemic within developed and developing countries. Although some increases can be attributed to trends in working and studying from home, the increased use of social media platforms and messengers has also been tied to desires to stay connected with friends, families, and peers to avoid loneliness. Future studies and discourse should start to consider the role and access of transgenerational technology [83] to explore and understand the sociodemographic factors when implementing programs and activities to reduce loneliness and improve well-being across the rural and urban spectrum.
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Abstract

Background: Physician burnout is a common problem, with onset frequently occurring during undergraduate education. Early intervention strategies that train medical students in psychological flexibility skills could support well-being and mitigate burnout risks associated with unmodifiable career stressors. There is a need for randomized controlled trials to assess effectiveness. As psychological flexibility varies contextually and among individuals, tailoring interventions may improve outcomes. Smartphone apps can facilitate individualization and accessibility, and the evaluation of this approach is an identified research priority.

Objective: This study aimed to evaluate the effectiveness of a stand-alone app–delivered Acceptance and Commitment Training intervention for improving medical students’ self-reported burnout, well-being, psychological flexibility, and psychological distress outcomes. We aimed to explore whether an individualized app would demonstrate benefits over a nonindividualized version.

Methods: This parallel randomized controlled trial was conducted with a sample of medical students from 2 Australian universities (N=143). Participants were randomly allocated to 1 of 3 intervention arms (individualized, nonindividualized, and waitlist) using a 1:1:1 allocation ratio. Individualized and nonindividualized participants were blinded to group allocation. The 5-week intervention included an introductory module (stage 1) and on-demand access to short skill training activities (stage 2), which students accessed at their own pace. Stage 2 was either nonindividualized or individualized to meet students’ identified psychological flexibility training needs.

Results: The mean differences in change from baseline between the intervention groups and the waitlist group were not statistically significant for burnout outcomes: exhaustion (primary; individualized: −0.52, 95% CI −3.70 to 2.65, P=.75; nonindividualized: 1.60, 95% CI −1.84 to 5.03, P=.37), cynicism (individualized: −1.26, 95% CI −4.46 to 1.94, P=.44; nonindividualized: 1.00, 95% CI −2.45 to 4.46, P=.57), and academic efficacy (individualized: 0.94, 95% CI −0.90 to 2.79, P=.32; nonindividualized: 2.02, 95% CI 0.02–4.03, P=.05). Following the intervention, the individualized group demonstrated improved psychological flexibility (0.50, 95% CI 0.12–0.89; P=.01), reduced inflexibility (0.48, 95% CI −0.92 to −0.04; P=.04), and reduced
Introduction

Burnout and the Medical Profession

The medical profession is facing a burnout crisis [1]. Prevalence estimates among physicians range between 37% [2] and 80% [3], and the enduring challenges associated with the COVID-19 pandemic have exacerbated this existing problem [4,5]. Burnout is a psychological outcome of exposure to work-related stress characterized by varying degrees of exhaustion (feelings of overload and depleted emotional energy), cynicism (detachment, withdrawal behaviors, and diminished idealism), and inefficacy (the perception that one’s own work performance lacks quality and value) [6,7]. Although previously believed to emerge during the later stages of a medical career [8], a high global prevalence among medical students (44.2% [9]) is indicative of earlier onset. Increasingly, burnout is arising in response to pervasive imbalances between medical education stressors and a student’s coping resources, and this can persist throughout an individual’s professional life [10,11]. Individuals affected by burnout are at risk of a range of associated outcomes that extend beyond the work context, including poor physical [6,12] and psychological health (including diminished well-being [13], depression [14,15], anxiety [16], and suicide [14,17]). Furthermore, burnout impedes medical service delivery and productivity through its adverse impact on work engagement (eg, reduced participation) [18] and performance (eg, increased medical errors and diminished quality of patient care [2,15]).

Developing effective strategies to address the problem of physician burnout and its associated outcomes was an identified research priority before the pandemic [1,19], with a particular emphasis on early intervention strategies that could facilitate prevention [1,20-22]. However, progress toward this agenda was disrupted by the emergence of COVID-19, which required the medical profession to rapidly prioritize and respond to the ensuing public health crisis, often under conditions of uncertainty and insufficient resources [4]. The persistent stress of the pandemic has contributed to an increase in rates of physician burnout [23] and declining mental health among medical students, to the extent that many report reconsidering their decision to pursue a medical career [24]. There are growing concerns that the potential endurance of these adverse mental health impacts beyond the pandemic could further diminish the resilience of the medical workforce and health care systems, adding to the urgency of identifying and deploying effective interventions [4].

Adaptive Psychological Skill Training for Medical Students

Organizational interventions that modify external stressors within the work or study environment (eg, inadequate resources, excessive workloads, and time pressures) have demonstrated benefits [25-27] and are essential to burnout prevention strategies [28]. However, the pandemic has highlighted that the modifiability of some of these factors may be limited during extended periods of crisis when health care resources are stretched beyond capacity. Medical students in a recent study reported that pandemic-related stressors contributed to elevated burnout and diminished mental health, some of which were less modifiable under the circumstances (eg, web-based learning fatigue, restricted opportunities for clinical experience, and mandatory isolation) than others (eg, quality of web-based learning) [24,29]. Furthermore, physicians and medical students encounter unmodifiable demands inherent to their training and work, resulting in unavoidable contact with certain risk factors during the normal course of their careers [8] (eg, academic pressures, exposure to death and dying [11,30], and role responsibility [15]).

Psychological and behavioral responses to demands and stressors play a role in burnout development among medical students, whose risk of burnout is almost doubled when maladaptive coping patterns are adopted [30-33]. There is recent evidence suggesting that, in addition to its augmentation of external stressors, the pandemic has adversely affected medical students’ psychological resources for coping with these challenges [24]. Maladaptive coping patterns are unlikely to spontaneously...
improve over time without intervention [34], which may contribute to the increasing risk of burnout that medical students face as they progress through training and into their careers [8,30,35]. Individual-level interventions have the potential to buffer against burnout and other psychological ill health outcomes by training modifiable cognitive, emotional, and behavioral skills that can facilitate adaptive responses to unmodifiable contextual stressors [8,34,36,37]. There is growing support for the implementation of such interventions during undergraduate medical training, which is recognized as a critical stage of learning and career preparation [21,38,39]. Physicians experiencing burnout have proposed that learning self-care should be prioritized equally with clinical skills during medical education [40]. By assisting students in developing adaptive coping repertoires, individual-level interventions can pre-emptively prepare them to respond to the inevitable stressors of medical education and future practice in ways that support their psychological health and well-being [21,38,39]. This early intervention strategy could offer longer-term benefits for burnout prevention within the medical profession [8,30,31,37,38].

**Intervention Model: Psychological Flexibility**

Despite the considerable increase in the number of studies investigating such interventions in recent years, systematic reviews have highlighted the need for more rigorous studies identifying which adaptive psychological skill sets can be trained to produce optimal improvements in burnout and well-being outcomes among medical students [21,28]. Psychological flexibility is a set of adaptive cognitive and behavioral skills that is a promising intervention target [36,41-43]. The psychological flexibility model encompasses 6 modifiable flexibility (and corresponding inflexibility) processes: present-moment awareness (nonawareness of present moment), experiential acceptance (experiential avoidance), cognitive defusion (cognitive fusion), self-as-context (self-as-content), contact with values (lack of contact with values), and committed action toward values (inaction) [44,45]. When faced with challenging situations or uncomfortable internal experiences, individuals who are high in psychological flexibility tend to respond in ways that are effective in the moment and supportive of their broader well-being [46,47], including bringing conscious awareness and openness to the conditions of their present-moment experiences and purposefully committing to effective actions that align with personally held values [44]. Conversely, psychological inflexibility manifests as behavioral rigidity in response to internal (eg, thoughts, emotions, and physical sensations) experiences, which can have an adverse impact on an individual’s capacity to adapt and function in psychologically healthy ways [44]. An individual can learn to improve their psychological flexibility skills using a range of intervention approaches, including Acceptance and Commitment Training (ACT) [48,49]. Rather than focusing on directly modifying psychological symptoms, ACT aims to increase psychological flexibility and decrease psychological inflexibility processes in the service of expanding adaptive, values-based behavioral repertoires [44]. This can alter the way in which an individual responds to stressful experiences, producing secondary benefits across a wide range of psychological and organizational variables [49-51].

Within the broader literature, psychological flexibility is associated with well-being [52,53] and has been shown to protect against burnout and adverse mental health outcomes in stressful situations [42,47,52] (including depression and anxiety [51]). Interventions that train individuals to develop and strengthen their psychological flexibility skills are effective in reducing work-related stress and burnout severity [36,41,54-57] and improving well-being [36,41,43]. Mediation studies demonstrate that ACT interventions exert their beneficial impacts on burnout and well-being by improving an individual’s psychological flexibility [36], suggesting that this skill set is a mechanism of change for these outcomes. In a longitudinal ACT intervention study, improvements in psychological flexibility mediated reductions in exhaustion [42], and this prevented the later development of cynicism [42]. This is an important finding with respect to the potential burnout prevention benefits of psychological flexibility training among medical students, for whom exhaustion is the most prevalent factor and is considered a foundational manifestation of burnout [2,9].

There is early evidence suggesting that psychological flexibility skills may function as important personal resources in the medical profession [31]. Low psychological flexibility is associated with burnout risk among medical students, physicians [58], and resident physicians [59]. Medical students who report low psychological flexibility also demonstrate diminished satisfaction with life and greater personal distress when seeing others in harm, which may increase burnout risk during their careers [31]. Furthermore, burnout risk is higher among medical students who engage in experiential avoidance [11,32] or non–values-based actions [60]. Conversely, higher psychological flexibility was recently found to predict lower burnout among medical students and physicians during the pandemic [58]. There is minimal research examining the benefits of psychological flexibility skill training interventions for medical students. A recent study found that distressed medical students who completed ACT training as a requirement of their undergraduate medical curriculum demonstrated improved burnout outcomes, but this study did not include a control group [61]. A small semieperimental study demonstrated improvements in well-being and psychological distress among female medical students in Iran following completion of an ACT intervention [62]. Further rigorous efficacy studies are needed to evaluate whether training medical students in psychological flexibility skills improves burnout and psychological well-being outcomes.

**App-Based Intervention Delivery**

**Accessibility**

A recent systematic review of individual resource-building interventions for medical students highlighted the need for research evaluating the effectiveness of nontraditional delivery methods such as smartphone apps [21]. As medical students use smartphones frequently [63], stand-alone app–delivered interventions have the potential for cost-effective scalability [39,64] and can offset known accessibility barriers by providing anonymous and private access to medical students concerned about mental health stigma [11,32,64]. Stand-alone apps offer accessibility in times when face-to-face delivery is not an option.
such as during pandemic-related lockdowns [65], and can deliver brief training components at convenient times for those with busy schedules [64,66]. Psychological skill generalization may also be enhanced because of the accessibility of training opportunities in everyday life situations [67]. However, feasibility trials of app-based psychological interventions for medical students also indicate that maintaining engagement in this accessible medium can be challenging [63,68].

**Individualization**

App technologies have been identified as important to advance key research priorities within the psychological flexibility literature because of their potential to facilitate methodologies that accommodate individual heterogeneity and enhance intervention precision [69]. Although the benefits of ACT have been assessed in >1000 randomized controlled trials (RCTs) [50], traditional approaches evaluating the effectiveness of generic interventions by comparing aggregated group data are limiting as they overlook important information regarding individual differences in training needs and outcomes [69-71]. Generalized deployment of interventions found to be effective at the group level is likely to result in some individuals not receiving the type or amount of training they need and others receiving more than necessary [57,70]. With respect to psychological flexibility processes, research suggests that individuals might require training in different skills at different times and in different situations [45]. Although high psychological flexibility is often associated with low psychological inflexibility (and vice versa), several distinct and more complex profiles have recently been observed [46], indicating that flexibility and inflexibility processes do not necessarily exist at opposite ends of a spectrum but may vary temporally and contextually within individuals [45,46,72]. Thus, there is a growing focus on individualized approaches in which intervention decisions are driven by an individual participant’s identified needs and skill deficits in varying moments and contexts [69,70]. Apps have the potential to facilitate both the real-time ecological momentary assessment (EMA) [69] of these needs in a participant’s everyday life and the targeted delivery of just-in-time adaptive intervention components that align with these needs [73]. Importantly, as an individualized approach adjusts for heterogeneity at the intervention level, an RCT study design can be used to assess its treatment utility over a nonindividualized approach [70].

As ACT is a theory-driven intervention with practical training components that have clear functional links to the corresponding core process within the psychological flexibility model [44,48,74], it is well suited to individualized delivery via an app [75]. Levin et al [75] demonstrated a simple EMA strategy for identifying a participant’s present-moment psychological flexibility training needs, involving a brief subjective assessment of which process an individual felt they were experiencing the most difficulty with each time they accessed an app-delivered ACT intervention. This information was used to individualize the training by delivering a practical ACT skill activity that aligned with the identified psychological flexibility process at that moment. Using a 3-arm RCT, the researchers demonstrated that, compared with a nonindividualized ACT app and a nontreatment group, university students who engaged with the individualized app demonstrated statistically significantly greater improvements in psychological distress and well-being. Empirical evaluation of individualized ACT interventions is in its early stages, and more research is needed to examine effectiveness and advance the development of individualization methodologies [69,75,76]. To date, no studies have examined the potential burnout and well-being benefits of training medical students in psychological flexibility skills using individualized or nonindividualized ACT apps.

**Study Aims**

The aim of this RCT was to evaluate the effectiveness of an app-delivered ACT intervention for medical students with respect to burnout (exhaustion [primary outcome], cynicism, and academic efficacy), well-being, and psychological flexibility and inflexibility outcomes. We hypothesized that medical students who engaged with either an individualized or nonindividualized version of the ACT app would demonstrate greater postintervention improvements in outcomes than those in a waitlist group and that intervention effects would be greater for the individualized group than for the nonindividualized group. We aimed to examine whether any observed postintervention improvements in burnout or well-being would be mediated by improvements in psychological flexibility and inflexibility. Furthermore, we aimed to explore whether engaging in either version of the ACT app would improve other relevant secondary psychological outcomes (stress, depression, and anxiety).

**Methods**

**Ethics Approval**

Ethics approval for this study was granted by the University of Newcastle Human Research Ethics Committee on January 21, 2021 (approval ID: H-2020-0311), and ratified by the University of New England Human Research Ethics Committee on February 11, 2021.

**Trial Design**

This study was a 3-arm, parallel RCT of a 2-stage psychological flexibility skill training app for medical student burnout and well-being. Randomization was performed within the app using a 1:1:1 allocation ratio and a simple randomization procedure where each student had a 1 in 3 chance of allocation to each intervention arm (individualized intervention, nonindividualized intervention, and waiting list). The inclusion of the nonindividualized group was an important element of this research design as it provided a generic ACT intervention control condition against which to evaluate the potential relative benefits (or “treatment utility” [70]) of the individualized approach adopted [75]. The functional limitations of the app meant that it was not possible to stratify randomization by participant baseline characteristics. Allocation was blinded for participants assigned to the individualized and nonindividualized intervention groups. Blinding was not possible for the waitlist group.
Recruitment and Study Setting

Recruitment was conducted for 6 weeks during August 2021 and September 2021 (refer to Figure 1 for the participant flow diagram). This unintentionally coincided with a mandated lockdown because of a regional COVID-19 outbreak. The sampling frame was students enrolled in first, second, fourth, and fifth years of the Joint Medical Program (JMP) at the University of Newcastle or the University of New England, Australia (N=778). During the first and second years of the JMP, students predominantly engage in in-class academic learning, whereas the fourth and fifth years involve a stronger focus on applied clinical training. Students enrolled in the third year of the JMP were not invited to participate in this study as they had previously taken part in a feasibility trial of the app.

Figure 1. Participant flow diagram. II: individualized intervention; NI: nonindividualized intervention; WL: waiting list.

Students were invited to participate in a trial to assess the efficacy of a psychological flexibility skill training app for well-being and burnout prevention. An invitation email was sent to students’ university accounts from a JMP administrative account approximately every 2 weeks during the recruitment period, and a member of the research team also delivered a verbal invitation at the end of web-based classes. Students were provided with a URL and QR code that gave them access to the enrollment website (located on a secure web-based survey and database platform, REDCap [Research Electronic Data Capture; Vanderbilt University] [77,78], hosted at Hunter Medical Research Institute) during the recruitment period.

Students who accessed the enrollment website were assessed for eligibility and were eligible for inclusion if they had regular access to a reliable internet connection and an electronic device compatible with app use (smartphone or tablet). There were no ineligibility criteria. Participation was voluntary, confidential,
and independent of students’ academic programs. Students were required to read a participant information statement before deciding whether to enroll in the study. This included information about the purpose of the study, time required to complete outcome measures (approximately 10 minutes at each time point), intervention and study flow, privacy and data storage, and withdrawal processes. Students who elected to participate registered their consent through an e-consent process. Following completion of a brief self-report demographic assessment (baseline participant characteristics), enrolled students were provided with links to download the app via the Play Store (Android) and App Store (Apple). The app was password-protected to ensure that only study participants had access to the outcome measures (closed surveys) and intervention.

Data Privacy
To ensure the privacy and anonymity of participant data, 2 password-protected databases were used to store personal and demographic information (in an identifiable “Participant Information Database”) separately from the outcome data (stored in an anonymous “Study Database”). Outcome data were deidentified, with participant ID used as a linkage key. Only the lead author had access to the participant information database. Members of the research team did not have access to identifying participant information. To protect privacy while using the app, students input their unique participant ID as their username when registering and accessing their account.

Procedures
Overview
The study period for each participant commenced when they downloaded the app and registered their account. All further assessment, intervention, and data collection procedures were conducted within the app, which students accessed independently during the study period. The intervention and assessment components were resumable, allowing students to engage with the app at their own pace. Participants first completed baseline psychological outcome measures followed by a brief (10 minutes) onboarding session, which outlined how to use the app and introduced psychological flexibility as an adaptive behavioral skill set that could help students do what is important to them while effectively navigating life’s challenges. Students were then randomized into 1 of the 3 intervention arms, after which the app was programmed to deliver the intervention pathway associated with their group allocation. The individualized and nonindividualized groups were given access to the psychological flexibility training intervention via the app for 5 weeks. For students assigned to the waiting list, access to app content was disabled for 5 weeks. After the study period, all 3 groups were asked to complete the postintervention outcome measures. Upon completion, waitlist participants were given access to the individualized version of the app, and intervention group participants were given continued access to their allocated version. All students who completed the postintervention outcome measures were given an Aus $30 (US $20.70) digital gift voucher to acknowledge the time commitment involved in participation.

The 5-week intervention duration was set in consultation with the participating medical schools. This provided students with the opportunity to participate in the study during the semester while reducing participation burden by ensuring that the timing of outcome measures did not correspond with critical assessment periods. This duration was considered appropriate as Levin et al [75] observed intervention effects for a similar 4-week program, and feasibility trialing of the current app demonstrated that medical students engaged most frequently during the early weeks of access [68].

Intervention Overview
The intervention was an ACT-based psychological flexibility [44] training program delivered via a smartphone app (“BiSi: Build it. Sustain it.”) created for this study. A more detailed protocol for this study is available elsewhere [79]. BiSi was developed by clinical psychologists (ED and BK) with extensive experience in the psychological flexibility model and involved the adaptation of existing ACT concepts and training activities to suit the app-based context and target participant group. The intervention was delivered in 2 stages.

Stage 1: Learn the Concepts (Introductory Module)
Stage 1 involved the delivery of an introductory module (“Learn the Concepts”), which was identical for the individualized and nonindividualized groups. The purpose of the module was to familiarize students with the psychological flexibility model and its potential benefits and provide a conceptual framework for understanding the stage 2 experiential skill training activities. Students could complete the module over multiple sittings (total completion time of approximately 60 minutes depending on individual pace). The module comprised 7 sections (<10 min each) presented in a fixed order. Students were required to complete each section before progressing to the next. Section 1 provided psychoeducation about burnout (focusing on destigmatizing burnout-related experiences and how to recognize the signs) and well-being (including the importance of choosing actions that involve the consideration of personal well-being). Sections 2 to 7 provided education about each psychological flexibility and inflexibility process and outlined how psychological flexibility skills could be implemented to support well-being and protect against burnout. Although the module was primarily conceptual, experiential components encouraged self-reflection and provided opportunities to practice each skill set (eg, personal values identification, mindfulness, experiential acceptance, thought defusion, perspective shifting, and values-based goal setting). Written and audio versions of the psychoeducational content were provided, along with accompanying images. Some skill activities were presented in either written or audio format depending on which translated best to the app-based delivery mode. Completion of the stage 1 introductory module unlocked students’ access to the stage 2 on-demand skill-training dashboard.

Stage 2: Learn the Behaviors (On-Demand Skill Training)
Stage 2 provided access to a library of short (3 to 8 minutes) experiential psychological flexibility skill activities that students could practice at any time (on demand). Each of the 6
psychological flexibility processes had its own dashboard where all ACT training activities for that skill set were displayed on a list (20 activities per process; 120 in total). Although most activities were presented in audio format with accompanying images, some included written components and items that required the user to input a response.

During stage 2, students from both intervention groups were presented with a main dashboard (home screen) each time they opened the app. To access the psychological flexibility skill activities, students selected “Practice a Skill” on the home screen and were presented with a single-item EMA screening question (“Which of the following are you having the most difficulty with today?”) to identify which psychological flexibility skill set might be most relevant to their training needs on that occasion (adapted from Levin et al [75]). Students selected 1 of 6 response options, each of which corresponded to one of the 6 psychological flexibility processes: “Struggling with your feelings” (acceptance), “Unable to do what matters to you” (committed action), “Stuck in your thoughts” (defusion), “Stuck in autopilot or struggling to stay in the present moment” (present-moment awareness), “Disconnected from a sense of meaning or purpose” (values), and “Stuck in stories about who you are or who you should be” (self-as-context).

The EMA screening question was used to tailor the intervention to the training needs of students in the individualized group. Upon completion of the screening question, participants in the individualized group were presented with the dashboard corresponding to the psychological flexibility skill set they had identified as having the most difficulty with on that occasion (eg, if a student reported feeling disconnected from a sense of meaning or purpose, the app displayed the values dashboard). This allowed students in the individualized group to practice a skill targeted to the area of identified need each time they accessed the app. For the nonindividualized group, students’ responses to the screening question had no impact on the skill set in which they received training. After responding to the screening question, students in the nonindividualized group were presented with 1 of the 6 psychological flexibility dashboards at random (simple randomization; each process had an equal chance of selection). Students were informed that there were 2 intervention groups and that the only difference was the way in which skill activities were selected for them by the app.

Once students were given access to a psychological flexibility dashboard, they could practice any activity from that skill set, either by choosing from the list or by allowing the app to select for them. The latter involved a simple randomization process where each activity had an equal chance of selection (1 in 20). Upon completion of an activity, students had the option to complete another within the same psychological flexibility skill set. If they selected “yes,” these steps were repeated until the participant elected to discontinue.

The version of BiSi implemented in this study incorporated medical student feedback from a small feasibility trial of the app [68] with the aim of enhancing intervention relevance and engagement. This included clear explanations of what to expect during each stage of the intervention, providing progress indicators for all app components, providing earlier opportunities for personally relevant experiential learning and self-reflection (during stage 1), and delivering content in both written and audio formats where practical (during stage 1). We also introduced positive reinforcement components that were delivered after students completed certain activities or a certain number of activities (eg, achievement badges and experience points). Students were asked to complete a minimum of 4 stage 2 skill activities but were also encouraged to optimize skill learning by practicing more regularly. Students were sent reminders to use the app at 6 PM each day. This frequency and time were based on feedback from the feasibility trial. Although reminders were intended to be delivered using push notifications as per medical students’ reported preferences, this function did not operate as intended during the study, and reminders were sent by email instead.

**Outcome Measures**

**Psychological Outcome Measures**

**Overview**

Self-report psychological outcome measures were administered at 2 time points: baseline (collected before randomization) and postintervention measurement (collected 5 weeks after randomization). The outcome measures were presented in the order of the following sections. Participants were required to provide a response to each item before progressing to the next. Owing to the limitations of the app, participants could not alter their responses once submitted.

**Burnout**

Exhaustion was selected as the primary outcome for this study as it is the most prevalent factor among medical students [9] and physicians [2] and early improvements in exhaustion following an ACT intervention may prevent the future development of other burnout factors (cynicism) [42]. Cynicism and academic efficacy were assessed as secondary burnout outcomes. The Maslach Burnout Inventory [80] is a valid [81], gold-standard [82] measure of the 3-factor burnout model. Of the versions available, the General Survey for Students (MBI-GS [SI]) [80,81] was the most appropriate for the medical student cohort. The 16-item self-report questionnaire assesses the degree to which students are experiencing each factor using a 7-point Likert scale ranging from 0 (“never”) to 6 (“every day”). Higher total scores for exhaustion and cynicism and lower total scores for academic efficacy are indicative of higher frequencies of burnout-related experiences. The reliability of the MBI-GS (S) has been demonstrated among medical students [66,83]. In this study, internal consistency was excellent for exhaustion (Cronbach α=.90) and good for cynicism (Cronbach α=.83) and academic efficacy (Cronbach α=.83). Items were presented in consecutive order, with 1 item displayed per app screen (18 screens, including introductory text).

**Well-being**

Well-being was measured as a secondary outcome using the Mental Health Continuum—Short Form [84], which assesses self-reported hedonic (ie, feeling good) and eudaimonic (ie, functioning well) aspects of well-being [85]. Participants rate the frequency of 14 well-being experiences during the previous month using a 6-point Likert scale ranging from 0 (“never”) to
5 (“every day”). Total well-being is estimated by summing all scale items. Higher scores reflect higher overall well-being. The scale has demonstrated validity [84,85], reliability [85,86], and sensitivity to change in web-based intervention studies [87]. Internal consistency was excellent in our sample (Cronbach $\alpha=.92$). Items were presented in consecutive order, with 1 item displayed per app screen (15 screens, including introductory text).

**Psychological Flexibility and Inflexibility**

The Multidimensional Psychological Flexibility Inventory–Short Form [45] was administered to evaluate whether the intervention improved medical students’ psychological flexibility and reduced their psychological inflexibility (secondary outcomes). This 24-item self-report questionnaire assesses the frequency of psychological flexibility and psychological inflexibility experiences during the previous 2 weeks using a 6-point Likert scale ranging from 1 (“never true”) to 6 (“always true”). The scale provides separate average global composite scores for psychological flexibility and inflexibility as recent research suggests that they are related but “conceptually distinct” processes that may have disparate relationships with well-being and psychological distress outcomes and may respond differently to interventions [45,46,72]. The scale has demonstrated validity [72,88] and reliability [88,89] and is responsive to changes over time [45]. This study demonstrated good internal consistency for psychological flexibility (Cronbach $\alpha=.87$) and inflexibility (Cronbach $\alpha=.87$). Items were presented in consecutive order, with 1 item displayed per app screen (24 screens).

**Psychological Distress (Depression, Anxiety, and Stress)**

The Depression, Anxiety, and Stress scale–21 [90] is a valid and reliable [90,91] 21-item self-report questionnaire assessed using a 4-point Likert scale. The measure provides subscale scores that estimate the severity of depression, anxiety, and stress symptoms [90]. We included this measure to explore whether the ACT intervention improved these secondary outcomes and evaluate whether these psychological distress factors affected engagement in the intervention, as has been observed in previous digital intervention studies [92]. Internal consistency was excellent for depression (Cronbach $\alpha=.90$) and good for anxiety (Cronbach $\alpha=.81$) and stress (Cronbach $\alpha=.87$) in this study. Items were presented in consecutive order, with 7 items displayed per app screen (3 screens).

**Intervention Engagement Outcomes**

Behavioral engagement data and subjective intervention feedback were collected from participants throughout the study.

**Study Attrition**

Attrition was defined as formal withdrawal or loss to follow-up at any stage during the study without completing the postintervention outcome measures.

**Intervention Adherence**

Adherence to the individualized and nonindividualized intervention arms was defined as the completion of all stage 1 components and engagement in at least 4 skill activities during stage 2. This level of adherence provided students with the opportunity to learn about and practice each of the psychological flexibility processes (stage 1) and practice the skills a few times in their everyday lives (stage 2).

**Intervention Feedback**

Students were invited to submit feedback on their experience of using the app via a form presented halfway through stage 1. The feedback form was also accessible via the main dashboard. During stage 2, participants rated whether they liked each skill activity they practiced using a single-item binary measure *(thumbs up [like] or thumbs down [dislike] icon)* [93]. Participants were invited to report concerns or harms experienced during the study using contact links provided within the app and via email communication (eg, daily reminders).

**Data Analysis**

**Power Analysis**

R (statistical computing package; R Foundation for Statistical Computing) was used to calculate the standard power for a 2-tailed independent-sample $t$ test for between-group differences not accounting for repeated measures. This was considered a conservative choice as reliable within-person correlation information needed for power based on a mixed model was not available. This analysis indicated that a sample of 117 participants would provide sufficient power (80%) to detect a clinically meaningful effect size (SD 0.65) between either intervention arm and the control arm in the primary outcome (exhaustion), measured using the MBI-GS (S), with a type-I error rate of 5%. We aimed to recruit up to 153 participants to provide a 30% margin for attrition.

**Participant Psychological Characteristics at Baseline**

Average participant psychological characteristics at baseline were compared with reference samples (including other medical student or general population samples from previously published studies) using single-sample $t$ tests.

**Intervention Effects**

This study adopted an intention-to-treat analysis, which included data collected from all participants randomized into a study group. Each participant’s data were analyzed based on the study group to which they were randomized irrespective of their degree of intervention engagement or whether they met the adherence criteria. This approach maintains randomization benefits and minimizes bias when assessing intervention efficacy [94]. Differences between the intervention arms were assessed using linear mixed regression models for primary (exhaustion) and secondary (cynicism, academic efficacy, well-being, psychological flexibility and inflexibility, depression, anxiety, and stress) outcomes. A separate model was estimated for each outcome variable. The models included fixed categorical effects for time (baseline as the referent), intervention group, the interaction between intervention and time, and self-reported baseline participant characteristics that were imbalanced after randomization (ie, gender and whether students were studying medicine as their first career (“first career”)). The model included a random participant-specific intercept to account for the repeated measures for each participant. The adjusted difference between the intervention groups in mean change from
baseline to postintervention measurement is presented, as well as the within-group change from baseline, 95% CIs, and 2-tailed \( P \) values. Model assumptions were assessed by inspecting residual plots. For outcomes that violated modeling assumptions (ie, demonstrated nonnormality of residuals or nonconstant variance), a robust linear mixed-effects model was estimated, with the same fixed and random effects as the previous models.

To control for elevated type-I errors arising from having 2 primary contrasts of interest (each intervention vs control), we followed a hierarchical testing procedure for the primary outcome (exhaustion) where the less intensive intervention (nonindividuated) would only be declared to be significantly different from the control (at a 5% significance threshold) if the more intensive intervention (individuated) was statistically significantly different from the control at a 5% significance level. All other analyses were exploratory. We note that the study was not powered to directly compare the individuated and nonindividuated intervention arms.

**Mediation Analyses**

We planned to conduct mediation analyses to assess whether changes in process outcomes (psychological flexibility and inflexibility) between baseline and postintervention measurement mediated changes in psychological outcomes. However, the observed intervention effects did not support the implementation of these analyses for reasons outlined in the Results section.

**Study Attrition, Intervention Adherence, and Engagement**

Baseline participant demographic and psychological characteristics were compared between (1) those who were lost to follow-up at any point during the study versus those who were not and (2) those who met intervention adherence criteria versus those who did not using chi-square tests for categorical variables (or the Fisher exact test where cell size was <5) and independent-sample Student \( t \) tests for continuous variables (Welch \( t \) tests used where the assumption of equal variance was violated). The average rates of engagement during stage 2 were compared between the individuated and nonindividuated groups using independent-sample \( t \) tests.

**Results**

**Participant Demographics**

A total of 143 medical students were enrolled in this study. Table 1 shows demographic characteristics of the total enrolled sample and each intervention group. The enrolled participants were aged between 18 and 51 years (mean 24.0, SD 5.48 years), and more than half (88/143, 61.5%) were female. Most participants were nonindigenous (133/143, 93%) and domestic students (135/143, 94.4%) and were training in medicine as their first career (108/143, 75.5%). The average time spent in the workforce was 5.74 (SD 5.71) years. A substantial proportion of the enrolled students (122/143, 85.3%) reported having previously experienced burnout, and 21% (30/143) were engaging in psychological treatment at the time of the study. Students rated the quality of their health, diet, and self-care using a Likert scale ranging from 1 (“very poor”) to 5 (“excellent”). Mean ratings for quality of health (mean 3.72, SD 0.89) and diet (mean 3.61, SD 0.73) fell between “average” (3) and “good” (4), whereas mean ratings for self-care (mean 3.19, SD 0.82) were closer to an “average” rating.
Table 1. Participant demographic characteristics at baseline (by study group allocation and total; N=143).

<table>
<thead>
<tr>
<th></th>
<th>IIa (n=37)</th>
<th>NIb (n=36c)</th>
<th>WLd (n=35)</th>
<th>Not allocated (n=35)</th>
<th>Total enrolled</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD; range)</strong></td>
<td>23.7 (5.60; 18-46)</td>
<td>25.4 (5.78; 19-42)</td>
<td>22.1 (3.01; 18-31)</td>
<td>24.7 (6.55; 19-51)</td>
<td>24.0 (5.48; 18-51)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>26 (70.3)</td>
<td>17 (47.2)</td>
<td>23 (65.7)</td>
<td>22 (62.9)</td>
<td>88 (61.5)</td>
</tr>
<tr>
<td>Male</td>
<td>11 (29.7)</td>
<td>18 (50)</td>
<td>9 (25.7)</td>
<td>13 (37.1)</td>
<td>51 (35.7)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (8.6)</td>
<td>0 (0)</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td><strong>Enrollment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domestic</td>
<td>35 (94.6)</td>
<td>34 (94.4)</td>
<td>32 (91.4)</td>
<td>34 (97.1)</td>
<td>135 (94.4)</td>
</tr>
<tr>
<td>International</td>
<td>2 (5.4)</td>
<td>1 (2.8)</td>
<td>3 (8.6)</td>
<td>1 (2.9)</td>
<td>7 (4.9)</td>
</tr>
<tr>
<td><strong>Year of study, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>9 (24.3)</td>
<td>6 (16.7)</td>
<td>11 (31.4)</td>
<td>18 (51.4)</td>
<td>44 (30.8)</td>
</tr>
<tr>
<td>2</td>
<td>15 (40.5)</td>
<td>14 (38.9)</td>
<td>7 (20)</td>
<td>7 (20)</td>
<td>43 (30.1)</td>
</tr>
<tr>
<td>4</td>
<td>7 (18.9)</td>
<td>7 (19.4)</td>
<td>8 (22.9)</td>
<td>4 (11.4)</td>
<td>26 (18.2)</td>
</tr>
<tr>
<td>5</td>
<td>6 (16.2)</td>
<td>8 (22.2)</td>
<td>9 (25.7)</td>
<td>6 (17.1)</td>
<td>29 (20.3)</td>
</tr>
<tr>
<td>Indigenous, n (%)</td>
<td>2 (5.4)</td>
<td>4 (11.1)</td>
<td>0 (0)</td>
<td>4 (11.4)</td>
<td>10 (7)</td>
</tr>
<tr>
<td>First career, n (%)</td>
<td>26 (70.3)</td>
<td>25 (69.4)</td>
<td>32 (91.4)</td>
<td>25 (71.4)</td>
<td>108 (75.5)</td>
</tr>
<tr>
<td>Years in the workforce, mean (SD)</td>
<td>5.19 (6.0)</td>
<td>6.54 (5.95)</td>
<td>3.91 (3.12)</td>
<td>7.34 (6.69)</td>
<td>5.74 (5.71)</td>
</tr>
<tr>
<td>Previous burnout, n (%)</td>
<td>34 (91.9)</td>
<td>31 (86.1)</td>
<td>27 (77.1)</td>
<td>30 (85.7)</td>
<td>122 (85.3)</td>
</tr>
<tr>
<td>Current therapy, n (%)</td>
<td>6 (16.2)</td>
<td>7 (19.4)</td>
<td>11 (31.4)</td>
<td>6 (17.1)</td>
<td>30 (21)</td>
</tr>
<tr>
<td>Health rating, mean (SD)</td>
<td>3.62 (0.92)</td>
<td>4.00 (0.80)</td>
<td>3.40 (0.98)</td>
<td>3.83 (0.86)</td>
<td>3.72 (0.89)</td>
</tr>
<tr>
<td>Diet rating, mean (SD)</td>
<td>3.43 (0.87)</td>
<td>3.97 (0.57)</td>
<td>3.43 (0.71)</td>
<td>3.54 (0.82)</td>
<td>3.61 (0.73)</td>
</tr>
<tr>
<td>Self-care rating, mean (SD)</td>
<td>3.22 (0.81)</td>
<td>3.29 (0.66)</td>
<td>3.17 (0.71)</td>
<td>3.06 (0.84)</td>
<td>3.19 (0.82)</td>
</tr>
</tbody>
</table>

aII: individualized intervention.
bNI: nonindividualized intervention.
cDemographic data missing for 1 participant in this group.
dWL: waiting list.

Participant Psychological Characteristics at Baseline

Outcome scores were calculated for all participants who completed the measures at baseline and only those who were randomized to an intervention arm. Removal of the participants lost to follow-up before random allocation did not greatly alter the mean scores for any psychological outcome. Therefore, we compared the average psychological characteristics of only the participants who proceeded to randomization and were included in the efficacy analyses (108/143, 75.5%) with reference samples (other medical students or the general population) from previously published studies (Multimedia Appendix 1 [66,88,90,95]).

On average, medical students presented a mixed profile of burnout scores, demonstrating exhaustion levels (mean 16.29, SD 7.20) comparable with those of a sample of medical students not experiencing burnout (mean 14.96, SD 5.71; t269=4.46; P<.001) [66]. Total well-being scores (mean 43.03, SD 13.31) were significantly lower than those of a large multi-institutional sample of medical students in the United States (mean 47.0, SD 12.67; t2796=3.12; P=.002) [95]. Psychological inflexibility scores (mean 3.21, SD 0.91) were significantly higher than those of a general population sample (mean 2.73, SD 0.90; t2769=5.43; P<.001) [88]. Average depression (mean 14.89, SD 10.25), anxiety (mean 8.50, SD 8.09), and stress (mean 11.87, SD 10.34) scores for the medical student sample in this study were significantly higher than the general population averages (depression: mean 6.34, SD 6.97, t3020=12.27, P<.001; anxiety: mean 4.7, SD 4.91, t3020=7.67, and P<.001; stress: mean 10.11, SD 7.91, t3020=2.24, and P=.03) [90].

Intervention Effects

Overview

Table 2 shows the results for the burnout; well-being; psychological flexibility and inflexibility; and depression, anxiety, and stress outcomes.
<table>
<thead>
<tr>
<th>Outcome, subcategory, and intervention group</th>
<th>Baseline (n=108), mean (SD)</th>
<th>Postintervention measurement (n=68), mean (SD)</th>
<th>Baseline–postintervention measurement estimated change (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Burnout</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exhaustion (primary)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WL</td>
<td>17.91 (7.02)</td>
<td>17.05 (6.81)</td>
<td>−1.61 (−3.96 to 0.745)</td>
<td>N/A</td>
</tr>
<tr>
<td>II</td>
<td>16.65 (7.22)</td>
<td>14.48 (6.85)</td>
<td>−2.13 (−4.27 to 0.008)</td>
<td>N/A</td>
</tr>
<tr>
<td>NI</td>
<td>14.33 (7.09)</td>
<td>14.79 (5.60)</td>
<td>−0.01 (−2.51 to 2.49)</td>
<td>N/A</td>
</tr>
<tr>
<td>II-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.52 (−3.70 to 2.65)</td>
<td>.75</td>
</tr>
<tr>
<td>NI-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>1.60 (−1.84 to 5.03)</td>
<td>.37</td>
</tr>
<tr>
<td><strong>Cynicism</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WL</td>
<td>11.5 (7.35)</td>
<td>12.0 (7.62)</td>
<td>−0.59 (−1.94 to 0.77)</td>
<td>N/A</td>
</tr>
<tr>
<td>II</td>
<td>11.7 (7.01)</td>
<td>9.74 (5.70)</td>
<td>−1.76 (−3.91 to 0.39)</td>
<td>N/A</td>
</tr>
<tr>
<td>NI</td>
<td>9.36 (6.32)</td>
<td>9.95 (5.54)</td>
<td>0.50 (−2.01 to 3.02)</td>
<td>N/A</td>
</tr>
<tr>
<td>II-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>−1.26 (−4.46 to 1.94)</td>
<td>.44</td>
</tr>
<tr>
<td>NI-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>1.00 (−2.45 to 4.46)</td>
<td>.57</td>
</tr>
<tr>
<td><strong>Academic efficacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WL</td>
<td>23.2 (6.29)</td>
<td>23.9 (6.27)</td>
<td>1.29 (0.51 to 2.08)</td>
<td>N/A</td>
</tr>
<tr>
<td>II</td>
<td>25.9 (6.42)</td>
<td>27.5 (5.29)</td>
<td>1.25 (0.01 to 2.49)</td>
<td>N/A</td>
</tr>
<tr>
<td>NI</td>
<td>24.9 (6.60)</td>
<td>26.4 (6.86)</td>
<td>2.33 (0.86 to 3.80)</td>
<td>N/A</td>
</tr>
<tr>
<td>II-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>0.94 (−0.90 to 2.79)</td>
<td>.32</td>
</tr>
<tr>
<td>NI-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>2.02 (0.02 to 4.03)</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Well-being</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total well-being</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WL</td>
<td>39.5 (13.3)</td>
<td>40.4 (13.1)</td>
<td>3.83 (1.49 to 6.18)</td>
<td>N/A</td>
</tr>
<tr>
<td>II</td>
<td>44.2 (13.7)</td>
<td>48.1 (11.3)</td>
<td>3.51 (−0.20 to 7.22)</td>
<td>N/A</td>
</tr>
<tr>
<td>NI</td>
<td>45.2 (12.5)</td>
<td>52.1 (8.8)</td>
<td>7.22 (2.87 to 11.57)</td>
<td>N/A</td>
</tr>
<tr>
<td>II-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>2.74 (−2.77 to 8.26)</td>
<td>.33</td>
</tr>
<tr>
<td>NI-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>6.46 (0.49 to 12.42)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Psychological flexibility</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flexibility</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WL</td>
<td>3.65 (0.73)</td>
<td>3.69 (0.79)</td>
<td>0.26 (0.09 to 0.42)</td>
<td>N/A</td>
</tr>
<tr>
<td>II</td>
<td>3.74 (0.87)</td>
<td>4.22 (0.83)</td>
<td>0.48 (0.22 to 0.74)</td>
<td>N/A</td>
</tr>
<tr>
<td>NI</td>
<td>3.78 (0.73)</td>
<td>4.10 (0.72)</td>
<td>0.32 (0.02 to 0.62)</td>
<td>N/A</td>
</tr>
<tr>
<td>II-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>0.50 (0.12 to 0.89)</td>
<td>.01</td>
</tr>
<tr>
<td>NI-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>0.35 (−0.07 to 0.76)</td>
<td>.11</td>
</tr>
<tr>
<td>II-NI</td>
<td>N/A</td>
<td>N/A</td>
<td>0.16 (−0.24 to 0.56)</td>
<td>.44</td>
</tr>
<tr>
<td>Inflexibility</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WL</td>
<td>3.32 (0.91)</td>
<td>3.34 (0.84)</td>
<td>−0.28 (−0.47 to −0.10)</td>
<td>N/A</td>
</tr>
<tr>
<td>Outcome, subcategory, and intervention group</td>
<td>Baseline (n=108), mean (SD)</td>
<td>Postintervention measurement (n=68), mean (SD)</td>
<td>Baseline–postintervention measurement estimated change (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------------------------</td>
<td>-----------------------------------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>II</td>
<td>3.27 (1.04)</td>
<td>2.77 (0.69)</td>
<td>−0.53 (−0.82 to −0.23)</td>
<td>N/A</td>
</tr>
<tr>
<td>NI</td>
<td>3.03 (0.76)</td>
<td>2.83 (0.75)</td>
<td>−0.28 (−0.62 to 0.07)</td>
<td>N/A</td>
</tr>
<tr>
<td>II-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.48 (−0.92 to −0.04)</td>
<td>.04</td>
</tr>
<tr>
<td>NI-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.23 (−0.70 to 0.24)</td>
<td>.34</td>
</tr>
<tr>
<td>II-NI</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.25 (−0.70 to 0.21)</td>
<td>.29</td>
</tr>
</tbody>
</table>

**Psychological distress**

**Depression**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>WL</td>
<td>11.8 (9.49)</td>
<td>11.7 (8.92)</td>
<td>−0.54 (−3.28 to 2.19)</td>
<td>N/A</td>
</tr>
<tr>
<td>II</td>
<td>12.8 (12.1)</td>
<td>7.7 (7.25)</td>
<td>−4.40 (−6.93 to −1.86)</td>
<td>N/A</td>
</tr>
<tr>
<td>NI</td>
<td>11.1 (9.4)</td>
<td>6.42 (5.56)</td>
<td>−3.95 (−6.92 to −0.97)</td>
<td>N/A</td>
</tr>
<tr>
<td>II-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>−3.85 (−7.58 to −0.12)</td>
<td>.046</td>
</tr>
<tr>
<td>NI-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>−3.40 (−7.44 to 0.64)</td>
<td>.10</td>
</tr>
<tr>
<td>II-NI</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.45 (−4.36 to 3.46)</td>
<td>.82</td>
</tr>
</tbody>
</table>

**Anxiety**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>WL</td>
<td>8.63 (7.46)</td>
<td>7.13 (6.29)</td>
<td>−1.20 (−3.19 to 0.79)</td>
<td>N/A</td>
</tr>
<tr>
<td>II</td>
<td>9.41 (9.3)</td>
<td>6.44 (7.28)</td>
<td>−3.10 (−4.94 to −1.26)</td>
<td>N/A</td>
</tr>
<tr>
<td>NI</td>
<td>7.61 (7.5)</td>
<td>4.00 (3.83)</td>
<td>−3.45 (−5.62 to −1.29)</td>
<td>N/A</td>
</tr>
<tr>
<td>II-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>−1.90 (−4.61 to 0.81)</td>
<td>.17</td>
</tr>
<tr>
<td>NI-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>−2.25 (−5.19 to 0.69)</td>
<td>.14</td>
</tr>
<tr>
<td>II-NI</td>
<td>N/A</td>
<td>N/A</td>
<td>0.36 (−2.49 to 3.20)</td>
<td>.81</td>
</tr>
</tbody>
</table>

**Stress**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>WL</td>
<td>13.9 (8.99)</td>
<td>15.8 (8.8)</td>
<td>2.24 (1.51 to 5.99)</td>
<td>N/A</td>
</tr>
<tr>
<td>II</td>
<td>16.1 (11.30)</td>
<td>11.6 (8.16)</td>
<td>−4.65 (−8.14 to −1.15)</td>
<td>N/A</td>
</tr>
<tr>
<td>NI</td>
<td>14.5 (10.40)</td>
<td>10.0 (7.42)</td>
<td>−4.12 (−8.17 to −0.06)</td>
<td>N/A</td>
</tr>
<tr>
<td>II-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>−6.89 (−12.01 to 5.99)</td>
<td>.01</td>
</tr>
<tr>
<td>NI-WL</td>
<td>N/A</td>
<td>N/A</td>
<td>−6.36 (−11.90 to −0.83)</td>
<td>.03</td>
</tr>
<tr>
<td>II-NI</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.53 (−5.88 to 4.82)</td>
<td>.85</td>
</tr>
</tbody>
</table>

**Intervention (Individualized and Nonindividualized) Versus Waitlist Group Comparisons**

**Burnout**

There were no statistically significant differences between the intervention arms and the waitlist control group for burnout outcomes (exhaustion [primary outcome]: −0.52, 95% CI −3.70 to 2.65, and P=.75 for individualized and 1.60, 95% CI −1.84 to 5.03, and P=.34 for nonindividualized; cynicism: −1.26, 95% CI −4.46 to 1.94, and P=.44 for individualized and 1.00, 95% CI −2.45 to 4.46, and P=.57 for nonindividualized; academic efficacy: −0.90, 95% CI −0.90 to 2.79, and P=.32 for individualized and 2.02, 95% CI 0.02-4.03, and P=.05 for nonindividualized).

**Well-being**

The estimated change in total well-being between baseline and postintervention measurement was significantly greater for the nonindividualized group (0.52) than for the waitlist group (0.27; P=.04), indicating that medical students in the nonindividualized group experienced improved well-being following intervention engagement compared with students who received no intervention.
Psychological Flexibility and Inflexibility

The estimated increase in psychological flexibility between baseline and postintervention measurement was 0.50 points greater for the individualized group than for the waitlist group (0.26), and this difference was significant ($P=.01$). Similarly, the estimated decrease in psychological inflexibility between baseline and postintervention measurement was significantly greater for the individualized group ($-0.53$) than for the waitlist group ($-0.28$; $P=.04$). These findings indicate that medical students in the individualized group experienced improvements in both psychological flexibility (Figure 2) and psychological inflexibility following engagement in the intervention compared with students who received no intervention.

Figure 2. Mean psychological flexibility scores by intervention group at baseline and postintervention measurement.

Depression

The estimated change in depression between baseline and postintervention measurement was significantly greater for the individualized group ($-4.40$) than for the waitlist group ($-0.54$; $P=.046$). This indicates that depressive symptoms reduced significantly more for students who engaged in the individualized version of the app than for those who received no intervention.

Anxiety

There were no statistically significant differences between the intervention arms and the control group for anxiety.

Stress

There was a significant difference in the estimated change in stress between baseline and postintervention measurement for both the individualized ($P=.01$; Figure 3) and nonindividualized ($P=.03$) groups compared with the waitlist group (individualized=$-4.65$; nonindividualized=$-4.12$; waiting list=$2.24$), indicating that stress reduced significantly more for participants in both intervention groups than for participants in the waitlist group.
Individualized Versus Nonindividualized Group Comparisons

There were no statistically significant differences between the individualized and nonindividualized arms in any of the psychological outcomes assessed.

Mediation Analyses

Although the study was statistically powered to conduct psychological flexibility mediation analyses for the primary outcome (exhaustion), given the failure to observe a meaningful intervention effect for this outcome, formal mediation analyses of exhaustion and the secondary psychological outcomes would have been too exploratory to have any confidence in the results.

Study Attrition, Intervention Adherence, and Engagement

A high rate of attrition (75/143, 52.4%) was observed during this study (Multimedia Appendix 2). Almost half (35/75, 47%) of those lost to follow-up discontinued before commencing the intervention and were not randomized to a study group. Only 1 participant formally withdrew, citing perceived personal irrelevance of the baseline outcome measures as the reason. Students lost to follow-up did not differ significantly from those who completed the study with respect to baseline demographic or psychological characteristics (Multimedia Appendix 3).

Of the participants allocated to either the individualized or nonindividualized group, 63% (46/73) completed stage 1, and 29% (21/73) met the predefined adherence criteria (ie, completion of at least 4 stage 2 activities; Multimedia Appendix 4). Intervention adherence rates did not differ by group allocation (N=73, \( \chi^2_1=3.0; P=.08 \)). The only baseline participant characteristics associated with adherence rates were age—students who adhered to the study were older on average (mean 27.5, SD 7.9 years) than those who did not (mean 23.3, SD 4.0 years; \( t_{70}=-2.31; P=.03 \))—and medicine as a first career—significantly lower adherence rates among students studying medicine as a first career (10/51, 20%) than among those with previous career experience in another field (11/21, 52%; N=72, \( \chi^2_1=7.7; P=.005 \); Multimedia Appendix 5).

Participants completed a total of 255 skill activities during stage 2, with those in the individualized group completing an average of 6 (SD 5.7) activities and those in the nonindividualized group completing an average of 8 (SD 12.4) activities. This difference was not significant (\( t_{36}=-0.53; P=.60 \)). Of note, 3 participants accounted for 38.8% (99/255) of all skill activities completed during stage 2. With these participants removed, the average number of activities completed was 5 (SD 3.8) for the individualized group and 3 (SD 2.1) for the nonindividualized group. This between-group difference was not significant (\( t_{33}=1.69; P=.10 \)).

Intervention Harms and Feedback

No harms were reported during the study. Participants who used the in-app feedback form (15/143, 10.5%) reported finding the intervention content interesting and helpful in relation to their psychological health and well-being. Some reported that, despite finding the app helpful, time was a key barrier to engagement. Other feedback included requests for additional usability
functions, such as dark mode and written versions of activities that were only presented in audio format. Students in the intervention groups liked 87.1% (222/255) of the skill activities completed during stage 2 and disliked 12.9% (33/255).

Discussion

Intervention Outcomes

This is the first RCT to evaluate individualized and nonindividualized versions of a smartphone app–delivered psychological flexibility skill training (ACT) intervention for medical students. Although we did not demonstrate immediate postintervention improvements in burnout outcomes among medical students who used the app, the observed improvements in psychological flexibility, well-being, and stress outcomes provide promising support for this intervention approach.

On the basis of the existing literature, we anticipated that training medical students in psychological flexibility skills using an app-delivered ACT intervention would lead to improvements in burnout. Primary (exhaustion) and secondary (cynicism and academic efficacy) burnout outcomes for the sample in this study were not significantly affected by engagement in either version of the ACT app at the end of the 5-week intervention access period. We selected exhaustion as the primary burnout outcome because of its high reported prevalence among medical students [9] and the possible longer-term burnout prevention benefits associated with this factor’s early responsivity to psychological flexibility interventions [42]. However, baseline exhaustion and cynicism scores for this sample were suggestive of low levels of burnout compared with reference medical student samples [66], which may have produced a floor effect with respect to the potential for improving these outcomes. Previous studies assessing the benefits of web-based ACT interventions were less likely to demonstrate intervention effects when the samples under investigation demonstrated nonclinical baseline levels of the psychological outcome under investigation [96].

Interestingly, medical students in this sample demonstrated high baseline levels of stress compared with a general population sample [90], and our exploratory secondary analyses showed significant postintervention improvements in this outcome for both the individualized and nonindividualized groups. As stress is a risk factor for burnout among medical students [63], it is possible that stress reduction might have been an early indicator of ACT intervention efficacy and that medical students may require longer to implement psychological flexibility skills in adaptive ways in their everyday lives before experiencing benefits for the more chronic and distal state of burnout. This is supported by the results of a recent RCT with a heterogeneous employee sample, which demonstrated that reduced stress was an immediate response to an 8-week web-based ACT intervention, whereas improvements in burnout became more evident 1 year later [36]. Similarly, systematic review findings indicate that mitigation of early stress experiences could be an important first step for ACT interventions with respect to improving burnout or preventing its development [97]. Future investigation of this theory regarding the current ACT app will require the prospective evaluation of stress as a primary outcome and replication of these study findings, as well as longer-term follow-up of burnout outcomes. This could provide greater clarity regarding the potential importance of psychological flexibility processes in facilitating adaptive responses to stress in medical students and the possible impact on burnout prevention.

As psychological flexibility is associated with well-being [52,53], we expected that engaging in an ACT intervention would improve this outcome among medical students. Medical students in the nonindividualized group experienced significant postintervention improvements in well-being compared with the waitlist group. To our knowledge, this is the first RCT to demonstrate the efficacy of an ACT intervention for medical student well-being and the first to show that well-being benefits can be achieved among medical students using an app-based mode of delivery. These findings suggest that providing medical students with access to ACT skill training interventions could support personal thriving and positive psychological health, which is a key objective of medical educators [38]. Importantly, previous research has shown that improvements in well-being can offset adverse consequences of burnout (eg, unprofessional behaviors and suicidal ideation) [95,98]. Furthermore, although traditional ACT interventions can require considerable time commitment [99-101], the observed well-being outcomes followed a relatively brief app-based intervention, which is an important consideration for this (and any other) time-poor cohort [64,66]. Future research is needed to replicate these secondary findings and explore whether continued intervention engagement is required to maintain well-being benefits in the long term.

It is unclear why only the nonindividualized group experienced significant improvements in well-being given that both versions of the ACT app delivered similar training content and that the individualized intervention was expected to produce stronger outcomes. This discrepancy is not attributable to engagement as there were no significant between-group differences in intervention adherence. Although we were unable to evaluate mediation effects for well-being outcomes among nonindividualized participants, we note that psychological flexibility and inflexibility did not improve significantly in this group. It is possible that unassessed mediating factors may have contributed to the observed inconsistencies [102], and future studies are required to evaluate this further to better understand the processes underlying the well-being benefits of this ACT-based app.

Following the intervention, medical students who engaged in the individualized version of the app demonstrated increased psychological flexibility and reduced psychological inflexibility. This is the first study to show that medical students can be trained to improve psychological flexibility and inflexibility using an individualized ACT intervention delivered via an app. Although there was no corresponding improvement in burnout and well-being outcomes for this intervention group, there is an extensive literature base demonstrating that this adaptive skill set is broadly beneficial to individual health and functioning [50] (including anxiety, depression, physical health outcomes, satisfaction with life, and work performance [47,72,103]). In fact, psychological flexibility has recently been described as “the cornerstone of psychological health and resiliency” [104].
Demonstrating that this skill set can be trained using an accessible digital delivery methodology and a low time commitment could be an important step toward developing interventions that can improve medical students’ psychological health and functioning more broadly. Our exploratory findings hinted at the potential wider benefits of improving medical students’ psychological flexibility, showing that depressive symptoms among those in the individualized group also improved following engagement in the intervention. Longer-term studies are needed to evaluate whether improving medical students’ psychological flexibility and inflexibility is beneficial to distal burnout outcomes or whether these processes might have greater relevance to other important psychological outcomes (eg, well-being, stress, and depression).

Although medical students who engaged in either the individualized or nonindividualized intervention demonstrated improvements in at least one psychological outcome compared with those in the waitlist group, unlike Levin et al [75], we did not observe statistically significant differences between the two intervention groups for any of the outcomes assessed. However, in addition to being underpowered to detect these effects, it is possible that methodological factors obscured our ability to evaluate the true potential treatment utility of individualized over nonindividualized psychological flexibility skill training. Although our individualization method was similar to that of Levin et al [75], students from both groups in this study were required to complete the same introductory module before progressing to their respective individualized or nonindividualized skill training. Our intention-to-treat analysis approach meant that students were evaluated based on the group they were allocated to rather than the degree to which they actually engaged in the intervention. Owing to the high level of nonadherence, both groups contained participants who either did not reach the point where the intervention methodologies diverged or did not engage sufficiently in the skill training stage for individualization to have a meaningful impact. Given this considerable overlap between the intervention groups and the likelihood that our study did not adequately differentiate between individualized and nonindividualized conditions, these nonsignificant findings should be interpreted cautiously. The refinement of individualized ACT interventions is important for progressing key goals within the psychological flexibility literature, including improving precision and effectiveness for all individuals who access training [69,70]. Furthermore, ensuring the efficiency of psychological interventions is particularly important for medical students because of the impact of time constraints on engagement [64,66]. Comparing differences in outcomes between an EMA-driven individualized app and a nonindividualized condition offers a number of advantages to future research, including the facilitation of empirical evaluation of whether individualized ACT interventions do strengthen outcomes, providing a study design framework that facilitates continued optimization of individualization methods and furthering our understanding of how specific intervention components drive changes in adaptive psychological processes [69,70]. Future app-based ACT research adopting this study design should ensure that individualized and nonindividualized interventions are appropriately distinct and that sample sizes are large enough to detect potential between-group differences.

**Adherence**

Adherence to the app was an observed challenge in this early-phase study. Only two-thirds of the intervention group participants (46/73, 63%) completed the introductory module, fewer than one-third (21/73, 29%) met the adherence criteria, and overall study attrition was high. Low adherence has the potential to undermine the feasibility and scalability of this app-delivered intervention approach, and understanding the contributing factors is essential for effective development and implementation [63]. Unlike previous digital intervention studies [92], the baseline psychological characteristics of the medical student sample in this study did not significantly affect attrition or adherence to the ACT app. Older students and those who had previously worked in a career other than medicine were more likely to adhere, and it is possible that these students perceived the intervention to be more relevant or necessary because of previous life or work experiences. “Like” data from stage 2 suggest that medical students who remained engaged in this study were satisfied with the content of the ACT intervention, which may have motivated continued participation among these students. As immediate feedback for stage 1 activities was not collected, it is unclear whether early discontinuation might have been affected by satisfaction with the initial intervention content. However, the few students who used the available feedback forms during stage 1 reported favorable experiences regarding content but cited lack of time and usability factors as engagement and adherence barriers.

Although previous research suggests that medical student engagement in digital interventions may be improved by the incorporation of face-to-face training components [63], the stand-alone app–based mode of delivery was adopted because of uncertainty associated with COVID-19 restrictions at the time of development. Given the likelihood of ongoing accessibility barriers for psychological interventions among medical students [32] and the potential reach of this approach, future research should incorporate a formal evaluation of the user experiences contributing to engagement and disengagement [63] to develop stronger and more engaging implementation frameworks for stand-alone apps.

**Strengths and Limitations**

This study had several strengths, including its randomized controlled design; assessment of a theory-driven intervention specifically developed for medical students; incorporation of medical student end-user feedback before implementation; evaluation among students from more than one university; and its app-based delivery, which facilitated access and implementation during a COVID-19 lockdown. Although we were underpowered to detect differences between the individualized and nonindividualized groups, the use of technologies that can adapt interventions to individual needs and the adoption of research methodologies that assess the treatment utility of these interventions are important to the psychological flexibility literature and should be explored further [69].
A strength of this study was the separate evaluation of psychological flexibility and inflexibility [45], which are often measured as opposite ends of a single-factor construct [105]. Although many individuals who are high in psychological flexibility demonstrate correspondingly low inflexibility, some individuals may show high levels of both simultaneously, whereas others show mixed patterns across all core processes [46]. Given that psychological flexibility and inflexibility appear to be conceptually distinct processes that may have disparate relationships with well-being and psychological distress outcomes and may respond differently to interventions [45,46,72], evaluating them separately provides a stronger understanding of intervention methodologies that can address this heterogeneity [70,71]. This demonstration of postintervention improvements in both psychological flexibility and inflexibility following engagement in the individualized ACT app provides promising support for this approach with respect to the simultaneous strengthening of adaptive behavioral repertoires and undermining of maladaptive repertoires among medical students.

Although we made the best efforts to calculate and recruit a sufficient sample size, the absence of any previous within-person correlation data, together with the high attrition rate, represents a limitation of this study, meaning that we may have been underpowered to detect changes in the primary burnout outcome (exhaustion). Furthermore, although the observed intervention effects for secondary outcomes are promising, the small sample size and number of between-group comparisons mean that there is a risk of type-I and type-II errors. Further research is needed to determine whether the findings of this early-phase study can be replicated in larger samples of medical students.

Intervention outcomes should also be interpreted with caution because of the potential for overestimation of effect sizes when a waitlist control group is used in behavior change research [106]. The waitlist group was a necessary ethical component of this study as stakeholders from the participating university medical schools wanted to ensure that all interested students were offered access to the intervention app as a well-being resource so that no students would be disadvantaged by allocation to the control condition. However, previous research suggests that waitlist participants’ expectations of receiving support at a later time could hinder the self-driven behavior change that they might otherwise have made during the same period [106]. We note that students allocated to the waitlist in this study tended not to engage with the app once they were granted access. Future replication studies might adopt an active control condition in which participants are encouraged to check in to the app regularly during the study period (eg, to complete the psychological flexibility EMA screening question without exposure to the intervention content) [75,107]. This could reduce the likelihood of disrupting any natural improvements that control group participants might make during the study period as well as facilitating subsequent access to the intervention by promoting continued engagement from the point of students’ initial interest.

Although our intervention effect analyses adjusted for participant demographic characteristics that were identified as imbalanced after randomization (gender and studying medicine as a first career), there were also slight imbalances in other factors (current therapy and year of study) that may have affected outcomes. Depending on the therapeutic approach, participation in psychological treatment while using the app could potentially support or contradict the goals of the ACT intervention. Similarly, the app might affect psychological outcomes differently during the earlier academic stages of medical education compared with the applied clinical stages. Although stratification or matched-pair sampling could have mitigated group imbalances, the functional limitations of the current app did not facilitate these approaches. Ideally, improvements in the technology could support this methodology in the future. However, using the current randomization method, future research with larger samples should resolve such imbalances and provide a clearer picture of the impact of the intervention on outcomes in heterogeneous medical student samples. Alternatively, eligibility criteria could be modified to select more homogeneous samples based on participant demographic characteristics that are identified as having the potential to affect outcomes.

The generalizability of these findings may be limited given the predominantly nonindigenous Australian sample with a slight skew toward female participants. However, research suggests that female medical students may be at greater risk of burnout [34,66], and thus, intervention studies may be particularly relevant to female participants.

Implications and Future Directions

The aim of this RCT was to evaluate the effectiveness of individualized and nonindividualized versions of an app-delivered ACT intervention with the broader goal of contributing data that could inform future early intervention strategies for reducing burnout and improving well-being among medical students. Although we did not observe significant postintervention benefits for primary (exhaustion) or secondary (cynicism and academic efficacy) burnout outcomes, analyses of other relevant secondary outcomes provided promising preliminary support for the ACT intervention approach for medical students. We demonstrated that an ACT intervention may improve factors associated with future burnout development, including stress and well-being, as well as other important psychological health outcomes (ie, depression). These findings support previous literature highlighting the potential benefits of training medical students in psychological flexibility skills [31,61,62] and the value of further investigation of this approach. Replication and longitudinal studies are needed to further clarify the role that psychological flexibility and inflexibility interventions (eg, ACT) may play in improving well-being and mitigating the adverse impacts of stress within the medical profession, including burnout. Although we did not observe differences in efficacy between the individualized and nonindividualized versions of the app, the individualized intervention was beneficial for a greater number of outcomes. Further research addressing the methodological limitations observed in this study could progress key psychological flexibility literature goals related to individual heterogeneity and intervention precision.
Our findings further contribute to the nascent field of app-delivered psychological interventions for medical students [21] by demonstrating that a smartphone app could be used to improve important psychological health and well-being outcomes. This is also the first study to demonstrate that delivering an ACT intervention using an app could improve medical students’ psychological flexibility and inflexibility, which is an important finding given the broad relevance of these processes to psychological health and effective functioning [50]. App-delivered approaches provide medical students with an intervention that they can access in brief segments at a time and place that suits them, using a technology medium with which they are comfortable [63] and that allows them to maintain privacy [11,32,64]. They also offer stakeholders a cost-effective scalable intervention option that could reach a large number of students [39,64] while maintaining relevance to individual needs [75]. Although further research is needed to improve engagement and establish optimal individualization methods, this early implementation study provides promising support for the potential benefits of an ACT-based app in strengthening medical students’ adaptive psychological skills and improving psychological health and well-being outcomes.

Successful burnout prevention and well-being interventions likely require a combination of organizational and individual resource-building strategies [1]. Although the current app was delivered within an organizational context and supported by the universities in which it was implemented, intentional efforts were made to distance the intervention from the students’ university programs to ensure that they did not feel compelled to participate. However, increased organizational efforts to support participation in a psychological skill development app may have an important impact on normalizing and prioritizing commitment to personal well-being during the early and formative stages of a medical career [26,108]. Given the preliminary support for the benefits of this ACT intervention, future implementation studies might examine whether embedding the app into broader university-based burnout and well-being initiatives strengthens adherence and outcomes. We note that, despite the engagement challenges observed in this study, the students who participated experienced benefits across a range of key psychological health outcomes. Thus, although not necessarily a solution for all medical students, a psychological flexibility (ACT) skill training app could form part of a suite of well-being options provided by educational institutions.

Acknowledgments
This research project was funded by the Centre for Rehab Innovations and the Priority Research Centre for Stroke and Brain Injury at the University of Newcastle. The authors wish to acknowledge the staff and students from the Joint Medical Program (University of Newcastle and University of New England) for participating in the study and Cogniss for assistance in developing the app. Thanks to Lucy Bailey for providing instrumental support regarding administrative aspects of the study.

Authors’ Contributions
ED wrote the manuscript, designed the study protocol, created the app, ran the intervention trial, and conducted data analyses. ED and BK wrote the intervention content. NH provided consultation on protocol design, power analyses, and app usability. GH led stakeholder engagement and provided consultation on the translation of aspects of the protocol and intervention to the cohort context. CO provided consultation and guidance regarding data analyses and interpretation. All authors reviewed and contributed to the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Baseline psychological characteristics of study sample (Mean, SD) and comparisons with published reference samples (single-sample t tests and P values).
[DOCX File, 20 KB - mental_v10i1e42566_app1.docx ]

Multimedia Appendix 2
Study attrition rates for enrolled participants (N=143).
[DOCX File, 14 KB - mental_v10i1e42566_app2.docx ]

Multimedia Appendix 3
Demographic and psychological characteristics of participants lost to follow-up (LTF) and participants who completed the study; and between-group comparisons (chi-square or independent samples t tests and P values).
[DOCX File, 23 KB - mental_v10i1e42566_app3.docx ]

Multimedia Appendix 4
Intervention completion and adherence rates by study group (N=73).
Multimedia Appendix 5
Demographic and psychological characteristics of participants who met adherence criteria and participants who did not; and between-group comparisons (chi-square or independent samples t tests and P values).

Multimedia Appendix 6
CONSORT-EHEALTH checklist (V 1.6.1).

References


100. Dindo L. One-day acceptance and commitment training workshops in medical populations. Curr Opin Psychol 2015 Apr 01;2:38-42 [FREE Full text] [doi: 10.1016/j.copsyc.2015.01.018] [Medline: 25793217]


Abbreviations

ACT: Acceptance and Commitment Training
EMA: ecological momentary assessment
JMP: Joint Medical Program
MBI-GS (S): Maslach Burnout Inventory General Survey for Students
RCT: randomized controlled trial
REDCap: Research Electronic Data Capture

©Elizabeth Ditton, Brendon Knott, Nicolette Hodyl, Graeme Horton, Christopher Oldmeadow, Frederick Rohan Walker, Michael Nilsson. Originally published in JMIR Mental Health (https://mental.jmir.org), 06.02.2023. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Mental Health, is properly cited. The complete bibliographic information, a link to the original publication on https://mental.jmir.org/, as well as this copyright and license information must be included.
Effects of Social Media Use on Connectivity and Emotions During Pandemic-Induced School Closures: Qualitative Interview Study Among Adolescents

Elisa Liang1, BA; Emily R Kutok2, BA, BSc; Rochelle K Rosen1,3,4,5, PhD; Taylor A Burke6,7, PhD; Megan L Ranney1,4,8,9, MD, MPH

1Brown-Lifespan Center for Digital Health, Providence, RI, United States
2Lynch School of Education and Human Development, Boston College, Chestnut Hill, MA, United States
3Department of Psychiatry and Human Behavior, Alpert Medical School of Brown University, Providence, RI, United States
4Department of Behavioral and Social Science, Brown University School of Public Health, Providence, RI, United States
5Center for Behavioral and Preventive Medicine, The Miriam Hospital, Providence, RI, United States
6Department of Psychiatry, Massachusetts General Hospital, Boston, MA, United States
7Department of Psychiatry, Harvard Medical School, Boston, MA, United States
8Department of Emergency Medicine, Alpert Medical School of Brown University, Providence, RI, United States
9Department of Emergency Medicine, Rhode Island Hospital, Providence, RI, United States

Corresponding Author:
Megan L Ranney, MD, MPH
Brown-Lifespan Center for Digital Health
139 Point St.
Providence, RI, 02903
United States
Phone: 1 401 444 2557
Email: megan_ranney@brown.edu

Abstract

Background: The COVID-19 pandemic provided a unique opportunity to examine social media and technology use during a time in which technology served as adolescents’ primary form of socialization. The literature is mixed regarding how increased screen time during this period affected adolescent mental health and well-being. The mechanisms by which screen time use affected adolescent psychosocial outcomes are also unknown.

Objective: We aimed to deepen our understanding of how social media and technology use, social connectivity, and emotional well-being intersected during pandemic-related school closures.

Methods: English-speaking adolescents aged 13 to 17 years were recruited on Instagram for a brief screening survey; 39 participants were purposefully selected to complete a semistructured interview regarding their social media and technology use during the pandemic. Interview summaries were abstracted from recordings, and deductive codes were created for the primary question stems. These codes were subsequently reviewed for the main themes.

Results: The main themes were as follows: adolescent social media and technology use during school closures usually allowed for more and easier social connectivity, but the amount and relative ease of connectivity differed according to purpose and type of use. Emotions, particularly those of stress and happiness, were connected to whether adolescents actively or passively engaged with social media and technology.

Conclusions: Our results suggest a nuanced relationship among social media and technology use, adolescent social support, and emotional well-being, including during the pandemic. Specifically, how adolescents use or engage with web-based platforms greatly influences their ability to connect with others and their feelings of stress and happiness. In the context of the COVID-19 pandemic and as technology in general remains at the core of the adolescent experience, future research should continue to examine how adolescents navigate and use web-based spaces in beneficial and harmful ways. This will inform education and interventions that foster healthy social media and technological habits.

(JMIR Ment Health 2023;10:e37711) doi:10.2196/37711
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Introduction

Background
Social media has become a ubiquitous part of adolescent lives. In a recent survey, 95% of adolescents in the United States reported the use of at least 1 social media platform and 97% of adolescents reported being on the web daily [1]. The percentage of adolescents who say they use the internet almost constantly has doubled in the past few years from 24% in 2014 to 2015 to 46% in 2022. This increasingly prevalent internet-based environment not only provides convenient ways for adolescents to connect and network with peers but also influences adolescents’ mental and emotional health. A national survey assessing youth risk behavior indicated a 40% increase in adolescents who reported persistent feelings of sadness or hopelessness from 2009 to 2019 [2]. As the rates of social media use and adolescent mental illness have escalated over the past decade, so have empirical investigations on the positive and negative effects of social media use on adolescent mental health and well-being. Social media may improve adolescent well-being by increased social support and feelings of connectedness [3,4]. It may also worsen adolescent well-being via increased depressive and anxiety symptoms [3,5]. Existing quantitative and qualitative research on adolescent social media use and well-being is limited in that it targets specific platforms, forms of social media use, or outcome variables rather than exploring a more holistic narrative of adolescents’ use of social media and technology. For example, numerous studies have examined the effects of passive Facebook use on well-being [6,7] and others have investigated how Facebook and Instagram were used to cope specifically with feelings of loneliness [8,9]; however, research exploring how complex web-based platforms may simultaneously provide positive and negative experiences is sparse.

A more nuanced examination of the sometimes-conflicting effects of social media on adolescent mental and emotional health is particularly important in light of the recent and ongoing COVID-19 pandemic. Increases in social media and technology use, increases in depressive and anxiety symptoms, and decreases in in-person support and interactions have been observed during pandemic-related school closures [10,11]. However, as in prepandemic studies, the relationship between social media use and mental well-being may be complicated. For example, in previous studies, the correlation between social media use and well-being was found to be associated with adolescents who use social media for coping purposes [10]. Other factors that may influence the relationship between adolescent social media use and psychosocial outcomes during the pandemic are social support and upward social comparison [15].

In others’ work, different media-related coping strategies were associated with different indicators of well-being in young adults during the pandemic. Young adults who used social media to joke about or reframe pandemic-related situations reported more positive affect and higher mental health scores than those who used social media for escapist and avoidant coping (defined as using social media to seek distraction from frustration, stress, or anxiety owing to the pandemic) [16]. In another study, humorously coping via social media (ie, watching funny videos alone or with others) was found to be associated with greater happiness among adolescents during the lockdown [17]. By definition, humorous coping may also qualify as avoidant coping; if so, these results contrast with the previous study and suggest that some forms of avoidant media coping may have beneficial effects. In support of this, some conceptualizations of escapism media used as a form of emotion-focused avoidance coping suggest that it may have positive short-term effects on well-being by temporarily reducing stress and anxiety [18].

More research is needed to better define the purposes for which adolescents use social media during the pandemic and its related effects on emotions and well-being to further distinguish and define potential adaptive and maladaptive social media coping strategies.

Qualitative research on social media use during school closures—and specifically the types of social media use that affect mental health—could help address this gap in knowledge and generate new hypotheses about both impact and potential interventions to enhance adolescents’ mental health in the context of the COVID-19 pandemic. A qualitative approach allows the generation of novel themes that can provide a framework for future inquiries [19]. Qualitative data may also provide insight into the nuances of how and why specific types of social media and technology use affect adolescent emotional well-being. Finally, qualitative, evaluative work on individual adolescents’ perspectives on the relationship between social media use and their emotions may drive future investigations of specific aspects of social media related to negative and positive affect.

Objectives
This analysis was a component of a larger project examining adolescents’ mental health in the United States and changing technology use during the COVID-19 pandemic [10]. The goal of this analysis was to explore how adolescents’ interactions with social media and technology changed during school closures and how different types of social media use and purposes for social media use (eg, connecting with friends,
scrolling through posts, etc) influenced perceived well-being. In this study, “school closures” refers to the time when students were not able to attend school in-person. We incorporated quantitative self-report measures on adolescents’ psychosocial outcomes (ie, depressive and anxiety symptoms and perceived social support) to contextualize our qualitative findings.

Methods

Recruitment

From September 23 to December 16, 2020, we used targeted Instagram advertisements to recruit adolescents (13-17 years of age, English speaking, and residing in the United States) to complete a brief screening survey administered using REDCap (Research Electronic Data Capture; Vanderbilt University) [20]; this screening survey confirmed basic demographics and assessed social media use and general well-being over the past 7 days [10]. All participants who completed the screening survey were asked to complete a web-based assent form and 6 comprehension questions that reviewed study protocols. The selection process for a subsequent qualitative interview began with the subsample of all adolescents who completed the assent process and was then refined in an effort to maintain purposeful representation of demographic subgroups (ie, representation across regions of the United States, race, gender, and age). Selected adolescents were phoned to confirm contact information, and parental consent was obtained. All participants interviewed completed a self-report survey using REDCap as well as a semistructured interview.

Ethics Approval

This study was approved by the Rhode Island Hospital Institutional Review Board (#883341).

Measures

Semistructured Interviews

A trained research assistant with a background in psychology conducted semistructured interviews with all consenting participants via a video call–based platform (Zoom). Participants were asked open-ended questions regarding general technology and social media use, how COVID-19 changed their technology or social media use, and the role of technology in their emotions (Multimedia Appendix 1). The interviews lasted between 15 and 51 minutes (average length 31, SD 8.85 minutes) and were digitally recorded. Qualitative debriefs (a brief review of the interview process, quality, and key data) were written after each interview to ensure quality and consistency. Interviews were continued until saturation of content was reached based on a review of the interviewer’s qualitative debriefs and discussion at team meetings.

Demographics

To measure age, race, ethnicity, and socioeconomic status, select self-report items from the National Study for Adolescent Health were included in the screening survey [21]. Gender was measured using 1 item from the Gender Identity in US Surveillance Group [22]. Sexual orientation was measured using 1 item from the Network for LGBT Health Equity at the Fenway Institute [23].

Mental Well-being and Social Support

The Patient-Reported Outcomes Measurement Information System (PROMIS)–Depression (PROMIS-depression) is an 8-item questionnaire that assesses depression symptom severity in the past 7 days [24]. The PROMIS-anxiety is an 8-item questionnaire that assesses anxiety symptom severity over the past 7 days [24]. Response options for both PROMIS scales were given on a 5-point Likert scale ranging from “1=at no time” to “5=all of the time.” The Multidimensional Scale of Perceived Social Support (MSPSS) was used to assess overall perceived social support from friends, family, and significant others [25-27]. The response options were on a 7-point Likert scale ranging from “1=very strongly disagree” to “4=half and half” to “7=very strongly agree.” As per standard practice, the PROMIS scale and MSPSS were scored as sums. We interpreted our summed scores according to the score translation table developed for these short forms [24], with raw scores of 32 to 40 indicating severe depressive and anxiety symptoms. For the MSPSS, we adhered to traditional cutoffs, with scores of 12 to 35 indicating low, 36 to 60 indicating medium, and 61 to 84 indicating high perceived social support.

Analysis

Semistructured interview summaries were abstracted directly from the recordings by a qualitatively trained PhD student who listened to the audio recordings and noted the participant answers. Quotes were transcribed verbatim directly into the summaries. All summaries were read by a team of 3 research assistants and the interviewer to verify accuracy and completeness; discrepancies were discussed and resolved. The agreed-upon summaries were then entered into the NVivo (QSR International) qualitative data analysis software [28]. Deductive codes were created based on question stems (Multimedia Appendix 2) and applied by the interviewer. Any discrepancies were discussed and resolved by a research assistant, the interviewer, and a coinvestigator. Codes in which adolescents discussed their changes in social media use, connectivity, and emotions were abstracted and reviewed in further detail by the senior coinvestigator and the study team for main themes; memos were written for each theme and shared with the research team, and inductive codes were applied to the data based on the discussion of the initial coding scheme. The themes were developed based on discussions among the entire team. Codes were also examined comparatively in NVivo according to participant groupings based on descriptive cutoffs for the quantitative self-report measures (described earlier) to identify any patterns among those who reported severe versus nonsevere depressive and anxiety symptoms and high versus medium perceived social support.

Descriptive statistics for the entire sample were calculated using SPSS (IBM Corp).

Results

Overview

Semistructured interviews were conducted with 39 adolescents aged 13 to 17 (mean 15.9) years; approximately half of the participants identified as women (49%), and most were
non-Hispanic (85%; see Table 1 for the demographics of our study sample). Table 1 shows the demographics and quantitative scores of our study sample. To protect our participants, we did not disclose specific demographic information for the quotes used in this paper; in summary, we used 31 quotes from 19 different participants who reflect the diversity of our overall sample.

Qualitative themes were examined comparatively between those who reported high (31/39, 79%) versus medium (8/39, 21%) social support on the MSPSS (no participants reported low social support). Data were also compared between those who reported severe (6/39, 15%) versus nonsevere (33/39, 85%) depressive symptoms and severe (8/39, 21%) versus nonsevere (31/39, 79%) anxiety symptoms.

Table 1. Demographics of study sample (N=39).

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self-reported gender</strong></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>10 (26)</td>
</tr>
<tr>
<td>Woman</td>
<td>19 (49)</td>
</tr>
<tr>
<td>Nonbinary or transgender</td>
<td>8 (21)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Sexual orientation</strong></td>
<td></td>
</tr>
<tr>
<td>Straight</td>
<td>11 (28)</td>
</tr>
<tr>
<td>Gay or lesbian</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>10 (26)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (31)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>33 (85)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>3 (8)</td>
</tr>
<tr>
<td>White</td>
<td>26 (67)</td>
</tr>
<tr>
<td>Mixed</td>
<td>4 (10)</td>
</tr>
</tbody>
</table>

*One participant chose not to disclose their gender.

**Theme 1: The Effect of Technology and Social Media Use on Perceived Social Connectivity During School Closures**

**Overview**

Overall, participants indicated that their use of technology and social media increased during school closures owing to the pandemic. The reasons provided for this increase included taking web-based classes, maintaining social relationships, and keeping oneself entertained during school closures. Staying in touch with friends and peers emerged as a primary reason for increased social media and technology use in all 39 interviews. Participants described how social media both facilitated and hindered their ability to connect with others during this period of school closure.

**More Social Connectivity**

Most participants reported that social media and technology helped them stay connected with others during school closures in the COVID-19 pandemic. Most participants said they stayed in touch with their core group of friends using social media and that their number of interactions increased. Many participants said that they also used social media to create new friendships during this period. There was considerable overlap between these 2 groups; 10 participants reported that they both spoke to the same friends and made new friends on the web. A few participants said that because of technology, they became distant from formerly close friends while becoming closer to people...
they had not known well before. Many participants reported meeting new web-based friends through existing in-person friends:

> I used to just hang out with the people who sat with me at lunch, but now it’s friends of friends

[on Discord]

Discord is an audio-, text-, and video-based communication application whose use originated with gamers [29]; it is particularly known for its voice chat and screensharing features that allow groups of users to speak and view content together in a real-time setting.

**Easier Social Connectivity**

Social media and technology were described as making communication easier according to approximately a quarter of the participants. Some highlighted that it was less intimidating to approach people on the web than in person, for example:

> It’s not as scary as interacting in person...before, some people may seem too intimidating to approach, but now it’s like you don’t really know how anyone looks like or sounds like so it’s not really much of a fear.

Others mentioned how social media made it easier to connect with people from around the world:

> [Social media] allows me personally to talk to friends I may never have met previously who live all over the globe, which is quite cool.

A few adolescents pointed out that when it comes to communicating with others via technology, emotions can be more accurately represented through GIFs, videos, and emojis than through words. Others talked about how being on the web allowed them to act more like their true selves without fear of judgment from others:

> I’m really bad at talking to people in real life but online it’s so much easier and I’m really extroverted online but really introverted in person...so it just makes it a lot easier to make friends and talk to people and share stuff.

Although these advantages of technology may have become particularly salient during the pandemic, the participants also spoke about them generally, implying that they were true before the pandemic as well.

Notably, Discord was mentioned by most participants as a platform that facilitated web-based connectivity during school closures in the COVID-19 pandemic; 8 participants said that they first started using Discord during the pandemic. Of the participants who used Discord before school closures, most reported more frequent use during the pandemic compared with before school closures. Ten participants explicitly stated that they used Discord to game with friends; the others used it to voice chat with friends, video call friends, or message friends.

**Hindered Social Connectivity**

More than half of our participants talked about the difficulties in interpreting web-based communications during school closures (which many referred to as “quarantine”). For example, adolescents mentioned that being unable to see their peers made it harder to read the other person’s feelings and intentions through text messages. They also mentioned that they missed the cues from physical touch:

> Just that like when it is texting...I can’t see what their facial expressions are...it gets kinda confusing if they’re being sarcastic about something or not, or if they are joking and—I don’t know, it’s just nice to be near people...you know touch them on the shoulder or something and you can’t do that now.

Another participant spoke about how specifically the loss of familiarity with their peers’ personalities made it more difficult to interpret tone and intentions over text messages:

> Before [quarantine] I would see people during class...so I would know what their personality is like, but I don’t know how they’ve changed during quarantine, so I don’t know how they’re thinking or if what they’re saying lines up with my idea of them that I would see in-person.

Many participants spoke about how communicating over social media and technology lacked emotional intimacy and sincerity overall, especially without in-person interactions to supplement:

> I feel like on social media and stuff people are less real, it feels a little more disingenuous. Like I totally get it, but it’s harder. It feels less real.

**Less Social Connectivity**

Approximately a quarter of the participants described how social media and technology fell short when it came to reaching others during the pandemic. Five talked about difficulties getting in touch with others on the web owing to peers failing to or taking a while to respond:

> There can be an element of stress to it, waiting for a text or “why isn’t this friend texting me back.”

Compared with in-person conversations, web-based conversations can also be suddenly dropped by 1 party without explanation:

> It can be a little unsatisfying if you actually want to have a conversation with a person and then you send a couple of texts back and forth and they stop responding and you’re like “I don’t know if it’s that they don’t want to talk to me or if they just had to take their dog for a walk or something” I don’t know.

Another handful of participants elaborated on situations where outdated technology or poor internet connections created challenges:

> I started using Twitter...two months ago but that’s mostly to talk with my friends...because some of their internet is really bad and they can’t use Discord because it requires good internet.

Furthermore, 1 participant described how they became more selective with who they chose to stay in touch with after-school closures:
So I stopped using it [Snapchat] also because we’re not seeing people in person, I don’t know if this makes sense. I don’t feel like I’m obligated...some people I follow on Snap that I don’t know as well, now that I don’t see them it’s like I don’t really need to talk to them.

Similarly, another participant spoke about becoming generally disconnected from peers during this time because of the lack of in-person contact:

I’m barely talking to anyone. After we got out for school, I kind of just accidentally cut everyone off and no one heard from me...because I didn’t really talk to anyone outside of school. It was mostly just an in-person thing. So now that we weren’t going to school it’s like oh, sorry I didn’t talk to you.

Theme 2: The Effect of Technology and Social Media Use on Emotions During School Closures

Overview

Participants were asked specifically about whether social media and technology use made them feel stressed or happy and how these emotions may have changed after school closures. Most participants denied experiencing increased stress from screen use during school closures. The remaining participants stated that they felt more stressed after school closures owing to constantly being on social media, especially owing to engaging with pandemic-related content. Although only a little more than half of the participants directly addressed whether their screen-use–related happiness changed after school closures, most of those participants claimed that their happiness stayed the same, whereas a handful reported feeling happier and only 3 reported feeling less happy.

Participants were also asked separately about instances when they felt happy and stressed owing to social media and technology use. From their responses, inductive themes surfaced regarding active and passive social media and technology engagement. As these emerged, we defined “active engagement” as per others’ work [30] as creating posts on platforms, directly messaging others, or engaging with others in web-based public spaces, such as comments sections, videogame servers, etc; for example, “I post pictures of cats because I like to make people happy.” We defined “passive engagement” as browsing through posts, watching videos, and engaging in any web-based content alone, exemplified by “I see people who are working out, getting really fit and that really motivates me...” Each of the following subthemes about stress and happiness owing to screen use are organized into subsections for active and passive engagement.

Sources of Stress—Active Versus Passive Engagement

Active Engagement

Negative interactions with others on technology and social media were a common source of stress and being upset for participants during school closures, with over one-third of participants describing such cases. This included stress from receiving upsetting messages or comments while gaming, friend group drama, unpleasant conversations in group chats, and difficulty communicating with others over SMS text messaging. Although some of these experiences predated the pandemic, participants indicated that their frequency or tenor had increased or changed during school closures. Commonly described sources of conflict included politics; the pandemic; and lesbian, gay, bisexual, transgender, queer topics. Four participants explicitly underlined the stress from expressing differences on social media. One of them said that active engagement of social media for political purposes increased stress during the pandemic:

Just because I have been posting more political stuff so then people refute my political stuff and then I rebut that and then it’s a thing.

Another participant described an unpleasant time when they tried to clarify misinformation but were shut down:

During the BLM protests, there was a thing where people were...spreading a little misinformation...and I know that that isn’t a thing, that’s not a law, so I disagreed with them, but I ended up being downvoted a ton, so for disagreeing with facts, I was kind of censored.

A few participants recalled receiving mean or upsetting messages from other social media users. Specifically, 1 participant mentioned that they were called “ugly” in typed comments from strangers on the web, and another said that they received mean text messages from friends of friends that they did not know well. Three participants explicitly spoke about being cyberbullied during school closures by people who had disliked their posts and moving or removing public social media accounts as a result. One of these adolescents felt that they were being cyberbullied more during the pandemic than before school closures; this participant said that cyberbullying in general has increased during the pandemic because everyone is on the web and “people are finding reasons to get upset over something very minor.”

Passive Engagement

Negative passive engagement, which involves viewing but not participating in negative content or interactions on the web, was reported as a source of stress and upset for a large majority of participants. Participants described, for example, how passively observing negative posts or web-based arguments about politics; pandemic restrictions; and lesbian, gay, bisexual, transgender, queer topics generated more frequent stress than direct involvement in arguments or conflict:

I’ve been seeing a lot of not great stuff. I’m trans, so I’ve been seeing stuff about hate of trans people. That makes me uncomfortable. And Black Lives Matter stuff is stressful.

One participant observed that especially during school closures, passive engagement with social media increased exposure to conflict:

In real life, you might get bad news that is more connected to you, with social media, depending on what you’re looking at or connected to, you’ll get bad news of everything in the world. And that can lead to heavy fatigue if you’re not careful about it.
Other sources of passive negative engagement described by participants to generate stress included witnessing incidents of cyberbullying, often involving racist or homophobic statements and political disagreements. Many participants observed that cyberbullying occurred more often during school closures owing to increased time spent on the web and lack of in-person contact with the survivors:

They don’t have to be face to face with that person, so they send whatever they want. People aren’t scared of what they say behind the screen.

One participant (bystander) provided a specific example of this occurring to 1 survivor:

It [the bullying] definitely got more like aggressive now that they weren’t seeing her [the victim] in-person every day.

Web-based conflict and cyberbullying were also described to become more severe during the pandemic owing to the politically charged atmosphere and clashing of passionate and controversial opinions:

Before [the pandemic] it was just kinda making fun of people for maybe how they looked or if they did something stupid, but now it’s about much more serious topics, presidential stuff, racism, xenophobia, homophobia, stuff like that. It’s much more serious and people...feel much more passionately about it than they do about calling somebody stupid or saying that their dress is ugly.

In particular, 1 participant felt upset when they saw cyberbullying related to living circumstances affected by the pandemic:

A lot of people are just like shaming people and judging people for what they have like how their families are surviving this. Because like a lot of people are out of their jobs, and people are like oh my gosh why can’t you get another job. That’s...not how it works.

However, some participants also felt that more people were speaking up against cyberbullying than before the pandemic:

Now more than ever, people who used to not say anything are getting up and saying what they think. After COVID, they have realized, maybe it’s better to stand up and say what they need to say. I feel a lot of new people are sharing their thoughts about conflict.

In addition, many participants spoke about feeling stress from comparing themselves to others on the web, including comparisons to the amount of engagement that others were receiving. This source of passive stress reportedly increased during school closures as well. One participant explained as follows:

I feel like I followed more people since the pandemic started so I feel like I should get more likes and more comments and stuff. It kind of brings down your self-esteem too, like I base my worth on how my Instagram is.

Some participants reported being upset when they juxtaposed their pandemic lives with others, such as 1 adolescent who said:

Sometimes it kind of makes me feel down because I see people out doing stuff and I’m like I wish I could be doing that.

Finally, it was also stressful for 1 participant to see peers violating COVID-19 pandemic stay-at-home mandates:

I’m trying to be safe and then there are some people who just don’t care. It’s upsetting.

Sources of Happiness—Active Versus Passive Engagement

Active Engagement

The types of active web-based engagement associated with self-described happiness or enjoyment during school closures included communicating, playing games, and sharing art with friends. For example, in reference to technology and social media, 1 adolescent said:

I enjoy to be on it now [more than before], like I follow a bunch of artists so I like it when I see them do artwork and like sharing...[their posts] with my friends.

One participant mentioned that seeing their peers’ social media posts made them feel happier now compared with before the pandemic:

I think I might actually like looking at people’s pictures better now, because I didn’t look at them that much before, like at all...it just gives me a way I can talk to people and even see how they’re doing.

Overall, many participants cited social connection as their reason for experiencing happiness from social media use, particularly in the context of school closures:

Seeing that my friends are doing okay, seeing that my friends are doing well and fine, and getting to wish them happy birthdays and stuff, like outside of in person, it makes me happy.

This aligns with a general sentiment of appreciation toward social media and technology from participants who realized how crucial these platforms were for communication during the pandemic:

I didn’t really acknowledge it [happiness from social media use] as much before COVID, but when I think about it I’m like what would I be doing in COVID without this.

Over half of the participants expressed that they felt enjoyment or happiness from active technology and social media use during school closures.

Passive Engagement

Types of passive engagement associated with self-described happiness or enjoyment primarily involved viewing posts with positive or entertaining content (cat videos, artwork, inspiring messages, etc).
A handful of participants elaborated that they specifically used technology or social media passively when they were feeling down:

*If I’m feeling really kind of upset and I just want to distract myself, if I just start watching cat videos or something, I tend to feel a bit better.*

Notably, this participant described this feeling to be distinct from that of happiness (“I wouldn’t say it makes me feel happy, but I would say it makes me feel less bad”).

Especially during school closures, participants seemed to rely on social media use as a source of support or coping strategy for pandemic-related stressors. One participant spoke about social media being a motivating force for them to get out of bed and be productive each morning. Similarly, another participant explained how social media was helpful when present issues became too overwhelming:

*Sometimes it is good because if I need a break from reality, I can just connect with a page I really like, just look at their photos and that kind of reminds me of when staff was open or when things were normal.*

Furthermore, a few participants mentioned that they purposefully customized their social media feed to only show content that made them feel content. This was described as a particularly useful skill during the pandemic when social media was overrun with controversial discourse:

*I realized you can basically remove people you don’t want to hear anymore, so I began unfollowing people, I began deleting apps, and I began following people who kind of brought me happiness, so now whenever I go on social media, it’s never like “oh no, I don’t want to go on social media, why??” but now it’s just like “oh look, another good story.”*

Overall, passively engaging on social media was related to positive emotions in over one-third of the participants.

**Discussion**

**Principal Findings**

This first-of-its-kind qualitative analysis explores adolescents’ own perspectives on the value and pitfalls of social media and technology use during the COVID-19 pandemic. Although many findings mirrored prepandemic challenges, we identified several novel and important themes in the context of the COVID-19 pandemic. We identified the following: (1) new use of old technologies (ie, Discord), (2) new sources of stress, (3) novel benefits of active and passive social media use, (4) changes in web-based social circles and social experiences, (5) persisting limitations of social media use, and (6) changes in cyberbullying and bystander behaviors. Surprisingly, we found that these challenges and opportunities cut across our demographically and experientially varied group of participants, with no major thematic differences according to gender, age, perceived social support, and emotional well-being. Although increased time on social media during the COVID-19 pandemic was previously associated with lower mood and poorer mental health outcomes in adolescents [12], our analysis provides insights into how the purpose and type of technology use influences both positive and negative outcomes.

Although much research discussion of adolescent technology use has focused on social media platforms such as TikTok, Instagram, and Snapchat [31], Discord emerged as being among the most used platforms for our participants. Discord is a web-based application that allows messaging, voice chat or video calls, and playing cooperative video games. Previous research on Discord has highlighted its use for multiplayer video games and its potential for subversion by White nationalists [32,33]. Others’ work has evaluated Discord’s potential to improve distance learning owing to its attractive user interface, completeness of features, and ease of maintaining social links between students and professors [34,35]. Our work confirms this potentially positive value of Discord for adolescents, particularly during the pandemic era. For example, the ability to combine voice and text chat may better emulate the feeling of in-person conversations without the associated pressures of being in-person [29]. Our findings therefore raise new insights about the value of nonvideo gaming uses of Discord for social connection; both observational and interventional research is needed. Finally, we urge researchers to include Discord as an identified social media platform in future survey research.

We identified novel web-based stressors during the pandemic, namely observing others’ noncompliance with COVID-19 pandemic stay-at-home mandates and observing or participating in polarizing web-based discourses surrounding the pandemic, politics, and other controversial events during the time participants were interviewed. Although prepandemic research on active social media use suggests that active engagement is typically associated with positive well-being outcomes [7,36], emerging research suggests that active engagement with COVID-19 social media content during the pandemic is related to higher anxiety [37]. Illustratively, in our study, actively participating in web-based discussions about current events such as the Black Lives Matter protests and distancing regulations served as sources of stress that adolescents had not experienced previously. During the pandemic, social media platforms became the primary medium for the widespread dissemination of news, information (and misinformation), and political propaganda [38], which kept adolescents informed about current events and perspectives and provided endless fuel for discussion and debate. We suggest that the purpose behind active social media use (social connection vs political discourse) may influence its effects on well-being. Future work should quantitatively explore the relative influence of health or political mis- and disinformation and provide guidance to youth on how to proactively identify and manage potential political and social conflicts on the web.

The value of active social media engagement in this analysis parallels that of prepandemic research [7,36] such that participants reported that using social media to connect with others led them to experience positive affect. However, active engagement in social media during school closures was identified as qualitatively different from that before school closures. For example, some participants mentioned that messaging and sharing content with friends on social media was more enjoyable than in prepandemic times. Overall, social
connection with friends emerged as the predominant source of happiness from active screen use during the pandemic. Our analysis also aligns with prepandemic research reporting that passive social media use is more strongly correlated with negative well-being than active use [6,7,14], particularly around the impact of social comparison [15,39]. However, participants also mentioned that passively using social media as a distraction served a functional purpose by making them feel better when they were overwhelmed by pandemic-related stressors. One adolescent even used the phrase “a break from reality” to describe the reason for their screen use. In discussing how passive screen use improved their affect, participants more frequently recalled times when passive use relieved negative feelings rather than explicitly instilling positive feelings. These reports support previous work suggesting that avoidance coping using social media may sometimes be beneficial by allowing adolescents to engage with preferred content and, in turn, temporarily mitigate stress and other negative emotions [18].

Another prominent theme identified in our analysis was how technology both enhanced and hindered adolescents’ ability to socially connect with friends and peers during school closures. Web-based platforms being the sole method of communication introduced unique challenges described by participants. Prepandemic research highlights the ways in which social media allows youth to create and maintain larger social circles [40,41]. Although this was still true for many of our participants during school closures, this analysis found that social media was sometimes deliberately or unintentionally used by adolescents to limit social circles during this period. Others reported naturally losing contact with peers over time. Before the pandemic, adolescents ascribed digitally disconnecting from others to web-based drama or bullying [42]; however, digital disconnect during the pandemic was attributed more simply to the lack of in-person contact to propel or supplement peer interactions. Nonetheless, our study sample reported a relatively high perceived social support level despite being during school closures, implying that feelings of social support can be maintained through social media in the absence of in-person interaction. We were unable to tease out perceived social support among adolescents who connected primarily with friends they already knew in person versus adolescents who made new friends during this period. Future studies should examine how adolescents’ perceptions and acceptance of relationships that are only based on the web have changed over the course of the pandemic and how different forms of social support may influence the effects of social media use on well-being outcomes.

Although school closures enhanced some positive aspects of technology use for connectivity, they also exacerbated preexisting negative aspects of web-based communications such as the potential to misunderstand and misinterpret text messages [43]. Despite most participants seeming to acknowledge or even prefer the convenience of messaging others (compared with talking in person), they also reported missing the ability to complement text- or image-based communication with in-person interactions and physical touch. Adolescents previously acknowledged the superficiality of web-based communication in prepandemic times, stating that such communication lacked emotional depth [43], but school closures and the complete absence of in-person contact seemed to exacerbate the impersonal feeling of digital messages reported by many participants. Evidently, there are crucial aspects of connectivity that only web-based interactions cannot fulfill—an important consideration for schools and youth-based organizations as the world continues to digitalize.

Exposure to and experiences of web-based bullying also changed during the pandemic [44,45]. Participants described an increase in the frequency of bullying owing to increased screen time as well as new forms of bullying during pandemic-related behaviors. On the positive side, participants also mentioned an increase in their peers’ use of prosocial bystander behaviors. Prepandemic research on bystander intervention in cyberbullying found that increased cognitive empathy (ie, mental perspective taking) and interethnic contact were related to prosocial bystander behaviors among adolescents [46,47]. The shared struggle of pandemic-related school closures and greater exposure to news and web-based slander targeting minority groups during this time may have increased overall empathy among adolescents and encouraged more of them to speak out against perceived injustices.

There were no differences in the patterns of themes based on participants’ age, gender, mental well-being, or perceived social support. The overall study sample reported high perceived social support and low depressive and anxiety symptoms, indicating that adolescents’ expressed stressors and benefits of using social media and technology during the pandemic did not depend on their personal well-being. The lack of thematic differences in our varied sample suggests that the aspects of social media and technology use that adolescents found challenging and helpful during the pandemic may be universal. Active and passive screen use were also associated with stress and happiness in a similar manner across groups, implying that it may be appropriate and effective to standardize education on the pros and cons of social media and technology use for all adolescents. However, it remains true that there were a variety of narratives describing unique experiences with social media and technology use during the pandemic. This suggests that there may be other variables influencing adolescents’ connectivity and feelings of stress and happiness, such as their prepandemic familiarity or comfort with web-based communication or time spent using social media and technology during the pandemic.

**Limitations**

Although we interviewed participants until we reached content saturation, our small study sample may have contributed to the lack of observed differences in interview themes across participants. Furthermore, the nature of a qualitative analysis prevents it from establishing any causality or generalizability between themes and adolescents’ self-reported well-being. Although efforts were made to recruit a nationally representative sample of adolescents across multiple levels of identity, the subset of participants who consented to and fully completed the interview was less diverse in terms of racial and ethnic identity; however, we were able to achieve greater representation of sexual and gender identities. The study sample was also recruited solely from Instagram, so it is possible that these
participants differed from those who do not use Instagram. Although these semistructured qualitative interviews were guided by a written agenda, the nature of qualitative research is such that comments and provided details varied based on participants’ individual experiences. This analysis was conducted from written summaries with verbatim quotes but not from full transcripts. Summaries, however, clearly noted when participants had no comments on particular open-ended questions and are appropriate alternatives to transcription-based analysis [48]. This analysis provides a preliminary framework of adolescents’ social media use during the pandemic on which further research should continue to refine and build on.

Conclusions

Overall, this qualitative analysis on changes in adolescent social media and technology use during pandemic-related school closures demonstrates that the effects of active and passive engagement on social connectivity and emotions during this time were complex and variable, depending on the purpose for which they were used. Although evidently useful for maintaining and facilitating social connections among peers, especially during a time when in-person contact was minimal, it was also clear that there were areas where social media and technology could not replace in-person communication. Furthermore, although active web-based engagement may have been more frequently associated with happiness during school closures compared with passive engagement, it was also a source of stress for participants who participated in polarizing web-based discourse. Although passive web-based engagement was more frequently related to stress during this time, adolescents also demonstrated that they could exert control over their passive social media use to make it more beneficial and uplifting. Researchers should seek to develop and disseminate strategies to guide adolescents on how to personalize their social media experiences to be more positive rather than negative. Consideration of how patterns of use and related outcomes shift as youth return to in-person school—and how to enhance positive impacts in case of short-term, future school closures—is also needed. Ultimately, social media and technology research and education for adolescents remains essential given the prominence of web-based environments in their social lives.
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Abstract

Background: The COVID-19 pandemic and its associated restrictions have been a major stressor that has exacerbated mental health worldwide. Qualitative data play a unique role in documenting mental states through both language features and content. Text analysis methods can provide insights into the associations between language use and mental health and reveal relevant themes that emerge organically in open-ended responses.

Objective: The aim of this web-based longitudinal study on mental health during the early COVID-19 pandemic was to use text analysis methods to analyze free responses to the question, “Is there anything else you would like to tell us that might be important that we did not ask about?” Our goals were to determine whether individuals who responded to the item differed from nonresponders, to determine whether there were associations between language use and psychological status, and to characterize the content of responses and how responses changed over time.

Methods: A total of 3655 individuals enrolled in the study were asked to complete self-reported measures of mental health and COVID-19 pandemic–related questions every 2 weeks for 6 months. Of these 3655 participants, 2497 (68.32%) provided at least 1 free response (9741 total responses). We used various text analysis methods to measure the links between language use and mental health and to characterize response themes over the first year of the pandemic.

Results: Response likelihood was influenced by demographic factors and health status: those who were male, Asian, Black, or Hispanic were less likely to respond, and the odds of responding increased with age and education as well as with a history of physical health conditions. Although mental health treatment history did not influence the overall likelihood of responding, it was associated with more negative sentiment, negative word use, and higher use of first-person singular pronouns. Responses were dynamically influenced by psychological status such that distress and loneliness were positively associated with an individual’s likelihood to respond at a given time point and were associated with more negativity. Finally, the responses were negative in valence overall and exhibited fluctuations linked with external events. The responses covered a variety of topics, with the most common being mental health and emotion, social or physical distancing, and policy and government.

Conclusions: Our results identify trends in language use during the first year of the pandemic and suggest that both the content of responses and overall sentiments are linked to mental health.
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Introduction

Background

Times of crisis lead to increased psychological distress and mental health symptoms in the general population [1]. The literature from previous epidemics and emerging literature about the COVID-19 pandemic [2,3] provide an understanding of the mental health impacts of the COVID-19 pandemic. Increased psychological distress and mental illness is associated with a longer duration of quarantine [4,5], increased exposure to the virus or status as a health care worker [4,6,7], fear of infection of self or others [4,8], financial stress [4,9], preexisting mental illness [1,4,7], and social isolation [10,11]. It is critical to understand how this pandemic has affected mental health, document those effects, and prepare for future ones.

Language is one option for assessing mental health. Language and, more broadly, qualitative data can provide context for quantitative data and even point to new directions of research or uncover patterns that may not be found quantitatively. Language has been shown to predict states such as personality [12] and psychological constructs [13]. Research on mental health and language use has used machine learning to examine how language features correlate with or predict mental illness [14]. Other non–content-based metrics related to language have also been associated with mental illness, such as word count [15] and post counts on social media [16].

Study Aims

In this study, we examined data from a web-based mental health survey on COVID-19 stressors during the pandemic. The survey ended with an open-text free-response prompt, “Is there anything else you would like to tell us that might be important that we did not ask about?” (see Figure 1 for the study overview). Free-response questions have been shown to add context to and validate existing quantitative measures [17]. We used a variety of text analysis methods on these free responses to investigate the characteristics of our sample population, the content of responses, how responses changed over time, and how language use reflected the participants’ mental state.

To characterize the participants, we measured whether the demographics of the participants who responded to the free-response question differed from those who chose not to respond. On the basis of prior literature on responses to free-text comments in surveys, we predicted that, relative to those who did not respond, respondents would be more likely to be women, be older, have more years of education, and have a preexisting health condition [17-19]. In addition, we were interested in whether prior mental illness affected responses and language features. On the basis of prior work, we hypothesized that individuals with a history of mental health conditions would be more likely to respond and provide longer responses than those without mental health histories [15,16,20]. We also hypothesized that mental health history would be associated with more negative sentiment [15,16], greater use of negative emotional words [21-25], and more first-person singular pronouns (FPSPs) [16,20-30]. The rationale behind these selections is that increased FPSP use is associated with increased self-focus and increased negative valence and negative emotional words are associated with negatively biased thinking patterns [31,32]. These patterns of thought are associated with several mental disorders, including depression [33].

As for the content of responses, we first asked how the sentiment of responses varied over the course of the pandemic across all participants. On the basis of the literature from previous epidemics showing that distress increased with increased quarantine duration [4,5], we expected the sentiment to become more negative as social distancing and lockdown procedures remained in place. In addition, we expected emotional states to shape responses such that response likelihood and valence would be associated with fluctuations in self-reported loneliness, distress, and the presence of symptoms related to mental illness. Finally, we used various methods to categorize the responses.

Methods

Recruitment and Study Overview

A web-based, longitudinal study (NCT04339790) assessing the mental health impact of the COVID-19 pandemic was launched by investigators at the National Institute of Mental Health Intramural Research Program in early April 2020 (Figure 1). A convenience sample of adults aged ≥18 years was recruited via listserves, social media, word of mouth, flyers, and ClinicalTrials.gov (for more details, see the study by Chung et al [34]). After consenting on the web, participants completed self-report surveys upon enrollment and were then requested to respond to follow-up surveys every 2 weeks for 6 months. All survey data and responses were anonymized and associated with a unique ID.
Figure 1. Schematic of study timeline. (A) Study and analysis timeline. Enrollment in the 6-month study proceeded from April 4, 2020, through November 1, 2020, and the final data point was collected on May 7, 2021. Manual coding analysis was conducted in 5 batches during data collection, whereas additional analyses (eg, latent Dirichlet allocation [LDA]) were conducted using the entire sample after data collection was complete. The batch numbers are listed with the number and dates of the responses they contained. (B) Participant free-response rate; 68% of participants provided at least one free response during the 6-month study, with 93% of these respondents providing multiple responses. TF-IDF: term frequency–inverse document frequency.

Ethics Approval
This study was approved by the Institutional Review Board of the National Institutes of Health (NIH; 20 M-N085).

Questionnaires and Demographic Measures
At baseline, the participants completed various questionnaires assessing demographics, clinical history, and mental health symptoms (see the study by Chung et al [34] for a full list of study questionnaires). Then, they were invited to complete biweekly (ie, every 2 weeks) multiple-choice questionnaires for a 6-month period, including The Psychosocial Impact of COVID-19 Survey [35], which consisted of 45 multiple-choice questions that assess various attitudes, behaviors, and impacts surrounding the COVID-19 pandemic and a single free-response question (“Is there anything else you would like to tell us that might be important that we did not ask about?”). We analyzed responses to the free-response item and tested for associations with baseline demographics and clinical history questionnaires (see Multimedia Appendix 1 for details of classification of demographics and mental or physical health history [36-43]) as well as biweekly measures of loneliness, as measured by the University of California, Los Angeles 3-Item Loneliness Scale [44], and psychological distress, as measured by the Kessler-5 [45]. Participants could complete a maximum of 13 survey responses, one at each study time point. Of 2497 participants who provided free responses at any time point, 0.6% (n=15; range 2-6) of individuals provided duplicate responses across the study weeks. These individuals and their responses were included in the analyses because they covered stable concerns, such as employment, clinical conditions, physical health, and living situations.

Language Analyses
Sentiment Analysis and Analysis of Language Features
Sentiment analysis algorithms process text and automatically calculate the emotionality or sentiment of that text. They may simply report whether the overall text is positive or negative or use a continuous scale that quantifies both valence and intensity. To determine the optimal algorithm for the free-response data, the responses were tokenized into sentences, preprocessed, and inputted into 8 commonly used sentiment analysis applications: Stanza [46], VADER [47], LIWC2015 [48], SentiStrength [49], TextBlob [50], NLPTown model [51], Pysentimiento [52], and TweetEval [53]. We also used singular value decomposition (SVD) and a majority vote measure, which combined the outputs of 8 applications into a continuous and categorical aggregate score. Of all 10 possible options for sentiment analysis (8 different tools and aggregation of their predictions using either SVD or a majority vote), TweetEval performed the best. It obtained a precision of 0.76, recall of 0.75, $F_1$-score of 0.75,
and accuracy of 0.80 and was therefore selected to measure sentiment. TweetEval is a roBERTa-based model [54] trained on approximately 60 million tweets. TweetEval represents the sentiment of the text on a scale of −1 to 1, with −1 being the most negative and 1 being the most positive.

We performed a formal evaluation by assigning a polarity category to 130 sentences drawn at random, which were manually labeled by a separate observer. This allowed us to compute F score, precision, and recall to compare the 8 polarity scores of the algorithms; the SVD score; and a majority vote of the 8 polarity scores. The TweetEval score outperformed the other options and was therefore selected for further analyses.

The TweetEval values were aggregated by response so that each response had a score that was the mean of the sentence-level TweetEval values. Then, those scores were aggregated by date so that each date had a mean TweetEval value. The 7-day rolling averages of TweetEval and the number of responses were computed using the zoo package and plotted by date [55].

In addition to sentiment, we focused on 3 additional language features of interest: word count (“WC” in LIWC2015 software), percentage of negative emotional words (“negemo”), and percentage of FPSPs (“i category”), which were calculated using the output from LIWC2015 [48].

**Manual Content Analysis**

We used manual content analysis to evaluate the responses in addition to automated algorithms. Two clinicians and 4 other members of the research team (SS, JYC, LYA, Molly Cosgrove, RW, and MR-M) created initial manual content analysis categories. One clinician and 5 other members of the research team (SS, LYA, Molly Cosgrove, RW, MR-M, and JSS) annotated 4 small practice batches and met after each to discuss ambiguities and refine categories and definitions. In total, 36 categories and definitions were agreed upon and sorted into 6 overarching themes: mental health, physical health, social factors, career and finances, society (including government, community, or both), and other. A complete list of the categories is presented in Multimedia Appendix 1. Free responses were divided among the 4 coders (SS, MR-M, RW, and JSS), and each response was reviewed and scored by 2 randomly selected coders. Each coder labeled the responses based on their content as belonging to ≥1 manual categories. The responses were annotated in 5 batches. For the fifth batch, with a date range from October 11, 2020, to May 5, 2021, LYA annotated instead of MR-M and the category “Vaccines” was added based on a consensus of the coders after noting changes in the themes of responses. Responses such as “No,” “NA,” and “Nothing to report” were not categorized by any coder and were classified as nonresponses that were removed from subsequent analyses. Clinicians (SS and JYC) reviewed responses marked as clinically significant to evaluate severity.

To assess agreement between coders, interrater reliability (IRR) was calculated using the irrCAC package to find both the Fleiss \( \kappa \) and Gwet AC1 statistic [56]. The 2 methods were chosen to complement each other because the \( \kappa \) statistic is very commonly used for IRR, whereas the Gwet AC1 statistic overcomes some of the \( \kappa \) statistic’s weakness with data with low variability [57,58]. For both measures, we evaluated agreement using the 1991 Altman interpretation of the \( \kappa \) statistic, in which <0.2 is poor, 0.2 to 0.4 is fair, 0.4 to 0.6 is moderate, 0.6 to 0.8 is good, and 0.8 to 1.0 is very good agreement [59].

**Automated Topic Analysis**

To supplement automated coding and manual scoring in predetermined categories, we used exploratory analyses to identify the topics that emerged in the responses over time. We focused on terms unique to each month. We used term frequency–inverse document frequency (TF-IDF), a technique that finds the words that appear the most frequently in 1 document (ie, all words for a given month) and the least frequently in the others (ie, all other months). Words were lemmatized using the textstem package [60], and TF-IDF was calculated using the tidytext package [61]. This analysis was performed independently from our manual content analysis to address topics that might have been omitted from our manual content analysis, for which categories were selected early in the pandemic and analysis proceeded in real time relative to data collection. The lemmas “coronavirus,” “covid19,” and “covid” were all classified as the lemma “covid,” and the lemmas “vaccination,” “vaccine,” and “vaccine,” were all classified as “vaccine”.

Finally, we used natural language processing methods, such as topic modeling and multiword expression extraction, to explore people’s thoughts and concerns during the COVID-19 pandemic. Topic modeling automatically identifies clusters of words and themes from text data sets. One of the most popular methods is latent Dirichlet allocation (LDA), which seeks to classify text documents as a mixture of distinct topics [62] and has been widely used in automatic content analysis. The advantages of topic modeling are its high scalability and ability to infer topics or themes without being biased by users. However, a limitation is the potential lack of interpretability. This can occur because perplexity—a measure to evaluate the quality of topic modeling outputs and select model parameters—may be inversely correlated with human interpretability [63,64].

Therefore, the incorporation of additional evaluations or measures to validate the comprehensibility of topic-modeling outputs, such as human judgment [65,66], is necessary. In this study, we added human judgment in 3 steps to overcome the lack of interpretability. First, we used different values for the number of topics, calculated the performance for each iteration using perplexity, and compared the results to the manual number of themes found earlier by the annotators. Second, we calculated the agreement between the human and LDA topic assignments for over 100 sentences. We did this by randomly selecting 100 sentences and having 1 author sort them into the topics created by LDA. Then, the human- and LDA-selected topics were compared. Of the 100 sentences, 35 had complete agreement and 23 had weak agreement (the topic selections differed, but the author thought the LDA selection was reasonable or a closely related topic). There was no agreement among the remaining 42 sentences. Close inspection of sentences with disagreement revealed that in 14 cases, LDA-selected topics were based on keywords, but those words did not reflect the meaning of the sentence (eg, “DBT therapy has been big positive” was marked...
as topic 13 [relating to test results] by LDA likely because of the word “positive,” whereas the human coder rated it as topic 21 [relating to mental illness and medication]. Third, we intuitively evaluated the most representative keywords per topic (single-word terms extracted by LDA) by adding multiword terms to help represent topics better. Indeed, the output of topic modeling methods generally consists only of groupings of single-word terms. However, in natural languages, single-word terms are often part of multiword expressions and therefore do not provide complete context alone. Thus, an alternative to improve the identification of relevant topics is to incorporate multiword terms. These are expressions composed of ≥2 words with a grammatical structure and a specific meaning. Thus, we used LIDF-value [40], an information retrieval measure that extracts multiword terms. LIDF-value is based on several linguistic patterns also known as lexical categories such as nouns, adjectives, etc. Therefore, to automatically assess the content of the participants’ responses, our approach consisted of four basic steps: (1) preprocessing, (2) topic modeling with LDA, (3) multiword term extraction with LIDF-value, and (4) word cloud creation. Further details regarding the automated topic analysis can be found in Multimedia Appendix 1.

Statistical Analyses

Comparing Respondents With Nonrespondents

A logistic regression was run comparing respondents and nonrespondents by gender, race, ethnicity, age, income, education, and preexisting mental health and medical conditions. Before running the logistic regression for age (the only continuous variable), the assumption of linearity between age and free-response response was tested. Participants’ ages were divided into quantiles, and logits were plotted by age category. The relationship was monotonic, therefore meeting the assumptions of logistic regression. R was used for all analyses, and ggplot2 within the package tidyverse was used for all figures, except where noted [67,68].

Evaluating the Likelihood of Free Response and Sentiment as a Function of Psychological State

We used a multilevel logistic regression implemented using the function glmer in the R package lme4 [69] to determine whether loneliness (measured using the University of California, Los Angeles 3-Item Loneliness Scale total score) and distress (measured using the Kessler-5 overall score) influenced the likelihood of an individual providing a free response at a given time point and whether the likelihood of responding changed over time.

We also used linear mixed models restricted to participants who provided multiple free responses (n=2322) to determine whether loneliness or psychological distress influenced the mean sentiment of an individual’s response at a given time point. Linear mixed models were implemented using the function lmer within the R package lme4 [69]. We used a similar linear model to test whether free-response length (ie, number of words) varied over time and whether response length was related to loneliness or psychological distress. We also explored whether sentiment is associated with response length.

For each model, we included fixed effects of week (ie, time in the study relative to each participant’s time of enrollment), modeled psychological state both within- and between-subjects (ie, mean-centered within individuals and grand mean–centered across individuals), and included interactions between within- and between-subjects factors to test whether individual differences moderated the effects over time. Intercepts and slopes were treated as random in linear models, whereas logistic models included only random intercepts because of issues with model convergence. Because psychological predictors were correlated, we analyzed both combined models (reported in the main manuscript) and models that separately evaluated associations with loneliness and distress (reported in Multimedia Appendix 1).

Correlations Between Patient Clinical History and Language Features

We were interested in whether those with a history of mental health treatment, termed patients, used language features differently from controls. We focused on 4 language features of interest, each aggregated to be the mean by subject across all their responses over the course of the entire survey: sentiment, word count, percentage of negative emotional words, and percentage of FPSPs.

Two methods were used to determine mental health status. We determined whether an individual had a history of mental health concerns using a clinical history questionnaire. Patients were defined as individuals who reported prior mental health treatment including hospitalization, psychotropic medication, or treatment for drug or alcohol use. We used 2-sample t tests (2-tailed) to assess whether patients differed from controls (ie, individuals with no prior treatment for mental illness) for each language feature. Hedges g was calculated using the package effsize to show the effect size [70]. One participant did not complete the clinical history question at baseline and was therefore excluded from this analysis.

We also explored associations between language features and a continuous measure of each individual’s probability of being a patient, the patient probability score (PPS) [34]. PPS scores were trained on baseline questionnaire data from a subset of participants who were seen at the NIH before the pandemic and underwent a Structured Clinical Interview for DSM-5 (Diagnostic and Statistical Manual-5). Each participant who had not been seen at NIH was assigned a PPS value based on similarity to the patient or control group. For additional information and validation, refer to the study by Chung et al [34]. We used Spearman correlations to evaluate the associations between PPS and the 4 language features listed earlier. Seven participants were missing a PPS and were excluded from the analyses.

Results

Free-Response Sample

Of the 3655 participants enrolled in the study [34], 2497 participants responded at least once to the free-response item; these participants will be referred to as “respondents.” Figure 2 depicts the distribution of the respondents as a function of the
number of times they provided free-response entries. The demographics of the total sample comparing respondents and nonrespondents (ie, participants who never provided free-response entries) are reported in Table 1. There was a total of 9738 free-response item responses.

Figure 2. Distribution of free responses. (A) Response frequency. Histogram showing the number of participants who responded from 1 to 13 times to the free-response question. (B) Response length. Histogram showing the distribution of word count across all responses, which ranged from 1 to 744 words.
<table>
<thead>
<tr>
<th></th>
<th>Respondent, n (%)</th>
<th>Nonrespondent, n (%)</th>
<th>Responding, OR(^b) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2065 (56.4)</td>
<td>866 (23.7)</td>
<td>1 (—)</td>
</tr>
<tr>
<td>Male</td>
<td>346 (9.5)</td>
<td>255 (7)</td>
<td>0.57(^d) (0.48-0.68)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>58 (1.6)</td>
<td>21 (0.6)</td>
<td>1.16 (0.71-1.96)</td>
</tr>
<tr>
<td>Unknown</td>
<td>28 (0.8)</td>
<td>16 (0.4)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>124 (3.4)</td>
<td>79 (2.2)</td>
<td>0.71(^e) (0.53-0.95)</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>2271 (62.1)</td>
<td>1026 (28.1)</td>
<td>1 (—)</td>
</tr>
<tr>
<td>Unknown</td>
<td>102 (2.8)</td>
<td>53 (1.5)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>7 (0.2)</td>
<td>4 (0.1)</td>
<td>—</td>
</tr>
<tr>
<td>Asian</td>
<td>43 (1.2)</td>
<td>47 (1.3)</td>
<td>0.40(^d) (0.26-0.62)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>62 (1.7)</td>
<td>44 (1.2)</td>
<td>0.62(^e) (0.42-0.93)</td>
</tr>
<tr>
<td>White or Caucasian</td>
<td>2256 (61.7)</td>
<td>997 (27.3)</td>
<td>1 (—)</td>
</tr>
<tr>
<td>Hawaiian or Pacific Islander</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Multiple races</td>
<td>92 (2.5)</td>
<td>48 (1.3)</td>
<td>0.85 (0.60-1.22)</td>
</tr>
<tr>
<td>Unknown</td>
<td>37 (1)</td>
<td>18 (0.5)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values, mean (SD)</td>
<td>48.0 (14.9)</td>
<td>43.7 (14.4)</td>
<td>1.02(^d) (1.02-1.03)</td>
</tr>
<tr>
<td><strong>Income (US $)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;35,000</td>
<td>340 (9.3)</td>
<td>165 (4.5)</td>
<td>1 (—)</td>
</tr>
<tr>
<td>35,001-75,000</td>
<td>629 (17.2)</td>
<td>294 (8)</td>
<td>1.04 (0.82-1.31)</td>
</tr>
<tr>
<td>75,001-100,000</td>
<td>395 (10.8)</td>
<td>166 (4.5)</td>
<td>1.15 (0.89-1.50)</td>
</tr>
<tr>
<td>100,001-150,000</td>
<td>505 (16.4)</td>
<td>243 (6.6)</td>
<td>1.01 (0.79-1.28)</td>
</tr>
<tr>
<td>≥150,000</td>
<td>598 (16.4)</td>
<td>274 (7.5)</td>
<td>1.06 (0.84-1.34)</td>
</tr>
<tr>
<td>Unknown</td>
<td>30 (0.8)</td>
<td>16 (0.4)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>4 (0.1)</td>
<td>6 (0.2)</td>
<td>—</td>
</tr>
<tr>
<td>High school graduate or above</td>
<td>52 (1.4)</td>
<td>41 (1.1)</td>
<td>1 (—)</td>
</tr>
<tr>
<td>Some college or above</td>
<td>179 (4.9)</td>
<td>130 (3.6)</td>
<td>1.09 (0.67-1.73)</td>
</tr>
<tr>
<td>Associate degree or above</td>
<td>111 (3)</td>
<td>71 (1.9)</td>
<td>1.23 (0.74-2.04)</td>
</tr>
<tr>
<td>Bachelor’s degree or above</td>
<td>788 (21.6)</td>
<td>366 (10)</td>
<td>1.70(^e) (1.10-2.60)</td>
</tr>
<tr>
<td>Advanced or professional degree</td>
<td>1355 (37.1)</td>
<td>540 (14.8)</td>
<td>1.98(^f) (1.29-3.01)</td>
</tr>
<tr>
<td>Unknown</td>
<td>8 (0.2)</td>
<td>4 (0.1)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Mental health status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health history</td>
<td>1384 (37.9)</td>
<td>609 (16.7)</td>
<td>1 (—)</td>
</tr>
<tr>
<td>No mental health history</td>
<td>1113 (30.5)</td>
<td>548 (15)</td>
<td>0.89 (0.78-1.03)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0)</td>
<td>1 (0)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Physical health status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has medical illness</td>
<td>1369 (37.5)</td>
<td>522 (14.3)</td>
<td>1 (—)</td>
</tr>
</tbody>
</table>
Comparing Respondents With Nonrespondents
Logistic regressions indicated that the likelihood of responding was influenced by several demographic factors, including gender, race, ethnicity, education, and age, as reported in Table 1. For example, the odds of male participants responding compared with female participants were 43% lower ($P<.001$), and the odds of Asian and Black participants responding compared with White participants were 60% ($P<.001$) and 38% ($P=.02$) lower, respectively. Although education influenced the likelihood of responding such that the odds of participants with bachelor’s or advanced degrees responding compared with participants who were high school graduates were 70% ($P=.02$) and 98% ($P=.002$) higher, respectively, we did not observe any influence of income. For additional demographic factors, please refer to Table 1.

Interestingly, there was no impact of mental health history on an individual’s likelihood of providing free responses (Table 1). However, physical health history did influence an individual’s likelihood of providing free responses, and the odds of participants without physical health conditions responding compared with those with these conditions was 32% lower ($P<.001$).

Impact of Psychological State on Likelihood of Providing a Free Response
We used multilevel models to evaluate the likelihood of an individual providing a response on a given week as a function of time and psychological state. All models revealed that an individual’s likelihood of providing a free-response decreased over time (Table 2), although the effects were quite small based on odds ratios. Individuals were more likely to respond to the free-response item when feeling more distressed, as measured by the Kessler-5, and individuals with higher average distress were more likely to respond. Interestingly, we observed an interaction between within-subjects distress and between-subjects distress such that the effect of distress on the likelihood of responding for a given week was strongest for individuals with low average distress, perhaps because individuals with high average distress responded consistently over time. There was no effect of loneliness on the likelihood of responding when it was included in the same model as the distress measure; however, the fixed effects of loneliness and distress were correlated across individuals ($r=0.633$), and we therefore computed separate models for each predictor (Multimedia Appendix 1). Modeling distress alone confirmed the findings from the model that included all factors with similar coefficients. When loneliness was included in a separate model, we found that individuals were more likely to respond when they reported higher loneliness ($B=0.05; P=.004$) and that individuals who reported being more lonely on average were more likely to respond ($B=0.09; P<.001$).
Table 2. Multilevel logistic model examining association among distress, loneliness, and likelihood of response.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>ORb (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>0.37 (0.34-0.40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week</td>
<td>0.98 (0.98-0.98)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Distress</td>
<td>1.13 (1.11-1.15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean distress</td>
<td>1.03 (1.01-1.06)</td>
<td>.005</td>
</tr>
<tr>
<td>Loneliness</td>
<td>0.98 (0.95-1.02)</td>
<td>.35</td>
</tr>
<tr>
<td>Mean loneliness</td>
<td>1.05 (0.99-1.10)</td>
<td>.10</td>
</tr>
<tr>
<td>Distress × mean distress</td>
<td>0.99 (0.98-0.99)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Loneliness × mean loneliness</td>
<td>0.98 (0.96-1.01)</td>
<td>.18</td>
</tr>
</tbody>
</table>

aThis table presents the results of a multilevel logistic model examining the association between the likelihood of response on a given week and self-reported distress (measured using the Kessler-5) and loneliness (measured using the 3-item Loneliness Scale). Distress and loneliness were modeled both within (ie, dynamic fluctuations across intervals) and between participants (ie, mean distress and mean loneliness). There were 26,073 observations across 3163 individuals, with intraclass correlation coefficient=0.49. marginal $R^2=0.017$, conditional $R^2=0.495$, random error variance ($\sigma^2$)=3.29, and variance of random intercepts ($\tau_{00SUBJECT_NUMBER}$)=3.11. The results of the models that separately analyzed distress and loneliness are presented in Multimedia Appendix 1.

bOR: odds ratio.

Sentiment During the Study Period

The results of sentiment analysis are shown in Figure 3. As the TweetEval scores range from −1 to 1, it is clear from the figure that the average sentiment of free responses remained negative for the entire study period. We observed a gradual upward tendency in sentiment starting in November, which coincides with announcements about the Pfizer vaccine (Figure 3). However, our sample size and proportion of responses were reduced at this time, and we did not run statistical analyses on the influence of time on sentiment; therefore, we do not make strong inferences about these overall patterns based on group averages.

Figure 3. Sentiment over time: this figure plots the 7-day rolling average of sentiment by day from April 7, 2020, to May 3, 2021 (responses from before April 7, 2020, or after May 3, 2021, are omitted due to the 7-day rolling average). The opacity of the line represents the 7-day rolling average of response count. TweetEval Sentiment below 0 is considered negative. Red vertical bars mark the dates of major national events in the United States, which emerged in free-response comments based on term frequency–inverse document frequency.

Important events throughout the pandemic that may have affected groupwide sentiment are marked in Figure 3. These events were selected based on the keywords seen in the TF-IDF analysis (see analysis below in Themes of Free Responses Across Time). The selected events were important events in the United States, given that most of the study participants came from the United States, with all 50 states represented: of free-response respondents, 2474 were based in the United States and 23 were international. The 5 events chosen were the death of George Floyd (May 25, 2020), the death of Ruth Bader Ginsburg (September 18, 2020), the 2020 US Presidential Election (November 3, 2020), the beginning of COVID-19
vaccination in the United States (December 14, 2020 [71]), and
the US Capitol attack (January 6, 2021). As depicted in Figure
3, these events were followed by steep changes in the average
sentiment of responses, as measured by TweetEval.

Association Between Psychological State and Sentiment
of Responses

We used multilevel models to evaluate the dynamic association
between self-reported psychological states and response
sentiment, as measured by the mean TweetEval score per
response. A model that combined distress and loneliness (Table
3) indicated that sentiment was negative on average, based on
the intercept, and that sentiment increased over time within
individuals, which is consistent with the overall average depicted
in Figure 3. Responses were more negative at time points when
individuals reported greater distress (Figure 4) or loneliness. We
also observed that individuals with higher mean distress
had more negative sentiment on average (Figure 4) and that
there was a substantial interaction between within-subjects
distress and between-subjects distress, such that the effect of
distress on sentiment was strongest for those with low average
distress scores. Between-subjects variations in loneliness did
not influence sentiment when loneliness was included in the
same model as distress; however, when loneliness and distress
were modeled separately, we observed substantial associations
with each measure, both within and between participants
(Multimedia Appendix 1).

Table 3. Linear mixed model examining association among distress, loneliness, and likelihood of response

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Estimates (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>-0.385 (-0.396 to -0.373)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week</td>
<td>0.002 (0.001 to 0.004)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Distress</td>
<td>-0.038 (-0.043 to -0.033)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean distress</td>
<td>-0.021 (-0.024 to -0.017)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Loneliness</td>
<td>-0.019 (-0.029 to -0.010)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean loneliness</td>
<td>0.002 (-0.007 to 0.010)</td>
<td>.68</td>
</tr>
<tr>
<td>Distress × mean distress</td>
<td>0.002 (0.001 to 0.004)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Loneliness × mean loneliness</td>
<td>-0.002 (-0.009 to 0.004)</td>
<td>.49</td>
</tr>
</tbody>
</table>

This table presents the results of a linear mixed model examining the associations between negative sentiment, self-reported distress, and loneliness (see the Methods section). There were 9253 observations across 2314 individuals, with intraclass correlation coefficient=0.14, marginal $R^2=0.064$, conditional $R^2=0.199$, random error variance ($\sigma^2$)=0.17, variance of random intercepts (τ0SUBJECT_NUMBER)=0.03, and variance of random slopes=0. The results from the models that separately analyzed distress and loneliness are presented in Multimedia Appendix 1.

Figure 4. Association between distress (Kessler-5) and sentiment (TweetEval score) in free responses. Scatterplot illustrating association between biweekly measures of distress (as measured by Kessler-5) and mean sentiment of free responses as measured by TweetEval. Linear mixed models indicate that distress is negatively associated with sentiment within individuals, and that individuals with higher mean distress (visualized in lighter blue) use more negative language on average.
Association Between Psychological State and Response Length

We tested whether response length varied as a function of loneliness, distress, and time (Table 4). Response length ranged from 1 word to a maximum of 744 words (mean 41.63, SD 49.05; median 27; Figure 2). Linear mixed models indicated that response length decreased slightly over the course of an individual’s participation, such that each biweekly interval was 0.5 words shorter on average. Response length was positively associated with distress (Table 4), such that an increase of 1 unit of distress on a given week was associated with an additional 0.8 words, and individuals who report higher distress provided responses that were 0.8 words longer on average. There was no effect of loneliness on response length when distress and loneliness were included in the same model, but separate analyses indicated that responses were longer in lonely individuals than in nonlonely individuals ($P<.001$), such that an increase of one unit in average loneliness was associated with 1.3 more words on average (Multimedia Appendix 1).

Table 4. Linear mixed model examining association among distress, loneliness, and response length.$^a$

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Estimates (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>36.726 (35.294 to 38.157)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Week</td>
<td>−0.249 (−0.358 to −0.140)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Distress</td>
<td>0.811 (0.361 to 1.261)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean distress</td>
<td>0.827 (0.371 to 1.282)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Loneliness</td>
<td>−0.081 (−0.988 to 0.826)</td>
<td>.86</td>
</tr>
<tr>
<td>Mean loneliness</td>
<td>0.166 (−0.867 to 1.200)</td>
<td>.75</td>
</tr>
<tr>
<td>Distress $\times$ mean distress</td>
<td>−0.044 (−0.162 to 0.073)</td>
<td>.46</td>
</tr>
<tr>
<td>Loneliness $\times$ mean loneliness</td>
<td>−0.235 (−0.851 to 0.381)</td>
<td>.46</td>
</tr>
</tbody>
</table>

$^a$This table presents the results of a linear mixed model examining associations between word count, self-reported distress, and loneliness (see the Methods section). There were 9272 observations across 2314 individuals, with intraclass correlation coefficient=0.33, marginal $R^2=0.009$, conditional $R^2=0.340$, random error variance ($\sigma^2$)=1406.63, variance of random intercepts ($\sigma_{\text{SUBJECT\_NUMBER}}$)=705.36, variance of random slopes for distress=1.96, and variance random slopes for loneliness=17.25. The results from the models that separately analyzed distress and loneliness are presented in Multimedia Appendix 1.

Associations Between Mental Health History and Language Features

As reported in Table 5, individuals who reported prior mental health treatment had more negative sentiments (as measured by TweetEval), wrote longer responses, used more negative emotional words, and had higher frequencies of FPSP use. The effect sizes and $P$ values are presented in Table 5. We also observed small but substantial associations with language features when we used our continuous PPS: PPS was associated with more negative sentiment ($r=−0.12$; $P<.001$), higher word counts ($r=0.09$; $P<.001$), more negative emotional words ($r=0.04$; $P<0.5$), and higher FPSP use ($r=0.13$; $P<0.01$).

Table 5. Relationship between mental health history and language use.$^a$

<table>
<thead>
<tr>
<th></th>
<th>Sentiment (TweetEval)</th>
<th>Word count</th>
<th>Negative emotional words (%)</th>
<th>First-person singular pronoun (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental health history, mean (SD)</td>
<td>−0.0044 (0.0034)</td>
<td>37.1 (33.8)</td>
<td>5.53 (6.15)</td>
<td>7.46 (4.77)</td>
</tr>
<tr>
<td>No mental health history, mean (SD)</td>
<td>−0.0038 (0.0036)</td>
<td>34.2 (30.2)</td>
<td>4.77 (4.42)</td>
<td>6.56 (4.46)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.03</td>
<td>&lt;.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hedges $g$ effect size</td>
<td>−0.15</td>
<td>0.09</td>
<td>0.14</td>
<td>0.19</td>
</tr>
</tbody>
</table>

$^a$A 2-sample $t$ test (2-tailed) was run to compare the use of 4 language features by mental health history, as determined by mental health or drug or alcohol treatment or mental health hospitalization. The language features selected were the same as those used in the Spearman correlation analysis.

Themes of Free Responses Across Time

The results of the manual coding are reported in Table 6. The most frequently annotated categories were mental health or emotion (5159/9738, 53% of responses), social or physical distance (2475/9738, 25% of responses), and policy or government (1938/9738, 20% of responses). The Fleiss κ coefficient for IRR for all responses was 0.73 (95% CI 0.72-0.73), which is characterized as “good” agreement between raters [59]. The Gwet AC1 statistic coefficient for IRR for all responses was 0.96 (95% CI 0.96-0.96) or “very good” agreement [59]. Agreement for individual categories is presented in Multimedia Appendix 1. Only 2 categories ("non–health-related concern for the immediate circle" and "clarification of survey response") were characterized as “fair” by the Fleiss κ statistic; all others ranged from moderate to very good agreement.
<table>
<thead>
<tr>
<th>Theme and category</th>
<th>Example response</th>
<th>Coding count (N=9738), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mental health</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General negative mental health (ie, negative emotion or cognitive symptom)</td>
<td>“I have experienced a lot of physical symptoms of stress/anxiety, including fatigue and pain.”</td>
<td>5159 (53)</td>
</tr>
<tr>
<td>Clinically significant (eg, mention of diagnosis, treatment, suicidality, or domestic violence)</td>
<td>“I have been on Prozac for 3 weeks now”</td>
<td>1837 (9)</td>
</tr>
<tr>
<td>Mood disorder</td>
<td>“I’m experiencing some depression, but I’m not having suicidal thoughts. I have a hard time thinking about a future that is different than it is now.”</td>
<td>475 (5)</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>“I took wellbutrin a few years ago, started a new RX this week for anxiety over Covid”</td>
<td>309 (3)</td>
</tr>
<tr>
<td>Other psychiatric diagnosis</td>
<td>“PTSD symptoms re-activated by feeling trapped, uncertainty, amount of unknowns, untrustworthy authority figure”</td>
<td>275 (3)</td>
</tr>
<tr>
<td>Suicidality</td>
<td>“had to call suicide prevention hotline due to crisis”</td>
<td>130 (1)</td>
</tr>
<tr>
<td><strong>Physical health</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non–COVID-19–related physical health</td>
<td>“Symptoms listed above due to chronic asthma/allergies”</td>
<td>1444 (15)</td>
</tr>
<tr>
<td>Change in health behaviors, activities, or hobbies</td>
<td>“I am eating more and gaining weight”</td>
<td>798 (8)</td>
</tr>
<tr>
<td>Suspected or confirmed COVID-19 illness or self-test</td>
<td>“I did antibody testing with a home-kit because I was worried about my symptoms”</td>
<td>486 (5)</td>
</tr>
<tr>
<td>Sleep</td>
<td>“My sleep schedule has been completely thrown off.”</td>
<td>366 (4)</td>
</tr>
<tr>
<td>Deferred medical care</td>
<td>“Close friend diagnosed with cancer and treatment was delayed due to pandemic so it spread faster than expected.”</td>
<td>159 (2)</td>
</tr>
<tr>
<td>Drugs and alcohol</td>
<td>“Watching way too much TV; and smoking a heck of a lot more than I used to.”</td>
<td>154 (2)</td>
</tr>
<tr>
<td>COVID–19–related risk factors in self</td>
<td>“Constant worry because I have asthma/COPD”</td>
<td>149 (2)</td>
</tr>
<tr>
<td>Pregnancy</td>
<td>“I am pregnant with my first child and am very nervous about contracting COVID or my partner contracting COVID.”</td>
<td>42 (1)</td>
</tr>
<tr>
<td><strong>Social factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experience with social or physical distance and masks</td>
<td>“extended family has different beliefs about social distancing which increase stress”</td>
<td>2475 (25)</td>
</tr>
<tr>
<td>Health condition or health-related concern about immediate circle</td>
<td>“Most of my stress is related to a sick family member (not Covid)”</td>
<td>1697 (17)</td>
</tr>
<tr>
<td>Providing care for dependents</td>
<td>“It is increasingly challenging to work full-time and parent children who are attending school at home.”</td>
<td>570 (6)</td>
</tr>
<tr>
<td>Strained relationships</td>
<td>“My relationship with my spouse has been more rocky. It’s been a lot to rely on one introverted person for my extroverted needs.”</td>
<td>547 (6)</td>
</tr>
<tr>
<td>Non–health-related concern for immediate circle</td>
<td>“I’m anxious about the fears and anxieties of my closest friend. He’s not handling the virus threat well at all.”</td>
<td>513 (5)</td>
</tr>
<tr>
<td>Mention of non–COVID-19–related death</td>
<td>“Mother passed away from pancreatic cancer”</td>
<td>393 (4)</td>
</tr>
<tr>
<td>Loneliness or isolation</td>
<td>“I am beginning to notice the lack of and to miss physical presence and physical contact with people – besides my partner.”</td>
<td>308 (3)</td>
</tr>
<tr>
<td>Positive relationships</td>
<td>“I live in a beautiful place with my wife, who is the love of my life.”</td>
<td>172 (2)</td>
</tr>
<tr>
<td>Mention of COVID–19–related death</td>
<td>“My sister in law died from COVID–19 after 23 days in ICU. Buried her last Saturday.”</td>
<td>95 (1)</td>
</tr>
<tr>
<td><strong>Career and finances</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other work-related issues</td>
<td>“It has been more difficult to focus on work while working from home.”</td>
<td>1545 (16)</td>
</tr>
<tr>
<td>Theme and category</td>
<td>Example response</td>
<td>Coding count (N=9738), n (%)</td>
</tr>
<tr>
<td>--------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>School-related changes (student or teacher)</td>
<td>“Back to work as a teacher. Very stressful because of fear of getting sick and because of changes in responsibilities and increased work load.”</td>
<td>716 (7)</td>
</tr>
<tr>
<td>Experience or concern about reduction or loss in work or unemployment</td>
<td>“The biggest stressor is waiting to find out if I’m going to be laid off and worrying for my kids’ futures in terms of getting a job.”</td>
<td>491 (5)</td>
</tr>
<tr>
<td>Essential worker or in health care</td>
<td>“I am tested weekly for COVID due to my work in assisted living facilities”</td>
<td>357 (4)</td>
</tr>
<tr>
<td>Personal finances</td>
<td>“Approximate 85% of my COVID stress is related to financial uncertainty.”</td>
<td>317 (3)</td>
</tr>
<tr>
<td>Society or government or community</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Policy or government</td>
<td>“My current distress and hopelessness is largely driven by the murder of George Floyd.”</td>
<td>1938 (20)</td>
</tr>
<tr>
<td>Reopening or return to work and interactions with community</td>
<td>“My state is starting to reopen, but I think it’s too soon.”</td>
<td>1047 (11)</td>
</tr>
<tr>
<td>Effects of pandemic on the economy or society</td>
<td>“I feel so sad and scared for the world right now.”</td>
<td>446 (5)</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive aspects</td>
<td>“I feel extremely lucky to be healthy, housed and have no financial or relationship worries.”</td>
<td>1291 (13)</td>
</tr>
<tr>
<td>Survey feedback</td>
<td>“I think inquiring about dietary intake and weight change would be interesting.”</td>
<td>488 (5)</td>
</tr>
<tr>
<td>Other</td>
<td>“I am a veterinarian”</td>
<td>485 (5)</td>
</tr>
<tr>
<td>Vaccine</td>
<td>“I’ve received my first dose of the COVID vaccine, and a number of my family members are now fully vaccinated. That’s given me some hope.”</td>
<td>416 (4)</td>
</tr>
<tr>
<td>Clarification of survey response</td>
<td>“I checked the box for using marijuana, but I only use CBD for sleep and back pain. CBD was not an option.”</td>
<td>362 (4)</td>
</tr>
<tr>
<td>Minimal change to lifestyle</td>
<td>“I am a loner by nature so self-isolating is not a problem for me.”</td>
<td>55 (1)</td>
</tr>
</tbody>
</table>

*This table presents the frequency and percentage of responses manually annotated as a function of category, as well as example responses. For the original category names, definitions, and interrater reliability by category, see Multimedia Appendix 1.

PTSD: posttraumatic stress disorder.

COPD: chronic obstructive pulmonary disease.

ICU: intensive care unit.

CBD: cannabidiol.

We also used TF-IDF to identify unique topics that emerged over time during the first year of the pandemic and therefore would not have been captured by our free-response categories. Table 7 presents the lemmas with the highest TF-IDF scores for each month. This analysis confirms the link between free responses and national and international events, such as the initial “lockdown” during the months of April and May 2020; responses to the killing of George Floyd in June 2020; wildfires and the death of Ruth Bader Ginsberg in September 2020; the lead up to the November 3, 2020, election; and the widespread availability of vaccines starting in February 2021. These events are visualized in Figure 3 to highlight the associations between events and the overall sentiment of the language. We also present word clouds of language use in Figure 5.
Table 7. Results of term frequency–inverse document frequency (TF-IDF) per month.

<table>
<thead>
<tr>
<th>Month and lemma</th>
<th>Term frequency, n</th>
<th>TF-IDF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>April 2020</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>146</td>
<td>0.0010</td>
</tr>
<tr>
<td>Home</td>
<td>128</td>
<td>0.0009</td>
</tr>
<tr>
<td>Distance</td>
<td>58</td>
<td>0.0008</td>
</tr>
<tr>
<td>Guilt</td>
<td>12</td>
<td>0.0008</td>
</tr>
<tr>
<td>Worry</td>
<td>108</td>
<td>0.0007</td>
</tr>
<tr>
<td><strong>May 2020</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance</td>
<td>107</td>
<td>0.0008</td>
</tr>
<tr>
<td>Home</td>
<td>204</td>
<td>0.0008</td>
</tr>
<tr>
<td>Time</td>
<td>188</td>
<td>0.0007</td>
</tr>
<tr>
<td>Care</td>
<td>90</td>
<td>0.0007</td>
</tr>
<tr>
<td>Patient</td>
<td>29</td>
<td>0.0007</td>
</tr>
<tr>
<td><strong>June 2020</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>George</td>
<td>60</td>
<td>0.0045</td>
</tr>
<tr>
<td>Floyd</td>
<td>50</td>
<td>0.0038</td>
</tr>
<tr>
<td>Protest</td>
<td>159</td>
<td>0.0026</td>
</tr>
<tr>
<td>Brutality</td>
<td>30</td>
<td>0.0023</td>
</tr>
<tr>
<td>Riot</td>
<td>48</td>
<td>0.0020</td>
</tr>
<tr>
<td><strong>July 2020</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wear</td>
<td>115</td>
<td>0.0008</td>
</tr>
<tr>
<td>Care</td>
<td>105</td>
<td>0.0007</td>
</tr>
<tr>
<td>People</td>
<td>191</td>
<td>0.0006</td>
</tr>
<tr>
<td>Time</td>
<td>191</td>
<td>0.0006</td>
</tr>
<tr>
<td>Distance</td>
<td>88</td>
<td>0.0006</td>
</tr>
<tr>
<td><strong>August 2020</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>187</td>
<td>0.0007</td>
</tr>
<tr>
<td>Distance</td>
<td>88</td>
<td>0.0007</td>
</tr>
<tr>
<td>Wear</td>
<td>84</td>
<td>0.0007</td>
</tr>
<tr>
<td>College</td>
<td>36</td>
<td>0.0006</td>
</tr>
<tr>
<td>Min</td>
<td>6</td>
<td>0.0006</td>
</tr>
<tr>
<td><strong>September 2020</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wildfire</td>
<td>37</td>
<td>0.0017</td>
</tr>
<tr>
<td>Rbg</td>
<td>20</td>
<td>0.0017</td>
</tr>
<tr>
<td>Fire</td>
<td>47</td>
<td>0.0015</td>
</tr>
<tr>
<td>Election</td>
<td>75</td>
<td>0.0014</td>
</tr>
<tr>
<td>Ruth</td>
<td>9</td>
<td>0.0013</td>
</tr>
<tr>
<td><strong>October 2020</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Election</td>
<td>124</td>
<td>0.0025</td>
</tr>
<tr>
<td>Supreme</td>
<td>9</td>
<td>0.0011</td>
</tr>
<tr>
<td>Political</td>
<td>50</td>
<td>0.0007</td>
</tr>
<tr>
<td>Time</td>
<td>162</td>
<td>0.0007</td>
</tr>
<tr>
<td>Upcoming</td>
<td>25</td>
<td>0.0007</td>
</tr>
<tr>
<td>Month and lemma</td>
<td>Term frequency, n</td>
<td>TF-IDF</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------------</td>
<td>--------</td>
</tr>
<tr>
<td><strong>November 2020</strong></td>
<td>Election</td>
<td>301</td>
</tr>
<tr>
<td></td>
<td>Thanksgiving</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>Presidential</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Biden</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>Holiday</td>
<td>29</td>
</tr>
<tr>
<td><strong>December 2020</strong></td>
<td>Christmas</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>Holiday</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>Thanksgiving</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Election</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>70</td>
</tr>
<tr>
<td><strong>January 2021</strong></td>
<td>Capitol</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>Insurrection</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Inauguration</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Coup</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Riot</td>
<td>13</td>
</tr>
<tr>
<td><strong>February 2021</strong></td>
<td>Variant</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Moderna</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Shoot</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>31</td>
</tr>
<tr>
<td><strong>March 2021</strong></td>
<td>Shot</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Moderna</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Shoot</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Pfizer</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>People</td>
<td>31</td>
</tr>
</tbody>
</table>

The top 5 lemmas with the highest TF-IDF scores per month are listed.

**Figure 5.** Most frequent topics based on topic modeling: the top 10 most frequent topics, depicted as word clouds. The word clouds contain the top 5 single-word terms per topic as identified by latent Dirichlet allocation and the top 20 multiword terms as identified by Linguistic patterns, inverse document frequency, and C-value information.
**Topic Model**

The word clouds representing the 10 most frequent topics are shown in Figure 5. Although there is a substantial overlap with the most common topics found by manual coding (eg, topics relating to mental health, government, and social distancing), there are also several topics that build upon the results of manual coding by providing further context or identifying new topics (eg, various topics relating to work and family). All word clouds can be found in Multimedia Appendix 1.

**Discussion**

**Principal Findings**

We examined the use of a free-response question among individuals enrolled in a study on mental health during the COVID-19 pandemic, both in terms of the characteristics of its respondents and the content of their responses. Participants who responded to the free-response question were less likely to be male, Asian, Black, or Hispanic. They were also more likely to respond the older they were, the more education they had, and when they had physical health conditions. We found that, although participants with a mental health treatment history were not more likely to respond than those without prior histories, they had more negative sentiments, used more FPSPs and more negative emotional words, and provided longer responses. Participants responded more negatively and provided longer responses when they felt more distressed. Loneliness also predicted negative sentiment and an individual’s likelihood of responding at a given time point. The overall sentiment of the sample responses remained stable and constantly negative over the period of most responses from May 2020 to November 2020. However, there were marked fluctuations that seem to have been related to external events, which were also mentioned in the free responses based on our analyses of unique topics per month. Finally, most of the responses addressed negative emotional and mental health impacts, experiences with social distancing, and political and national events. Here, we discuss these findings and their implications for mental health during the COVID-19 pandemic, as well as future studies on text analysis in mental illness.

**Free Response Likelihood Varied Based on Demographic Factors**

Similar to many other survey-based studies assessing the impact of the COVID-19 pandemic on physical and mental health and daily life [72-74], our overall study population was skewed, with respondents who were mainly White, educated, and female [34]. Interestingly, even within this skewed sample, those who responded to the free-response question were even more likely to be female, White, non-Hispanic, more educated, and older. Those who responded to the free-response question were also more likely to have a history of physical illness. These findings are consistent with previous studies of responses to free-response questions in patient satisfaction surveys [17-19]. Demographic differences must be considered when evaluating the generalizability of the results, and future qualitative studies should incorporate additional approaches to ensure equitable inclusion or to determine why some groups of participants may be more likely than others to complete open-ended free-response items. Nonetheless, we believe that these findings are meaningful in considering the dynamic relationship between mental health and language use within individuals and over time during the pandemic.

**Mental Health History Impacts Language Use but Not Likelihood of Responding**

In contrast to the hypothesizes, individuals with a mental health treatment history were not more likely to respond than those without prior histories. However, individuals with mental health treatment histories had more negative sentiment, more FPSP use, higher word count, and used more negative emotional words. When judged according to traditional interpretations of correlation coefficients, correlations between the PPS (a continuous measure of each individual’s likelihood of being a patient based on machine learning) and language features range from negligible to weak at best [75]. However, these associations seem more substantial when judged relative to other relationships between language features and individual differences. One study correlating Linguistic Inquiry and Word Count features and personality traits from Facebook posts highlighted all correlations with a magnitude greater than r > 0.1 [76]. In addition, 2 meta-analyses of the relationship between FPSP use and depression found a correlation of 0.13 [26] and 0.19 [24]. Tølbøll [24] also reported a correlation of 0.12 between negative emotional word use and depression severity. Edwards and Holtzman [26] commented that the correlation between FPSP use and depression is among the largest when language features are related to individual differences. In this context, the correlation with language features, particularly FPSP use (r = 0.13), in this study appears to be substantial. Our findings further expand on the literature by using a unique format of text, a sample with nondifferentiated mental health, and a continuous metric of mental health.

**Psychological State Affects Free Response Probability and Sentiment of Responses**

Language use was linked not only to mental health history and demographic factors but also to psychological state, as measured by self-reported distress and loneliness. Fluctuations in these factors predict whether an individual is likely to respond at a given time point, the sentiment of the response, and the response length. The fact that psychological state predicted the likelihood of responding suggests that perhaps responding to the free-response question was therapeutic, that is, an outlet to express negative emotions or a method of coping with loneliness. This is supported by the fact that the likelihood of responding and response length decreased over time within individuals, suggesting an overall reduction in motivation to provide free responses over the course of the 6-month study, but that within-subject fluctuations in distress and loneliness all increased response likelihood, response length, and sentiment. Furthermore, this was directly reported by some participants in their free responses, for example, “Thank you for listening”; “I’m disappointed that the study is ending while my life is still so broken. This is one of the few outlets I have for listening”; “I’m SO bummed this is ending. I’ve enjoyed doing this”; “I’m not happy that the study is ending while my life is still profoundly
diminished. This is one of the few places I have a voice to make it known how badly the restrictions and isolation are affecting me”; and “I have appreciated being a part of this research. It helped me to be in better touch with myself.” Of course, other participants felt differently, for example, “I am so glad to finish this off. It was a poorly designed survey (what is ‘normal’?) and it was so biased trying to show the panic over a deadly but unavoidable disease” and “Well...we are at the end of this study. I hope the NIH will read it’s [sic] own articles on the distress caused by wearing masks.”

**Average Sentiment Was Consistently Negative**

Across individuals, not surprisingly, the sentiment over the course of the COVID-19 pandemic was generally negative. Other studies performing sentiment analyses on social media with overlapping time ranges during the pandemic have found overall negativity [77,78], overall positivity [73,79,80], or mixed results [81]. This variability is likely a result of the type of language assessed, location of the participants, period, and sentiment analysis algorithm. The consistent negativity we observed could reflect self-selection, that is, individuals may have responded to the question when they felt the worst. This interpretation is supported by results showing that participants were more likely to respond and more likely to have negative responses when they felt more distressed or lonelier. Although the sentiment of this study’s sample cannot be quantitatively compared with others in similar studies, the high prevalence of mental health disorders in this sample (1384/2497, 55.43% of free-response respondents had a history of treatment for mental health) may also have contributed to negativity because of the pandemic’s mental health exacerbations for those with preexisting mental illness [82].

We found that sentiment remained generally stable during the period of most responses and actually increased over time within individuals, contradicting the hypothesis that sentiment would become more negative as quarantine and infection control measures go on. Although increases in global sentiment were not evident until December, around the time of the Food and Drug administration approval of the Pfizer vaccine. The visualization of average sentiment over time suggests that the main source of variability came from major spikes in the TweetEval measure at several points throughout the pandemic, which may have been tied to US national events. For example, negative spikes followed the murder of George Floyd and the Capitol Riots, and positive spikes followed the news of vaccine efficacy and approval. These fluctuations occurred within 2 weeks of the event, which likely reflected the survey being e-mailed to participants every 2 weeks. Importantly, because most responses were between May 2020 and November 2020, interpretations of fluctuations and trends outside of that duration are less reliable. Those inflection points could be true spikes or a result of a few responses. However, these topics also emerged in our TF-IDF analysis, which quantifiably shows a timeline of events during the pandemic based on the unique words used each month. For example, words about the murder of George Floyd appeared in June 2020 and words about the US Capitol attack appeared in January 2021. This suggests that individuals used the free-response item to discuss timely topics of national importance, and the association with changes in sentiment suggests they reported on their feelings about these events.

**Automated and Manual Scoring Provide Insights on Topics Relevant to the Pandemic**

An interesting finding is that LDA was successful in identifying relevant topics despite the small size of the data set. Although we used perplexity as a measure to evaluate LDA outputs, the number of topics and topics were human interpretable. We evaluated them using human validations in 3 steps. In addition to the automated sentiment, TF-IDF, and topic model analyses, we used traditional manual coding to evaluate the presence of categories that were expected to be discussed. The most frequent topic across participants was negative impacts on mental health and emotion, including worries, stressors, and concerns (with a frequency of 5159/9741, 52.96%). This is likely to reflect the fact that our study was advertised by the National Institute of Mental Health and had a high (1384/2497, 55.43%) percentage of individuals with a history of mental health treatment. Individuals may have been primed to reflect on the mental health impacts of the pandemic because that was the focus of the overall study, so this result might not be generalizable to the broader population. Participants also frequently discussed social or physical distancing (2475/9741, 25.41%) and policy and government (1938/9741, 19.9%), which included mentions of protests and leadership. These results align with another study [83] that performed a content analysis on social media posts during the pandemic and found that the top negative topic was “Frustration due to life disruptions.” Surprisingly, the number of respondents who spoke about COVID-19–related physical illness or testing and COVID-19–related death remained relatively small. These findings may indicate that what was most salient to many participants at the time of responding was the impact of the pandemic on their mental health and life rather than the infection itself. However, an alternative explanation could be that the number of people who reported contracting COVID-19 was small (of the full survey sample of 3655 participants, only 95 reported testing positive for COVID-19 at any point during the study) or that participants were able to provide all pertinent information using other questionnaire measures, thereby reducing the need to expand on this using the free-response item.

The IRR was calculated for manual coding. Although Fleiss $\kappa$ and Gwet AC1 statistics were chosen to complement each other, both showed contradicting discrepancies. As expected, Fleiss $\kappa$ was unusually low for the infrequently annotated categories. Fleis $\kappa$ has a notable weakness in dealing with data with low variability [57,58]. In contrast, Gwet AC1 statistic was $>0.90$ for all but the top 3 annotated categories, suggesting that it artificially inflated the score for categories with low variabilities. This contradiction is best represented by the “Minimal Change to Lifestyle” and “Clarification of survey response” categories, in which Fleiss $\kappa$ is 0.45 and 0.38 and Gwet AC1 is 0.99 and 0.97, respectively. Similarly, 1 study [84] found large discrepancies between the $\kappa$ and AC1 statistic with skewed data. In particular, Keener [84] noted that more disagreements between coders led to higher discrepancies between the 2 statistics, with Gwet AC1 statistic being higher, as in this study. Both statistics are reported here to portray IRR in full context.
Strengths, Limitations, and Outstanding Questions

There were several key strengths to this study. To our knowledge, this is the first study to analyze language during the COVID-19 pandemic for such a long duration, which facilitated the analysis of dynamic within-person changes in mental health and language use. Other studies that applied text mining methods to language during the COVID-19 pandemic had a much shorter duration, captured data from the early stages of the pandemic only, and drew their samples from social media [83,85-90]. In studies on language use in survey responses during the COVID-19 pandemic, this study appears to have the broadest sample and scope. Other studies that analyzed similar texts in surveys during the pandemic targeted more specific populations [74,91,92] or fields [93,94]. We integrated multiple unique and complementary approaches to text analysis, including sentiment analysis, automated text analysis, and human coding, which provided a fuller picture of the qualitative data. Having such a large sample of participants with a history of mental illness provided the power to compare language as a function of whether individuals had prior mental illness. In addition, the literature largely focuses on the relationship between language and depression, whereas our sample represents a broader spectrum of mental health.

Our study also differs from previous work in that we analyzed text from an open-ended free response, whereas most prior studies on mental health and language have been based on data collected from social media. Focusing on texts from social media may bias the findings in favor of respondents who openly post about their mental health on social media. A previous study showed that the same language features that predicted depression and posttraumatic stress disorder on Twitter (assessed through the user’s self-declaration of diagnosis) overlapped with features that predicted demographics and personality [95]. This suggests that the language features most commonly used to predict mental health may be confounded by the language used by those who are more likely to post about their mental health on social media, where most such studies collect their data. Thus, it is important to assess the relationship between language features and mental health in a variety of texts and samples beyond social media and depression. We believe that our findings indicate that even an open-ended free-response measure can provide important insights into general distress and mental health.

There are also limitations to the study that may reduce generalizability or explain why some results did not replicate the literature. First, as mentioned earlier, the sample demographics for the survey were highly skewed, and the participants who self-selected to answer the free-response question were representative of neither the study nor the general population. This problem plagues all studies that analyze free-text comment responses [19]. Second, our study enrolled participants for a 6-month period starting in April 2020, and recruitment ceased in November 2020. We had higher enrollment at the start of the study than at the end; therefore, the response rate was lower after November 2020, reducing the sample size for interpretation after that date. This means that we cannot make reliable inferences on the sentiment or content of a language after the large-scale introduction of vaccines. Third, the variability in response length and frequency might limit the accuracy or generalizability of our findings. Finally, links with mental health relied on self-report measures and only a subset of our participants underwent in-person clinical evaluations. Future studies should compare these approaches in the context of longer free responses and well-characterized clinical samples. Nonetheless, the results replicating the relationships between mental health and various language features found in literature support the validity of this study’s measures.

In conclusion, our analysis of free responses in the context of a study on mental health during the COVID-19 pandemic reveals associations between psychological factors, language, and sentiment and identifies pertinent topics of interest during the first year of the pandemic. We found that mental health history and current psychological state (ie, distress and loneliness) impacted language use, even within a simple open-ended item. In addition, the sentiments of responses varied over time as a function of both within-person dynamics and population-level events. This provides a unique window for mental health during the pandemic, complementing other longitudinal and population-based studies that rely strictly on quantitative measures. Both manual and automated methods were used to characterize the content of these responses, providing insight into the key themes participants raised regarding how the pandemic affected them. However, a skewed sample in various demographics was a limitation and raised questions about what makes one more likely to respond to a survey or a free-text question. Future research should consider adding or using existing free-response questions for quantitative and qualitative language analysis. Future research on language and mental health should also make a deliberate effort to build samples that are diverse in demographics, types of text, and mental health conditions.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSM-5</td>
<td>Diagnostic and Statistical Manual-5</td>
</tr>
<tr>
<td>FPSP</td>
<td>first-person singular pronoun</td>
</tr>
<tr>
<td>IRR</td>
<td>interrater reliability</td>
</tr>
<tr>
<td>LDA</td>
<td>latent Dirichlet allocation</td>
</tr>
<tr>
<td>NIH</td>
<td>National Institutes of Health</td>
</tr>
<tr>
<td>PPS</td>
<td>patient probability score</td>
</tr>
<tr>
<td>SVD</td>
<td>singular value decomposition</td>
</tr>
<tr>
<td>TF-IDF</td>
<td>term frequency–inverse document frequency</td>
</tr>
</tbody>
</table>
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Abstract

Background: Several recent studies examined patient use and satisfaction with synchronous telemental health services in response to the widespread implementation during the COVID-19 pandemic. However, a systematic review of recent literature on the determinants of these outcomes is missing.

Objective: The aim of this systematic review was to give an extensive overview of the literature on and highlight the influential determinants of patient use and satisfaction with synchronous telemental health services during the COVID-19 pandemic.

Methods: This review satisfied the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines and was registered in PROSPERO. Peer-reviewed, quantitative studies that observed the determinants of patient use or satisfaction with synchronous telemental health services during the COVID-19 pandemic were included. PubMed, PsycInfo, and Web of Science database searches were conducted in August 2022 for English and German language studies published from 2020 onward. Key steps were performed by 2 reviewers. Determinants were synthesized into major categories informed by the dimensions of the widely used and established Unified Theory of Acceptance and Use of Technology.

Results: Of the 20 included studies, 10 studies examined determinants of patient use, 7 examined determinants of patient satisfaction, and 3 observed both outcomes. The quality of the studies was mainly good or fair. There was substantial heterogeneity in the study designs, methods, and findings. Sociodemographic characteristics and health-related determinants were mostly considered. Some of the major dimensions of the Unified Theory of Acceptance and Use of Technology were neglected in recent studies. Although most findings were mixed or nonsignificant, some indications for potential relationships were found (eg, for sex, age, and symptom severity).

Conclusions: The findings revealed potential target groups (eg, female and young patients with mild symptoms) for future postpandemic telemental health interventions. However, they also identified patient groups that were harder to reach (eg, older patients with severe symptoms); efforts may be beneficial to address such groups. Future quantitative and qualitative research is needed to secure and expand on recent findings, which could help improve services.

Trial Registration: PROSPERO CRD42022351576; https://tinyurl.com/yr6zrva5

(JMIR Ment Health 2023;10:e46148) doi:10.2196/46148
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Introduction

Background

Over the past 3 decades, health care services were usually delivered in person. Telemedicine is a promising, alternative service delivery model. The World Health Organization [1] summarized the four core characteristics of telemedicine as follows: (1) its purpose is to provide clinical support; (2) it is intended to overcome geographic barriers, connecting users who are not in the same physical location; (3) it involves the use of various types of information and communication technology; and (4) its goal is to improve health outcomes. Telemedicine benefits have been evaluated in the past and include, for example, reduced costs and improved access to services and information [2,3]. Evidence also suggests that telemedicine, in general, is a clinically and cost-effective tool with high satisfaction in patients and health care professionals [4]. However, the implementation of telemedicine has often been hindered by multiple barriers regarding reimbursement and clinical, legal, sustainability, and social issues [5,6].

In the wake of the COVID-19 pandemic, rapid changes in the delivery of health care services had to be made to prevent further spread of the virus, to protect people at higher risk of severe illness from COVID-19 (eg, patients with cancer, cardiovascular disease, or chronic respiratory disease), and to relieve the strain on the health care system. Consequently, telemedicine has been used worldwide across multiple specialties [7-9]. For instance, a large cohort study by Weiner et al [10] reported an increase in telemedicine use from 0.3% of ambulatory contacts between March and June 2019 to 23.6% between March and June 2020 among privately insured working-age individuals in the United States. Most telemedicine services were delivered via synchronous video or telephone calls during those periods [8].

The outbreak of the COVID-19 pandemic was also linked to stressors such as restrictions in everyday life, lifestyle changes, social isolation, and uncertainty and worries regarding health, finances, and work, which caused psychological burden [11]. Consequently, multiple studies have observed an increase in public mental health problems [12,13]. Liu et al [12] included 71 papers in their meta-analysis and detected an increased prevalence of anxiety (32.60%, 95% CI 29.10%-36.30%), depression (27.60%, 95% CI 24.00%-31.60%), insomnia (30.30%, 95% CI 24.60%-36.60%), and posttraumatic stress disorder (16.70%, 95% CI 8.90%-29.20%) during the pandemic. Moreover, preexisting mental health conditions were found to aggravate owing to the pandemic [14]. Therefore, patients with mental health conditions represented an especially vulnerable group during that time.

Telemental health services played an essential role in managing the increased public mental health burden and preventing the worsening of psychological symptoms. Mental health services are well suited for the remote format, as they do not require physical examination and can be delivered in multiple ways (eg, via telephone and video calls or mobile apps) [15]. In fact, telemental health services were found to be part of the medical specialty with the highest use rate during the pandemic [9]. The National Institute of Mental Health defined telemental health services as the use of telecommunications or videoconferencing technology to provide mental health services [16]. This can include synchronous (eg, videoconference and telephone) and asynchronous (eg, mobile apps and email) services. Regarding the effectiveness of telemental health services, an umbrella review of 19 systematic reviews on telemental health services before the pandemic suggested that remote mental health services produced at least moderate reductions in symptom severity and could be as effective as in-person formats [17]. They also found that user acceptance and satisfaction of telemental health services were comparable with those of in-person interventions. Recent reviews have also reported the effectiveness of and high patient and provider satisfaction with telemental health services during the pandemic [18,19]. Therefore, telemental health services seem to be a valuable addition to the treatment of mental illnesses of which implementation should be supported in the postpandemic future [20,21].

A crucial factor in the successful implementation of telemental health services is patient acceptance. In previous research, no universal definition of technology or telemedicine acceptance was identified. However, past definitions can be sorted into four main categories, which refer to (1) the effectiveness or efficiency of the services, (2) the use or adoption of the services, (3) the intention or willingness to use the services, and (4) consumer or provider satisfaction with the services [22-26]. To set a more precise focus, this systematic review concentrates only on patient use and satisfaction. In the course of this systematic review, patient use includes different measures of use behavior, such as the adoption of a new service, frequency of use, or attendance. Multiple definitions of patient satisfaction were introduced in the past and include various perspectives. For example, the expectancy-disconfirmation model defines consumer satisfaction as a function of expectation and expectancy disconfirmation, which can influence attitude change and purchase intention [27]. Although this definition is widely used, there is a lack of consensus regarding the definition of satisfaction [28]. The systematic review by Giese and Joseph [28] summarized three essential components of consumer satisfaction: (1) a summary affective response, which varies in intensity; (2) satisfaction, which focuses on product choice, purchase, and consumption; and (3) time of determination, which varies by situation but is generally limited in duration.

Different theories have been introduced to explain why patients accept telemedicine services. The Unified Theory of Acceptance and Use of Technology (UTAUT) [23] was thereby one of the most frequently used theories to predict patient acceptance of telemedicine [29]. In this theory, the key determinants of behavioral intention and technology use behavior are performance expectancy, effort expectancy, social influence, and facilitating conditions. In the context of telemedicine, performance expectancy is the degree to which an individual believes that using telemedicine could be helpful. Effort expectancy refers to the perceived ease of using the service, which also includes the effect of factors such as computer anxiety and computer self-efficacy. Furthermore, social influence means the degree to which an individual believes that others think that they should use telemedicine. Facilitating
conditions include perceived organizational and technical infrastructure to support the use of telemedicine. Additional influential constructs in this theory include gender, age, experience, and voluntariness of use. User satisfaction was also found to be associated with major UTAUT constructs and to potentially contribute to the service reuse intentions [30,31].

Objective
In addition to theoretical models, only few systematic reviews have summarized the determinants of patient use or satisfaction with telemental health services from prepandemic studies [32,33]. Potential determinants that were observed in these reviews were sex, age, education, socioeconomic status, living arrangement, cognitive function, experience with telehealth technology, comfort with using the internet, satisfaction with the health care provider, experience with the clinic, and cultural background [32,33]. Nevertheless, these reviews also highlighted the need for further research on this topic. The rapid, extensive implementation of synchronous telemental health services during the COVID-19 pandemic sparked international interest in the topic. Several studies examined the determinants of patient use and satisfaction with telemental health services since the pandemic. However, a systematic review of recent literature is missing.

Conducting such a systematic review may be helpful in identifying target groups, as well as groups that need further attention and support in relation to telemental health services. This could be of major importance to successfully implement postpandemic telemental health interventions and benefit from the remote format in the future, where it can be a valuable tool to deal with challenges, such as population aging (ie, shortage of health care professionals and increased demand for long-term care), stigma attached to visiting mental health facilities and undersupply in rural areas [34,35]. Moreover, it could be useful to identify gaps in the literature and guide future research. Therefore, the objective of this systematic review was to give an extensive overview of the literature on and highlight the influential determinants of patient use and satisfaction with synchronous telemental health services during the COVID-19 pandemic. In other words, this systematic review examined the following research question: what are the determinants of patient use of and satisfaction with synchronous telemental health services in studies conducted during the COVID-19 pandemic?

Methods
Overview
The systematic review protocol is available in PROSPERO (registration number: CRD42022351576). This manuscript was written in accordance with the most recent version of the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [36].

Eligibility Criteria
For this systematic review, peer-reviewed quantitative studies in German or English that observed determinants of patient use or satisfaction with synchronous telemental health services during the COVID-19 pandemic were included. Only peer-reviewed quantitative studies were considered to assure high quality of the included studies. As most of the telemental health services were delivered via synchronous services during the pandemic [8] and to assure comparability among the studies, only synchronous telemental health services were included. Mental health patients of all age groups (ie, children, adolescents, and middle- and older-aged adults) were considered to obtain as much information as possible from recent studies. Therefore, studies were excluded if they referred to (1) asynchronous services or eHealth interventions, (2) exclusively individuals with physical illnesses (to assure comparability among the samples), (3) data that were collected before the COVID-19 pandemic, (4) qualitative data, (5) outcomes that were not related to the use or satisfaction with telemental health services, or (6) studies that did not examine determinants of use or satisfaction with the services.

Search Strategy
We searched the PubMed, PsycInfo, and Web of Science databases for studies published from 2020 onward. The PubMed and Web of Science databases are well established and frequently used in medical and related research fields. Moreover, they have also been recommended for searching telemedicine-related studies [37]. In addition, the PsycInfo database was included to account for the mental health context. A predefined search query was used to filter the databases (see Table 1 for the PubMed search query). Moreover, reference lists of eligible studies were screened for additional relevant articles. A pretest including 100 titles and abstracts was conducted before the screening process started.

Table 1. Search strategy (PubMed).

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Search term</th>
<th>Limits (filter, limits, and refine)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>telespsychiatry OR online therap* OR telepsychology OR teleconferenc* OR teleconsul* OR online consult* OR videoconference* OR video consult* OR phone consultation* OR telephone OR telemental* OR teletherapy OR video call OR televideo OR telehealth OR telemedicinc</td>
<td>Text word</td>
</tr>
<tr>
<td>2</td>
<td>satisfaction OR utilization OR engagement OR usage OR adherence OR patient satisfaction OR patient engagement</td>
<td>All fields</td>
</tr>
<tr>
<td>3</td>
<td>predict* OR determin* OR associat* OR correlat*</td>
<td>All fields</td>
</tr>
<tr>
<td>4</td>
<td>#1 AND #2 AND #3</td>
<td>Publication years: 2020-2022</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Language: English and German</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Species: humans</td>
</tr>
</tbody>
</table>
Selection Process
In August 2022, all the results from the different databases were imported to EndNote (Clarivate), where duplicates were removed. For the next step, 2 reviewers (AN and JB) independently screened the titles and abstracts of the studies, followed by a full-text screening (Cohen $\kappa=0.61$). The Rayyan web application was used to support the double-screening process [38]. Disagreements (15/144, 10.4% of studies) were resolved via discussion and consultation with a third reviewer (AH) when needed.

Data Collection Process
Relevant data from articles that passed the full-text screening were extracted by 1 reviewer (JB) and crosschecked by a second reviewer (AN) using an Excel spreadsheet (Microsoft Corp). The information that was extracted included study characteristics (author, year, study design, country, study period, and data source), population characteristics (sample size, sex, and age), setting (psychiatric care setting and telemental health service type), outcome definition, determinants, analytic approach, and key findings. For missing information or for reasons of clarification, the corresponding authors of the studies were contacted.

Quality Assessment
The risk of bias was assessed by 2 reviewers independently (AN and JB) using the assessment tool for observational cohort and cross-sectional studies by the National Heart, Lung and Blood Institute [39]. Disagreements were resolved via discussion and consultation with a third reviewer (AH) when needed.

Synthesis Methods
A formal narrative synthesis of the study results was conducted following the current reporting guidelines for syntheses without meta-analysis in systematic reviews [40]. General study characteristics were summarized in a tabular format. Key findings concerning the determinants of patient use and satisfaction were grouped into categories based on the UTAUT constructs. The UTAUT constructs were adapted and extended depending on the focus of the different studies and the pandemic context. The final categories included performance expectancy, effort expectancy, facilitating conditions, and experience. Age and gender were included into a larger category that contained sociodemographic determinants. The social influence category was adapted to include psychosocial influence to account for the special pandemic situation. Owing to the pandemic circumstances, voluntariness of use was excluded as a category because there was often no option to choose between in-person and telemental health visits. In addition, health- and service-related factors were added as categories to account for potential satisfaction-specific determinants. A meta-analysis of the results was not conducted because of the high heterogeneity across the study designs, outcomes, and effect measures. However, regression coefficients, correlations, and odds ratios were reported when available. In addition, if available, related CIs were specified to assess the certainty of the findings.

Results
Quality Assessment
The ratings for study quality are summarized in Tables 2 and 3. Most studies were rated as being of either good (n=12) or fair (n=6) quality. The quality criteria that were most commonly not met in the different studies were the reporting of participation rates (20% fulfilled) and sample size justification, power description or variance, and effect estimates (10% fulfilled).
Table 2. Quality assessment for the included studies (studies [41-50]).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Was the research question or objective in this paper clearly stated?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>2. Was the study population clearly specified and defined?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>3. Was the participation rate of eligible persons at least 50%?</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>NR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>No</td>
<td>CD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>No</td>
<td>Yes</td>
<td>NR</td>
</tr>
<tr>
<td>4. Were all the subjects selected or recruited from the same or similar populations (including the same time period)? Were inclusion and exclusion criteria for being in the study prespecified and applied uniformly to all participants?</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>5. Was a sample size justification, power description, or variance and effect estimates provided?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>6. For the analyses in this paper, were the exposures of interest measured prior to the outcomes being measured?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Yes</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>7. Was the timeframe sufficient so that one could reasonably expect to see an association between exposure and outcome if it existed?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Yes</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>8. For exposures that can vary in amount or level, did the study examine different levels of the exposure as related to the outcome (eg, categories of exposure or exposure measured as continuous variable)?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>CD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>9. Were the exposure measures (independent variables) clearly defined, valid, reliable, and implemented consistently across all study participants?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No (patients vs providers)</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>10. Was the exposures assessed more than once over time?</td>
<td>Yes (2 waves)</td>
<td>No</td>
<td>Yes (2 waves)</td>
<td>Yes (2 waves)</td>
<td>No</td>
<td>No</td>
<td>Yes (before and after)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>11. Were the outcome measures (dependent variables) clearly defined, valid, reliable, and implemented consistently across all study participants?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>12. Were the outcome assessors blinded to the exposure status of participants?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>13. Was loss to follow-up after baseline 20% or less?</td>
<td>Yes/</td>
<td>N/A</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td>Yes</td>
<td>N/A</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>14. Were key potential confounding variables measured and adjusted statistically for their impact on the relationship between exposures and outcomes?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Quality rating: Good, Good, Fair, Good, Fair, Poor, Fair, Good, Good, Fair.

<sup>a</sup>N/A: not applicable.  
<sup>b</sup>NR: not reported.  
<sup>c</sup>CD: cannot determine.
Table 3. Quality assessment for the included studies (studies [51-60]).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Was the research question or objective in this paper clearly stated?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>2. Was the study population clearly specified and defined?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>3. Was the participation rate of eligible persons at least 50%?</td>
<td>Yes</td>
<td>No</td>
<td>N/A</td>
<td>NR</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>4. Were all the subjects selected or recruited from the same or similar populations (including the same time period)? Were inclusion and exclusion criteria for being in the study prespecified and applied uniformly to all participants?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>5. Was a sample size justification, power description, or variance and effect estimates provided?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>6. For the analyses in this paper, were the exposures of interest measured prior to the outcomes being measured?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>7. Was the timeframe sufficient so that one could reasonably expect to see an association between exposure and outcome if it existed?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>8. For exposures that can vary in amount or level, did the study examine different levels of the exposure as related to the outcome (eg, categories of exposure or exposure measured as continuous variable)?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>9. Were the exposure measures (independent variables) clearly defined, valid, reliable, and implemented consistently across all study participants?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>10. Was the exposures assessed more than once over time?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes (3 waves)</td>
<td>Yes (2 waves)</td>
</tr>
<tr>
<td>11. Were the outcome measures (dependent variables) clearly defined, valid, reliable, and implemented consistently across all study participants?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>12. Were the outcome assessors blinded to the exposure status of participants?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>13. Was loss to follow-up after baseline 20% or less?</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>14. Were key potential confounding variables measured and adjusted statistically for their impact on the relationship between exposures and outcomes?</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Quality rating: Good, Fair, Poor, Fair, Good, Poor, Fair, Good, Good, Good, Good

aN/A: not applicable.
Overview of Included Studies

After the study selection process, 20 studies remained for the final synthesis (Figure 1; see Multimedia Appendix 1 [41-60] for the citations of all included studies). The main characteristics of these studies are summarized in Tables 4 and 5.

The study samples were predominantly from North America (n=14, with 12 from the United States and 2 from Canada). Furthermore, 5 study samples were from Europe (2 from Germany, 1 from the Netherlands, 1 from Norway, and 1 from North Macedonia), and 1 study sample was from Asia (Israel).

Data sources consisted of electronic medical records in 7 studies as well as samples recruited from mental health clinics and community centers in 12 studies. One study used data from a sample that was recruited through targeted emails to mental health organizations nationwide, provincial psychiatric and family physician associations, hospital newsletters, existing participant networks within Canadian Biomarker Integration Network in Depression, and social media. A total of 4 studies were published in 2020, 6 in 2021, 8 in 2022, and 2 in 2023. Although most of the data were collected during the first months of the pandemic, starting from March 2020, some studies also included data from later periods until December 2021.

**Figure 1.** Flow diagram of the study selection process.
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Study design</th>
<th>Country</th>
<th>Study period</th>
<th>Data source</th>
<th>Population characteristics (sample size; sex; female; age [years], mean [SD])</th>
<th>Psychiatric care setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ainslie et al [41], 2022</td>
<td>Observational retrospective study</td>
<td>United States</td>
<td>Study base period: December 1, 2019, to February 29, 2020; Study retention period: April 1 to June 30, 2020; Time trends comparison with study base period: December 1, 2018, to February 28, 2019; Time trends comparison with study retention period: April 1 to June 30, 2019</td>
<td>Electronic medical record data</td>
<td>Medicaid beneficiaries with SMI&lt;sup&gt;a&lt;/sup&gt;, N=15,471 in 2020; Sex: n=6792 (54.7%); Age: mean age not reported</td>
<td>Community mental health centers</td>
</tr>
<tr>
<td>Ceniti et al [42], 2022</td>
<td>Cross-sectional, mixed methods study</td>
<td>Canada</td>
<td>October 8, 2020, to February 4, 2021</td>
<td>Recruitment through targeted emails to mental health organizations nationwide, provincial psychiatric and family physician associations, hospital newsletters, existing participant networks within CAN-BIND&lt;sup&gt;b&lt;/sup&gt;, and social media</td>
<td>Mental health care users N=332; Sex: n=238 (71.7%); Age: mean age not reported</td>
<td>General remote care experience</td>
</tr>
<tr>
<td>Chakawa et al [43], 2021</td>
<td>Comparative study</td>
<td>United States</td>
<td>Before COVID-19: April to October 2019; During COVID-19: April to October 2020</td>
<td>Recruited from clinic</td>
<td>Children aged 1-19 years, N=226 (n=106 for in-person cases before COVID-19, n=120 for telehealth visits cases during COVID-19); Sex: n=83 (36.7%) (before COVID-19 38.7%, during COVID-19 35%); Age: 8.04 (4.30); before COVID-19 mean 7.0, during COVID-19 mean 8.0</td>
<td>Large, inner-city pediatric primary care clinic within a large regional children’s hospital</td>
</tr>
<tr>
<td>Connolly et al [44], 2021</td>
<td>Cross-sectional study</td>
<td>United States</td>
<td>Pre-COVID: October 1, 2017, to March 10, 2020; COVID: March 11 to July 10, 2020</td>
<td>Electronic medical record</td>
<td>US veterans with ≥1 mental health outpatient appointment N=2,480,119 before COVID-19; N=1,054,670 during COVID-19; N=954,704 cases from COVID-19 included in pre-COVID cases; Sex: before COVID-19 n=325,225 (13.5%), during COVID-19 n=163,186 (15.8%); Age: mean age not reported</td>
<td>Department of Veterans Affairs</td>
</tr>
<tr>
<td>Guinart et al [45], 2020</td>
<td>Cross-sectional study</td>
<td>United States</td>
<td>April to June 2020</td>
<td>Recruited from clinics and community centers</td>
<td>Patients using telepsychiatry N=3052; Sex: not reported; Age: mean age not reported</td>
<td>18 hospitals and community centers located in rural, suburban, small urban, and large urban areas</td>
</tr>
<tr>
<td>Study, year</td>
<td>Characteristics</td>
<td>Study design</td>
<td>Country</td>
<td>Study period</td>
<td>Data source</td>
<td>Population characteristics (sample size; sex; female; age [years], mean [SD])</td>
</tr>
<tr>
<td>-------------</td>
<td>----------------</td>
<td>-------------</td>
<td>---------</td>
<td>--------------</td>
<td>-------------</td>
<td>-------------------------------------------------</td>
</tr>
<tr>
<td>Haxhihamza et al [46], 2021</td>
<td>Cross-sectional study</td>
<td>North Macedonia</td>
<td>• Not reported</td>
<td>Recruited from clinic</td>
<td>Patients from the ward N=28</td>
<td>Sex: n=11 (37.9%)</td>
</tr>
<tr>
<td>Hutchison et al [47], 2022</td>
<td>Cross-sectional study</td>
<td>United States</td>
<td>• October 2020 to June 2021</td>
<td>Recruited from clinic</td>
<td>Adolescents aged 12-17 years, N=56</td>
<td>Sex: n=37 (66.1%)</td>
</tr>
<tr>
<td>Lewis et al [48], 2021</td>
<td>Cross-sectional study</td>
<td>Israel</td>
<td>• Mid-April to mid-May 2020</td>
<td>Recruited from clinic</td>
<td>Eating disorder patients N=63</td>
<td>Sex: n=57 (90.5%)</td>
</tr>
<tr>
<td>Lohmiller et al [49], 2021</td>
<td>Cross-sectional study</td>
<td>Germany</td>
<td>• July 2020 to February 2021</td>
<td>Recruited from clinic</td>
<td>Patients from the psychosomatic outpatient clinic N=278</td>
<td>Sex: n=182 (83%)</td>
</tr>
<tr>
<td>Lynch et al [50], 2021</td>
<td>Cross-sectional, mixed methods study</td>
<td>United States</td>
<td>• February 2 to June 12, 2020</td>
<td>Recruited from clinic</td>
<td>Adults with SMI (N=72; t1, n=60; t2, n=64; and t3, n=62)</td>
<td>Sex: t1 n=23 (38.3%), t2 n=20 (31.3%), and t3 n=21 (33.9%)</td>
</tr>
<tr>
<td>Meininger et al [51], 2022</td>
<td>Cross-sectional study</td>
<td>Germany</td>
<td>• July 27 to October 22, 2020</td>
<td>Recruited from clinic</td>
<td>Parents or caregivers answering for or with their children receiving teletherapy N=168</td>
<td>Sex: n=61 (36.3%)</td>
</tr>
<tr>
<td>Michaels et al [52], 2022</td>
<td>Cross-sectional study</td>
<td>United States</td>
<td>• Not reported</td>
<td>Recruited from clinic</td>
<td>College students in a postacute outpatient program who recently required psychiatric hospitalization N=101</td>
<td>Sex: n=72 (74.5%)</td>
</tr>
<tr>
<td>Miu et al [53], 2021</td>
<td>Cross-sectional study</td>
<td>United States</td>
<td>• January 16 to April 30, 2020</td>
<td>Electronic medical record</td>
<td>SMI and non-SMI patients N=1444</td>
<td>Sex: n=970 (67.2%)</td>
</tr>
<tr>
<td>Morgan et al [54], 2021</td>
<td>Cross-sectional study</td>
<td>United States</td>
<td>• March 20 to June 10, 2020</td>
<td>Electronic medical record</td>
<td>Clients in marriage and family training clinics (telehealth sample) N=142</td>
<td>Sex: n=79 (55.6%)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Study, year</th>
<th>Characteristics</th>
<th>Data source</th>
<th>Population characteristics (sample size; sex; female; age [years], mean [SD])</th>
<th>Psychiatric care setting</th>
</tr>
</thead>
</table>
| Neesset et al [55], 2023 | Cross-sectional study | Recruited from clinic | - Patients from outpatient clinic who attended therapy for aggressive and violent behavior against their partners and children N=28  
  - Sex: n=7 (25%)  
  - Age: mean age not reported | Outpatient clinic at St Olav’s University Hospital, Center for Research and Education in Security, Prisons, and Forensic Psychiatry |
| Severe et al [56], 2020 | Cross-sectional study | Recruited from clinic | - Patients who had an in-person appointment date that fell in the first few weeks following the Michigan governor’s stay-at-home edict, necessitating conversion to web-based visits or deferment of in-person care N=244  
  - Sex: n=167 (68.4%)  
  - Age: mean age not reported | Outpatient Psychiatry Clinics at the University of Michigan |
| Sizer et al [57], 2022 | Cross-sectional study | Electronic medical record | - Patients from rural outpatient clinics N=1115  
  - Sex: n=623 (55.9%)  
  - Age: not reported | A total of 6 Northeast Delta Human Services Authority outpatient behavioral health clinics |
| Ter Heide et al [58], 2021 | Cross-sectional study | Recruited from clinic | - Patients with complex psychotrauma complaints N=318  
  - Sex: n=130 (40.9%)  
  - Age: 52 (11.9) | ARQ Centrum ’45 (National institute for diagnostics and treatment of complex psychotrauma complaints) |
| Tobin et al [59], 2022 | Retrospective cohort study | Electronic medical record | - Patients seen by integrated psychology team in general internal medicine N=1075 encounters  
  - Sex: n=759 (70.6%)  
  - Age: 49.73 (15.89) | Integrated psychology team within the general internal medicine primary care clinic at a large urban health system |
| Vakil et al [60], 2022 | Retrospective cohort study | Electronic medical record | - Patients in need of urgent mental health assessment and treatment without referral N=3573 visits  
  - Sex: n=1981 (55.4%)  
  - Age: 33.9 (13.4) | Crisis Response Center |

aSMI: serious mental illness.  
bCAN-BIND: Canadian Biomarker Integration Network in Depression.
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Characteristics</th>
<th>Outcome (use vs satisfaction and assessment)</th>
<th>Determinants</th>
<th>Analytic approach</th>
<th>Quality rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ainslie et al [41], 2022</td>
<td>All forms of telemental health services</td>
<td>Use: use from pandemic identified by service claim codes; categorized based on percentage of total treatment services during the retention period (low: &lt;25%; medium: 25%-75%; high: &gt;75%)</td>
<td>Sex, age group, diagnosis, and zip code (rural vs urban)</td>
<td>Chi-square test and logistic regression</td>
<td>Good</td>
</tr>
<tr>
<td>Ceniti et al [42], 2022</td>
<td>All forms of telemental health services</td>
<td>Use: number of remote visits Satisfaction: 7-point Likert scale (from total dissatisfied to total satisfied) for overall satisfaction with remote care, security, user-friendliness, speed of access and provision of care, continuity of care, convenience, maintenance of therapeutic rapport</td>
<td>Age, type of provider (psychiatrist or family physician vs other mental health care providers), level of connectedness with loved ones, living with others, province or territory, high-risk status for COVID-19, frequency of internet use, and number of people living at home</td>
<td>Chi-square test and Spearman correlation</td>
<td>Good</td>
</tr>
<tr>
<td>Chakawa et al [43], 2021</td>
<td>Video (or telephone or audio-only when there were technical problems)</td>
<td>Use: differences in service delivery modality use (in-person visit before COVID-19 vs telehealth use during COVID-19)</td>
<td>Sex, age, referral concern, health insurance type, race or ethnicity, language, controlling for primary care provider, visit control variable (assigned or familiar or not), and appointment type (first or follow-up visit)</td>
<td>Binominal logistic regression</td>
<td>Fair</td>
</tr>
<tr>
<td>Connolly et al [44], 2021</td>
<td>Telephone vs video vs in-person services</td>
<td>Use: having had any video experience (before COVID-19 vs during COVID-19); having had ≥50% of visits via phone vs video vs in person</td>
<td>Sex, age, socio economic status, race or ethnicity, rurality, marital status, ≥50% Department of Veterans Affairs disability rating, diagnosis, and history of mental health hospitalization</td>
<td>Binominal and multinominal logistic regression</td>
<td>Good</td>
</tr>
<tr>
<td>Guinart et al [45], 2020</td>
<td>Telephone vs video services</td>
<td>Satisfaction: overall experience (telephone or video), perceived helpfulness of remote sessions, challenges and advantages</td>
<td>Age and duration of care</td>
<td>Chi-square test</td>
<td>Fair</td>
</tr>
<tr>
<td>Haxhihamza et al [46], 2021</td>
<td>Not specified</td>
<td>Satisfaction: Patient Satisfaction Questionnaire (18 items with 7 dimensions of satisfaction with medical care measured by the Patient Satisfaction Questionnaire-III: general satisfaction, technical quality, interpersonal manner, communication, financial aspects, time spent with doctor, accessibility and convenience)</td>
<td>Age, gender, and place of living</td>
<td>Not specified</td>
<td>Poor</td>
</tr>
<tr>
<td>Hutchison et al [47], 2022</td>
<td>Video services</td>
<td>Use: attendance across sessions Satisfaction: Treatment Perception Questionnaire (10 items: general satisfaction and acceptability of mental health services); Internet Evaluation and Utility Questionnaire (15 items; ease of use, convenience, engagement, privacy, satisfaction and acceptability of an internet intervention)</td>
<td>Risk status for adverse mental and behavioral outcomes, and symptom severity</td>
<td>Bivariat correlation and t test</td>
<td>Fair</td>
</tr>
<tr>
<td>Study, year</td>
<td>Characteristics</td>
<td>Outcome (use vs satisfaction and assessment)</td>
<td>Determinants</td>
<td>Analytic approach</td>
<td>Quality rating</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------</td>
<td>---------------------------------------------</td>
<td>--------------</td>
<td>------------------</td>
<td>---------------</td>
</tr>
<tr>
<td><strong>Lewis et al [48], 2021</strong></td>
<td>Telemental health service type (telephone vs video)</td>
<td>Satisfaction: Telemedicine Satisfaction Questionnaire (15 items, 5-point Likert scale, 3 factors: quality of care, similarity of remote meetings to face-to-face meetings, perception of the interaction); perspective toward the transition to web-based treatment (6 self-developed statements, 1-5 Likert scale, perception of care, preference of web-based treatment to face-to-face treatment, promotion of this mode of therapy toward others)</td>
<td>Age, gender, education, BMI, duration of treatment in days, past eating disorder, hospitalization, Eating Disorder Examination Questionnaire, Depression, Anxiety and Stress Scales-21, Working Alliance Inventory-S, fear of COVID-19 scale-19S</td>
<td>t test and Pearson correlation</td>
<td>Good</td>
</tr>
<tr>
<td><strong>Lohnmiller et al [49], 2021</strong></td>
<td>Telephone vs video vs in-person services</td>
<td>Satisfaction: self-developed questionnaire with 4 subject areas: patient characterization (10 items), assessment of therapeutic contact (12 items), therapeutic relationship (11 items), hurdles (5 items), 5 additional free-text items</td>
<td>Age, gender, and type of contact</td>
<td>Chi-square test, ANOVA, and hierarchical regression</td>
<td>Good</td>
</tr>
<tr>
<td><strong>Lynch et al [50], 2021</strong></td>
<td>Video services</td>
<td>Use: no show or cancellation frequency</td>
<td>Age, gender, race or ethnicity, primary diagnosis, and time period</td>
<td>Model building approach using generalized linear modeling with a Poisson log link (multilevel approach because of nested data structure was used)</td>
<td>Fair</td>
</tr>
<tr>
<td><strong>Meininger et al [51], 2022</strong></td>
<td>Video services</td>
<td>Satisfaction: self-developed questionnaire, 11 items: stable internet connection, overall satisfaction, intention to use teletherapy after pandemic=mean satisfaction score; changes in treatment satisfaction and changes in the therapeutic relationship=mean satisfaction change score</td>
<td>Corona Child Stress Scale, psychosocial functioning (Children’s Global Assessment Scale, Child Behavior Checklist [6-18 R] and Youth Self Report [11-18 R]), Checklist for Screening Behavioral and Emotional Problems, and number of teletherapy sessions</td>
<td>Pearson correlation</td>
<td>Good</td>
</tr>
<tr>
<td><strong>Michaels et al [52], 2022</strong></td>
<td>Telephone vs video vs in-person services</td>
<td>Satisfaction: preferred telehealth method, overall experience (telephone or video), future telehealth use, perceived helpfulness of remote sessions</td>
<td>Sex, gender, race, and teletherapy format</td>
<td>Chi-square test, Mann-Whitney U test, and Kruskal-Wallis test</td>
<td>Fair</td>
</tr>
<tr>
<td><strong>Miu et al [53], 2021</strong></td>
<td>Video or telephone vs in-person services</td>
<td>Use: conversion rate to teletherapy for SMI patients vs non-SMI patients, number of teletherapy sessions between SMI and non-SMI group, differences in new patients starting therapy via telehealth between SMI and non-SMI groups</td>
<td>Age, sex, ethnicity, previous engagement, and SMI vs non-SMI groups</td>
<td>Chi-square test and t test</td>
<td>Good</td>
</tr>
<tr>
<td><strong>Morgan et al [54], 2021</strong></td>
<td>Video and telephone services</td>
<td>Use: conversion to teletherapy (attendance of at least 1 teletherapy session vs opting out), engagement in teletherapy (number of teletherapy sessions)</td>
<td>Age, gender, race, ethnicity, relationship status, income, education, number of sessions before teletherapy, and case constellation (individual vs relational therapy)</td>
<td>t test, logistic regression, and multiple linear regression</td>
<td>Good</td>
</tr>
<tr>
<td><strong>Nesset et al [55], 2023</strong></td>
<td>Video services</td>
<td>Satisfaction: Client Satisfaction Questionnaire-8 (8 items measure respondents’ perception of treatment quality)</td>
<td>Gender</td>
<td>t test</td>
<td>Poor</td>
</tr>
<tr>
<td><strong>Severe et al [56], 2020</strong></td>
<td>Video and telephone services</td>
<td>Use: visit type</td>
<td>Age, sex, race, health insurance type, and number of previous clinic visits</td>
<td>Multiple logistic regression</td>
<td>Fair</td>
</tr>
<tr>
<td>Study, year</td>
<td>Characteristics</td>
<td>Outcome (use vs satisfaction and assessment)</td>
<td>Determinants</td>
<td>Analytic approach</td>
<td>Quality rating</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------</td>
<td>---------------------------------------------</td>
<td>--------------</td>
<td>-------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Sizer et al [57], 2022</td>
<td>Telemental health service type (telephone vs video)</td>
<td>Use: number of visits</td>
<td>Age, gender, education (number of school years), race, referral source, monthly income, discharge, chronic condition, number of diagnoses, primary diagnosis type</td>
<td>Negative binomial regression</td>
<td>Good</td>
</tr>
<tr>
<td>Ter Heide et al [58], 2021</td>
<td>Video services</td>
<td>Use: 1 item: how did you stay in touch with your therapist during the past 2 mo? (Multiple answers could be given: face-to-face, via videoconferencing, via telephone, through email or chat, not at all) Satisfaction: one item: how satisfied were you with this form of contact, rated on a scale from 0 (not at all satisfied) to 10 (as satisfied as can be)?</td>
<td>Age, gender, level of education, refugee status, Brief Symptom Inventory, Cantril Ladder (life satisfaction), COVID-19 stress level</td>
<td>Pearson product-moment correlation, MANCOVA, ANCOVA, chi-square test, binary logistic regression, and t test (2-tailed)</td>
<td>Good</td>
</tr>
<tr>
<td>Tobin et al [59], 2023</td>
<td>Telephone vs video vs in-person services</td>
<td>Use: visit type</td>
<td>Age, sex, race, and health insurance type</td>
<td>Logistic regression</td>
<td>Good</td>
</tr>
<tr>
<td>Vakil et al [60], 2022</td>
<td>Video or telephone vs in-person services</td>
<td>Use: visit type</td>
<td>Age, sex, distance to crisis response center, household income, prior visit to the center within 1 year, suicidal behavior, diagnosis, visit characteristics (day of the week, time of day, and period of pandemic)</td>
<td>Binary logistic regression</td>
<td>Good</td>
</tr>
</tbody>
</table>

aSMI: serious mental illness.
bMANCOVA: multivariate analysis of covariance.
cANCOVA: analysis of covariance.

Patient use was examined in 10 studies [41,43,44,50,53,54,56,57,59,60], patient satisfaction in 7 studies [45,46,48,51,52,55], and both outcomes were observed in 3 studies [42,47,58]. Patient use was mostly defined as having at least 1 telemental health visit during the pandemic [43,44,53,54,56-60]. However, others have also considered the number of telemental health visits [42,53,54,57] and the percentage of telemental health services in overall mental health service use during the pandemic [41,44] or attendance [47,50]. For patient satisfaction, 6 studies used self-developed items and scales [42,45,49,51,52,58], whereas 4 studies used established instruments (ie, Telemedicine Satisfaction Questionnaire [61], Client Satisfaction Questionnaire [62], Patient Satisfaction Questionnaire [63], Treatment Perception Questionnaire [64], and Internet Evaluation and Utility Questionnaire [65]) [46-48,55]. The satisfaction questionnaires mainly focused on the overall satisfaction with the services. Nevertheless, specific satisfaction areas such as satisfaction with the therapeutic relationship and interaction, quality of care, technical aspects, or utility were also addressed. Most samples included adult populations [42,44,46,49,50,52,55,57,58]. However, children or adolescents were also considered in other studies [41,45,48,53,54,56]. Moreover, some studies exclusively used data collected from children and adolescents [43,47,51]. The sample sizes ranged from 28 to 1,054,670 individuals, with 5 studies including less than 100 individuals, 8 including more than 100 individuals, and 7 including more than 1000 individuals. The proportion of female participants ranged from 15.8% (Department of Veterans Affairs [44]) to 90.5% (patients with an eating disorder [48]). The mean percentage of female participants in the included studies was approximately 55%.

Although none of the included studies used a theoretical model as a background for their analysis, the following sections are based on the UTAUT dimensions to allow for some theoretical context. This may guide future research in this area.

**Patient Use**

**Overview**

Key findings for the determinants of patient use of telemental health services are summarized in Table 6 (if reported, adjusted results are presented).
Table 6. Key findings of the included studies for determinants^ of patient use.

<table>
<thead>
<tr>
<th>Study, year</th>
<th>Sociodemographic factors (eg, sex, age, race, education, and area lived in)</th>
<th>Health factors (eg, diagnosis, symptoms, and symptom severity)</th>
<th>Service factors (eg, video or telephone and duration of treatment)</th>
<th>Experience (with mental health services)</th>
<th>Facilitating conditions (eg, electronic devices, internet connection, and insurance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ainslie et al [41], 2022</td>
<td>• Female sex was negatively associated with going from low to either moderate or high telemedicine use (OR^b^ 0.87, 95% CI 0.86-0.92).</td>
<td>• Except for bipolar disorder (OR 0.93, 95% CI 0.84-1.02), patients with diagnoses other than schizophrenia (reference) were negatively associated with progressing from low to either moderate or high use (major depression, OR 0.73, 95% CI 0.68-0.78; PTSD^c^, OR 0.77, 95% CI 0.72-0.83; and anxiety or other disorders, OR 0.69, 95% CI 0.65-0.74).</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>• Compared with patients aged ≥55 y, patients aged 0-12 y (OR 1.18, 95% CI 1.09-1.27) and 13-17 y (OR 1.16, 95% CI 1.09-1.25) had greater odds; patients aged 18-34 y (OR 0.74, 95% CI 0.70-0.79) and 35-54 y (OR 0.79, 95% CI 0.74-0.84) had lower odds of progressing from low to either moderate or high telemedicine use.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Living in an urban or rural area did not significantly change the probability for telemedicine use (P=.009).</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ceniti et al [42], 2022</td>
<td>• There were no significant age differences (≥50 vs &lt;50 y) regarding video vs telephone service use (detailed results, including numbers, were not reported).</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
Facilitating conditions (eg, electronic devices, internet connection, and insurance)

Experience (with mental health services)

Service factors (eg, video or telephone and duration of treatment)

Health factors (eg, diagnosis, symptoms, and symptom severity)

Sociodemographic factors (eg, sex, age, race, education, and area lived in)

---

Chakana et al [43], 2021

- Black children were less likely to have telemental health visits than White children compared with in-person visits (OR 0.35, 95% CI 0.16-0.76, \( P = .008 \)). Hispanic (reference White: OR 0.45, 95% CI 0.17-1.19, \( P = .11 \)) or other race or ethnicity (reference White: OR 0.57, 95% CI 0.21-1.53, \( P = .26 \)) were not significantly associated with telemental health service use compared with in-person visits.

- Telemental health service use was not significantly associated with sex (OR 0.64, 95% CI 0.33-1.23, \( P = .18 \)), age (OR 1.22, 95% CI 0.62-2.51, \( P = .54 \)), and language (OR 0.69, 95% CI 0.25-1.89, \( P = .47 \)) compared with in-person visits.

Connolly et al [44], 2022

- Children with internalizing problems were more likely to have telemental health visits than children with externalizing problems compared with in-person visits (OR 2.78, 95% CI 1.19-6.45, \( P = .02 \)). Other primary referral concerns were not significantly associated with telemental health service use compared with in-person visits (reference; externalizing: OR 1.24, 95% CI 0.57-2.71, \( P = .59 \)).

- Telemental health service use was not significantly associated with health insurance type compared with in-person visits (OR 1.68, 95% CI 0.74-3.82, \( P = .22 \)).

---
Facilitating conditions (eg, electronic devices, internet connection, and insurance)
Experience (with mental health services)
Service factors (eg, video or telephone and duration of treatment)
Health factors (eg, diagnosis, symptoms, and symptom severity)
Sociodemographic factors (eg, sex, age, race, education, and area lived in)

- Female sex was associated with having at least 1 video visit (OR 1.46, 95% CI 1.44-1.48, \( P < .01 \)), having ≥50% of visits via video vs in-person (OR 1.64, 95% CI 1.60-1.68, \( P < .01 \)), having ≥50% of visits via phone vs in-person (OR 1.17, 95% CI 1.15-1.19, \( P < .01 \)), and having ≥50% of visits via video vs phone (OR 1.41, 95% CI 1.38-1.43, \( P < .01 \)).
- Schizophrenia diagnosis was negatively associated with having at least 1 video visit (OR 0.69, 95% CI 0.67-0.71, \( P < .01 \)), having ≥50% of visits via video vs in-person (OR 0.36, 95% CI 0.34-0.37, \( P < .01 \)), having ≥50% of visits via phone vs in-person (OR 0.62-0.65, \( P < .01 \)), and having ≥50% of visits via video vs phone (OR 0.56, 95% CI 0.54-0.59, \( P < .01 \)).
- Depression diagnosis was associated with having at least 1 video visit (OR 1.06, 95% CI 1.05-1.07, \( P < .01 \)), having ≥50% of visits via video vs in-person (OR 1.10, 95% CI 1.08-1.12, \( P < .01 \)), and having ≥50% of visits via phone vs in-person (OR 1.04, 95% CI 1.03-1.06, \( P < .01 \)). It was not significantly associated with having ≥50% of visits via video vs phone (OR 1.00, 95% CI 0.99-1.02, \( P > .05 \)).
- Anxiety disorder diagnosis was associated with having at least 1 video visit (OR 1.03, 95% CI 1.02-1.04, \( P < .01 \)), having ≥50% of visits via video vs in-person (OR 1.03, 95% CI 1.02-1.05, \( P < .01 \)), and having ≥50% of visits via phone vs in-person (OR 1.04, 95% CI 1.03-1.06, \( P < .01 \)). It was not significantly associated with having ≥50% of visits via video vs phone (OR 1.00, 95% CI 0.98-1.01, \( P > .05 \)).
- Bipolar disorder diagnosis was negatively associated with having ≥50% of visits via video vs in-person (OR 0.89, 95% CI 0.86-0.91, \( P < .01 \)) and having ≥50% of visits via video vs phone (OR 0.89, 95% CI 0.86-0.91, \( P < .01 \)). It was not significantly associated with having at least 1 video.
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Sociodemographic factors (eg, sex, age, race, education, and area lived in)</th>
<th>Health factors (eg, diagnosis, symptoms, and symptom severity)</th>
<th>Service factors (eg, video or telephone and duration of treatment)</th>
<th>Experience (with mental health services)</th>
<th>Facilitating conditions (eg, electronic devices, internet connection, and insurance)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>visit (OR 1.00, 95% CI 0.98-1.02, P &gt;.05) and having ≥50% of visits via phone vs in-person (OR 1.00, 95% CI 0.98-1.02, P &gt;.05).</td>
<td>PTSD diagnosis was associated with having ≥50% of visits via video vs in-person (OR 1.11, 95% CI 1.09-1.13, P &lt;.01), having ≥50% of visits via phone vs in-person (OR 1.16, 95% CI 1.15-1.18, P &lt;.01), and negatively with having ≥50% of visits via video vs phone (OR 0.96, 95% CI 0.94-0.97, P &lt;.01). It was not significantly associated with having at least 1 video visit (OR 1.01, 95% CI 0.98-1.01, P &gt;.05).</td>
<td>Substance use disorder diagnosis was negatively associated with having ≥50% of visits via video vs in-person (OR 0.75, 95% CI 0.73-0.76, P &lt;.01), having ≥50% of visits via phone vs in-person (OR 0.87, 95% CI 0.86-0.89, P &lt;.01), and having ≥50% of visits via video vs phone (OR 0.86, 95% CI 0.84-0.87, P &lt;.01). It was not significantly associated with having at least 1 video visit (OR 1.00, 95% CI 0.98-1.01, P &gt;.05).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.88, 95% CI 0.87-0.89, P &lt;.01; other race and non-Hispanic, OR 0.93, 95% CI 0.90-0.96, P &lt;.01; Hispanic, OR 0.95, 95% CI 0.93-0.97, P &lt;.01, and having ≥50% of visits via video vs phone (reference White and non-Hispanic: Black and non-Hispanic, OR 0.97, 95% CI 0.96-0.99, P &lt;.01; other race and non-Hispanic, OR 1.27, 95% CI 1.23-1.31, P &lt;.01; Hispanic, OR 1.15, 95% CI 1.13-1.18, P &lt;.01).</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A low socioeconomic status (most disadvantaged tercile) was negatively associated with having at least 1 video visit (OR 0.68, 95% CI 0.67-0.69, P &lt;.01), having ≥50% of visits via video vs in-person (OR 0.62, 95% CI 0.60-0.63, P &lt;.01), having ≥50% of visits via phone vs in-person (OR 0.96, 95% CI 0.94-0.97, P &lt;.01), and having ≥50% of visits via video vs phone (OR 0.64, 95% CI 0.63-0.65, P &lt;.01).</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
• Rurality was partly associated with having at least 1 video visit (reference urban: rural OR 1.14, 95% CI 1.12-1.16, \( P < .01 \); highly rural OR 1.22, 95% CI 1.14-1.31, \( P < .01 \), having ≥50% of visits vs in-person (reference urban: rural, OR 1.00, 95% CI 0.98-1.02, \( P > .05 \); highly rural, OR 1.24, 95% CI 1.13-1.36, \( P < .01 \)), having ≥50% of visits via phone vs in-person (reference urban: rural, OR 1.4, 95% CI 1.12-1.16, \( P < .01 \); highly rural, OR 2.2, 95% CI 1.14-1.31, \( P < .01 \), and having ≥50% of visits via video vs phone (reference urban: rural, OR 0.88, 95% CI 0.86-0.89, \( P < .01 \); highly rural, OR 1.01, 95% CI 0.94-1.09, \( P > .05 \)).

• Past mental health hospitalization was associated with having at least one video visit (OR 1.09, 95% CI 1.07-1.12, \( P < .01 \)) and negatively associated with having ≥50% of visits via video vs in-person (OR 0.56, 95% CI 0.54-0.58, \( P < .01 \)), having ≥50% of visits via phone vs in-person (OR 0.62, 95% CI 0.61-0.64, \( P < .01 \)) and having ≥50% of visits via video vs phone (OR 0.88, 95% CI 0.86-0.91, \( P < .01 \)). A disability rating of ≥50% was associated with having at least 1 video visit (OR 1.05, 95% CI 1.03-1.06, \( P < .01 \)), having ≥50% of visits via video vs in-person (OR 1.07, 95% CI 1.05-1.10, \( P < .01 \)), having ≥50% of visits via phone vs in-person (OR 1.02, 95% CI 1.00-1.04, \( P < .01 \)), and having ≥50% of visits via video vs phone (OR 1.05, 95% CI 1.03-1.07, \( P < .01 \)).

Hutchinson et al [47], 2022
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Sociodemographic factors (eg, sex, age, race, education, and area lived in)</th>
<th>Health factors (eg, diagnosis, symptoms, and symptom severity)</th>
<th>Service factors (eg, video or telephone and duration of treatment)</th>
<th>Experience (with mental health services)</th>
<th>Facilitating conditions (eg, electronic devices, internet connection, and insurance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lynch et al [50], 2021</td>
<td>No significant associations with number of missed or cancelled sessions for age, gender, and race or ethnicity were found (detailed results, including numbers, were not reported).</td>
<td>• Increased baseline depression symptomology ($r=-0.34$, $P&lt;.05$) and baseline anxiety symptomology ($r=-0.32$, $P&lt;.05$) were associated with lower internet intervention use. Baseline somatic symptoms were not significantly correlated with internet intervention use ($r=-0.26$, $P&gt;.05$).</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Miu et al [53], 2021</td>
<td>Older age was significantly associated with a smaller likelihood for conversion to teletherapy ($B=-0.010$, $P=.01$, OR 0.99, 95% CI 0.98-0.99). The SMI status × age interaction was nonsignificant ($B=0.021$, $P=.13$, OR 1.02), meaning that the conversion for SMI and non-SMI groups did not depend on age. Nonsignificant predictors for conversion to teletherapy were sex ($B=0.229$, $P=.13$, OR 1.26, 95% CI 0.94-1.69) and ethnicity (reference non-Hispanic or Latino: Hispanic or Latino, $B=-0.170$, $P=.44$, OR 0.84, 95% CI 0.55-1.30; other, $B=0.150$, $P=.56$, OR 1.16, 95% CI 0.70-1.93).</td>
<td>• SMI status did not significantly predict conversion to telehealth ($B=0.095$, $P=63$, OR 1.10, 95% CI 1.07-1.62).</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>—</td>
<td>Having had at least 1 psychotic episode was associated with fewer missed or cancelled sessions ($B=-0.49$, $P&lt;.05$).</td>
<td>• The proportion of new patients starting teletherapy did not significantly differ by SMI status ($\chi^2_{12}=1.2$, $P=.27$). Patients with SMI had significantly higher numbers of telehealth visits compared with the non-SMI group (SMI: mean 1.47, SD 2.01; non-SMI: mean 1.04, SD 1.42; $t_{251,154}=-3.027$, $P&lt;.05$).</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

**Lynch et al** [50], 2021

- No significant differences in attendance or retention rate were found for the moderate-risk and high-risk group ($t=1.22$, $P=.23$; $t=0.20$, $P=.84$).

- The mean no show or cancellation rate was 37% less during time 3 (post 2, week 13-18) compared with no show or cancellations while sessions were held in person ($B=-0.47$, $P<.05$).

- Having had at least 1 psychotic episode was associated with fewer missed or cancelled sessions ($B=-0.49$, $P<.05$).

**Miu et al** [53], 2021

- Older age was significantly associated with a smaller likelihood for conversion to teletherapy ($B=-0.010$, $P=.01$, OR 0.99, 95% CI 0.98-0.99). The SMI status × age interaction was nonsignificant ($B=0.021$, $P=.13$, OR 1.02), meaning that the conversion for SMI and non-SMI groups did not depend on age. Nonsignificant predictors for conversion to teletherapy were sex ($B=0.229$, $P=.13$, OR 1.26, 95% CI 0.94-1.69) and ethnicity (reference non-Hispanic or Latino: Hispanic or Latino, $B=-0.170$, $P=.44$, OR 0.84, 95% CI 0.55-1.30; other, $B=0.150$, $P=.56$, OR 1.16, 95% CI 0.70-1.93).

- SMI status did not significantly predict conversion to telehealth ($B=0.095$, $P=.63$, OR 1.10, 95% CI 1.07-1.62).

- The proportion of new patients starting teletherapy did not significantly differ by SMI status ($\chi^2_{12}=1.2$, $P=.27$). Patients with SMI had significantly higher numbers of telehealth visits compared with the non-SMI group (SMI: mean 1.47, SD 2.01; non-SMI: mean 1.04, SD 1.42; $t_{251,154}=-3.027$, $P<.05$).
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Sociodemographic factors (eg, sex, age, race, education, and area lived in)</th>
<th>Health factors (eg, diagnosis, symptoms, and symptom severity)</th>
<th>Service factors (eg, video or telephone and duration of treatment)</th>
<th>Experience (with mental health services)</th>
<th>Facilitating conditions (eg, electronic devices, internet connection, and insurance)</th>
</tr>
</thead>
</table>
| Morgan et al [54], 2021 | • Conversion to teletherapy was significantly associated with Hispanic ethnicity ($\chi^2=6.7, P=.01$), also in logistic regression model: $B=2.425, P<.05, OR 11.30$.
  • The association between conversion to teletherapy and the following demographic characteristics were not significant: age ($t_{165}=-1.474, P=.74$), gender ($\chi^2=2.1, P=.15$), being a person of color ($\chi^2=3.2, P=.07$), poverty ($\chi^2=3.0, P=.09$), low educational attainment ($\chi^2=0.1, P=.80$), and household poverty status ($\chi^2=1.2, P=.27$).
  • Engagement in teletherapy was not significantly associated with ethnicity ($B=1.15, \beta=.125, P>.05$). | • Clients in individual therapy (individual vs relational case constellations) were more likely to convert to teletherapy ($\chi^2=4.2, P=.04$), also in logistic regression model ($B=1.38, P<.05, OR 0.25$).
  • Engagement in teletherapy was associated with individual therapy ($B=-2.34, P<.001, \beta=-.289$). | • The number of sessions attended before the conversion to teletherapy was not significantly associated with the conversion to teletherapy ($B=0.01, P>.05, OR 0.81$), also in logistic regression model ($B=-0.16, P>.05, \beta=-.179$). | | |
| Severe et al [56], 2020 | • Patient age was associated with the initial choice in visit type ($P<.001$). Patients aged $\geq 44$ y were more likely than patients aged $<44$ y to choose telephone visits ($RRR^f=1.2; 95\% CI 1.06$-$1.35$). Sex ($P=.99$) and race ($P=.06$) were not significantly associated with the initial choice in visit type (delineating new and preexisting patients). | | | |
| Sizer et al [57], 2022 | | • Discharge from clinic was negatively associated with the number of telehealth visits ($IRR=0.55, P<.01$).
  • No significant associations were found for referral source (self vs external source) and the number of telehealth visits ($IRR=1.00, P>.10$). | | | |

---

**Note:** The references for the studies are as follows:

- Morgan et al [54]
- Severe et al [56]
- Sizer et al [57]
### Study, year

<table>
<thead>
<tr>
<th>Sociodemographic factors (eg, sex, age, race, education, and area lived in)</th>
<th>Health factors (eg, diagnosis, symptoms, and symptom severity)</th>
<th>Service factors (eg, video or telephone and duration of treatment)</th>
<th>Experience (with mental health services)</th>
<th>Facilitating conditions (eg, electronic devices, internet connection, and insurance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Female sex was associated with an increased number of telehealth visits (reference male: IRR=1.11, <em>P</em>&lt;.05).</td>
<td>• The number of telehealth visits among patients with schizophrenia spectrum and other psychotic disorders decreased by 15% compared with patients with depressive disorders (IRR=0.85, <em>P</em>&lt;.01). No significant results were found for other primary diagnosis types (IRR ranged from 0.903 to 0.959, <em>P</em>&gt;.10).</td>
<td>• The presence of other chronic health conditions was positively associated with the number of telehealth visits (IRR=1.10, <em>P</em>&lt;.05).</td>
<td>—</td>
<td>• Patients with Medicare (OR 3.46, <em>P</em>&lt;.001) and Medicaid (OR 3.43, <em>P</em>&lt;.001) health insurance compared with private payers were more likely to complete audio-only visits than video visits when only telehealth visits were offered (n=359).</td>
</tr>
<tr>
<td>• Age was negatively associated with the number of telehealth visits (reference&gt;60 years: 18-30 y IRR=1.16, <em>P</em>&lt;.10; 31-45 y IRR=1.22, <em>P</em>&lt;.01; 46-60 y IRR=1.22, <em>P</em>&lt;.01).</td>
<td>• The number of diagnosed mental illnesses was positively associated with the number of telehealth visits (IRR=1.07, <em>P</em>&lt;.01).</td>
<td>• General psychopathology was negatively associated with VCT use (B=−0.58, <em>P</em>&lt;.01, OR 0.56, 95% CI 0.39-0.56).</td>
<td>—</td>
<td>• • Older (OR 1.04, <em>P</em>&lt;.001) and Black patients compared with White patients (OR 3.85, <em>P</em>&lt;.05) were more likely to complete audio-only visits compared with video visits when only telehealth visits were offered (n=359). Gender was not significantly associated with telehealth visit type during that period (OR 1.04, <em>P</em>=.90).</td>
</tr>
<tr>
<td>• The number of school years was positively associated with the number of telehealth visits (IRR=1.01, <em>P</em>&lt;.05).</td>
<td>• No significant associations were found for race (IRR ranged from 0.74 to 0.99, <em>P</em>&gt;.10) and monthly income (IRR=1.03, <em>P</em>&gt;.10).</td>
<td>• No significant associations were found for gender (OR 1.04, <em>P</em>=.90).</td>
<td>Ter Heide et al [58]. 2021</td>
<td>—</td>
</tr>
<tr>
<td>• No significant associations were found for race (IRR ranged from 0.74 to 0.99, <em>P</em>&gt;.10) and monthly income (IRR=1.03, <em>P</em>&gt;.10).</td>
<td>• • Refugee status was negatively associated with VCT use (B=1.35, <em>P</em>&lt;.01, OR 3.86, 95% CI 1.80-8.28).</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>• General psychopathology was negatively associated with VCT use (B=−0.58, <em>P</em>&lt;.01, OR 0.56, 95% CI 0.39-0.56).</td>
<td>• • Older (OR 1.04, <em>P</em>&lt;.001) and Black patients compared with White patients (OR 3.85, <em>P</em>&lt;.05) were more likely to complete audio-only visits compared with video visits when only telehealth visits were offered (n=359). Gender was not significantly associated with telehealth visit type during that period (OR 1.04, <em>P</em>=.90).</td>
<td>—</td>
<td>—</td>
<td>• Patients with Medicare (OR 3.46, <em>P</em>&lt;.001) and Medicaid (OR 3.43, <em>P</em>&lt;.001) health insurance compared with private payers were more likely to complete audio-only visits than video visits when only telehealth visits were offered (n=359).</td>
</tr>
<tr>
<td>• • Older (OR 1.04, <em>P</em>&lt;.001) and Black patients compared with White patients (OR 3.85, <em>P</em>&lt;.05) were more likely to complete audio-only visits compared with video visits when only telehealth visits were offered (n=359). Gender was not significantly associated with telehealth visit type during that period (OR 1.04, <em>P</em>=.90).</td>
<td>• No significant associations with demographic predictors were found (age, gender, and race; ORs ranged from 0.49 to 1.60, <em>P</em> value ranged from .07 to .25) when in-person and telehealth visits were offered (n=222).</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>• No significant associations with demographic predictors were found (age, gender, and race; ORs ranged from 0.49 to 1.60, <em>P</em> value ranged from .07 to .25) when in-person and telehealth visits were offered (n=222).</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Tobin et al [59]. 2023
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Sociodemographic factors (eg, sex, age, race, education, and area lived in)</th>
<th>Health factors (eg, diagnosis, symptoms, and symptom severity)</th>
<th>Service factors (eg, video or telephone and duration of treatment)</th>
<th>Experience (with mental health services)</th>
<th>Facilitating conditions (eg, electronic devices, internet connection, and insurance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vakil et al [60], 2022</td>
<td>Male sex was negatively associated with telehealth visit use (reference female: male, OR 0.76, 95% CI 0.64-0.91, P=0.002; other, OR 0.43, 95% CI 0.13-1.45, P=0.18).</td>
<td>Absence of suicidal behavior (reference none: ideation, OR 0.74, 95% CI 0.61-0.90, P=0.003; planning, OR 0.55, 95% CI 0.38-0.79, P=0.001; self-harm or attempt, OR 0.62, 95% CI 0.48-0.81, P=0.001), substance use (reference none: OR 0.60, 95% CI 0.50-0.72, P&lt;0.001), psychotic symptoms (reference absent: OR 0.41, 95% CI 0.30-0.56, P&lt;0.001) and cognitive impairment (reference absent: OR 0.53, 95% CI 0.34-0.84, P=0.07) were associated with telehealth visit use.</td>
<td>Each pandemic period after the first lockdown (reference lockdown 1: in-between period, OR 0.37, 95% CI 0.23-0.49, P&lt;0.001; lockdown 2, OR 0.39, 95% CI 0.30-0.52, P&lt;0.001; after lockdown 2, OR 0.35, 95% CI 0.26-0.49, P&lt;0.001), overnight visits (reference daytime visits: OR 0.48, 95% CI 0.34-0.67, P&lt;0.001), and weekend visits (reference weekday visits: OR 0.75, 95% CI 0.61-0.91, P=0.004) were negatively associated with telehealth visit use.</td>
<td>Patients with a prior visit in the last year were less likely to use telehealth visits (OR 0.75, 95% CI 0.61-0.91, P=0.004).</td>
<td></td>
</tr>
</tbody>
</table>

aPsychosocial influence, effort, and performance expectancy were not included as categories in this table because none of the included studies observed the relationship of these determinants with patient use.
bOR: odds ratio.
cPTSD: posttraumatic stress disorder.
dNo information present in the study regarding this category of determinants.
eSMI: serious mental illness.
fIRR: relative risk reduction.
gIRR: incidence rate ratio.
hVCT: clinical videoconferencing.
iQ: income quintile (Q1: lowest and Q5: highest).

**Sociodemographic Factors**

In total, 11 studies examined the relationship between sex and patient use of telemental health services. Approximately half of these studies (n=6) did not find significant sex differences in use [43,50,53,54,56,59]. Nevertheless, 4 studies reported higher use rates in female participants [44,57,58,60]. In contrast, 1 study reported lower odds for female participants to go from low use rates (before the pandemic) to moderate or high use rates during the pandemic [41].

A total of 13 studies examined the relationship between age and patient use of telemental health services. Nearly half of these studies (n=6) found a nonsignificant association of age with patient use [42,43,50,54,58,59]. In contrast, 1 study found that older age was positively associated with telemental health service use [60] and 3 studies found that older patients were more likely to use audio-only formats (eg, telephone services) compared with video formats [44,56,59]. Nevertheless, 3 studies observed a negative association of age with telemental health service use [44,53,57]. Ainslie et al [41] reported mixed findings. In their sample, participants aged 0 to 17 years were more likely than those aged ≥55 years to go from having <25% insurance. In their sample, participants aged 0 to 17 years were more likely than those aged ≥55 years to go from having <25% insurance.
of mental health services in a remote format (low use) to having 25% to 75% (moderate use) or >75% (high use) of use. However, participants aged 18 to 54 years were less likely than those aged ≥55 years to go from low to moderate or high use.

In total, 8 studies examined the relationship between race or ethnicity and patient use of telemental health services. Of these, 5 studies did not find a significant association [50,53,56,57,59]. However, Tobin et al [59] reported that Black individuals were more likely to use audio-only services, which was also found in the study by Connolly et al [44]. In addition, 2 studies found that Black patients were less likely to use telemental health services and used them less frequently compared with White patients [43,44]. Connolly et al [44] found that other than Black races and Hispanic ethnicity compared with the White race, non-Hispanic race or ethnicity is positively associated with telemental health use and frequency of video service use (but negatively associated with frequency of phone service use). Although being a person of color was a nonsignificant determinant for the conversion to teletherapy, a relationship between Hispanic ethnicity and the conversion was found in the sample of Morgan et al [54]. However, when examining engagement with teletherapy, no significant association with ethnicity was observed in their sample.

A total of 3 studies examined the relationship of area lived in and patient use of telemental health services. Findings suggested a positive association with rurality: 1 study found that individuals from (highly) rural areas were more likely to use telemental health services [44] and 1 study stated that telehealth users lived further away from the clinic [60]; however, 1 study found no significant association [41].

Other sociodemographic determinants of patient use were considered in very few studies. A low socioeconomic and financial status was associated with lower use in 2 studies [44,60] but failed to significantly predict telemental health service use in 2 other studies [54,57]. Years of schooling were positively associated with the number of visits in the sample by Sizer et al [57]; however, Morgan et al [54] did not find a significant association between educational attainment and opting out of teletherapy after clinical conversion from in-person therapy to teletherapy. In addition, being married was positively associated with telemental health service use and use frequency in 1 study [44]. Language was not significantly associated with use, and refugee status was associated with lower odds of telemental health use in single studies [43,58].

Health Factors

A total of 9 studies examined the relationship of psychological symptom severity or diagnosis and patient use of telemental health services. Most of these studies (n=5) found that individuals with higher symptom severity (eg, patients with schizophrenia) had lower use rates [44,47,57,58,60]. However, the number of diagnoses, depression, anxiety or posttraumatic stress disorder diagnosis, past psychotic episodes, and serious mental illness status were each associated with a higher use frequency or fewer missed sessions in single studies [44,50,53,57]. Similarly, Ainslie et al [41] reported that individuals with schizophrenia were more likely to go from low to moderate or high use than individuals with other diagnoses.

Nevertheless, the risk status for adverse mental and behavioral outcomes and serious mental illness status were not significantly associated with use and visit intensity in single studies [47,53]. In addition, Chakawa et al [43] found that children with internalizing problems were more likely to have a telemental health visit than children with externalizing problems.

Furthermore, the presence of chronic health conditions was associated with a higher number of visits in the sample studied by Sizer et al [57]. A disability rating of ≥50% in US veterans was positively associated with telemental health service use and frequency of use in 1 study [44].

Service Factors

A total of 3 studies examined the relationship between service factors and patient use of telemental health services. Morgan et al [54] found that patients undergoing individual therapy were more likely to convert to telemental health services. Referral source (self vs external sources) was not significantly associated with use rates [57]. Regarding service times, Vikil et al [60] stated that telehealth visits were significantly less likely during each pandemic period after the first lockdown, for nighttime visits (compared with daytime visits) and weekend visits (compared with weekday visits).

Experience

A total of 5 studies examined the relationship between experience with telemental health services and patient use of telemental health services. Previous engagement in mental health services was found to be negatively associated with telehealth visit use in the sample studied by Vikil et al [60] but failed to predict use in 2 other studies [53,56]. Although the number of sessions attended before teletherapy was not significantly associated with conversion to teletherapy in the analysis by Morgan et al [54], it was found to significantly predict the number of telemental health visits in this sample. Moreover, Lynch et al [50] reported that longer duration of participation in telemental health services was associated with fewer missed sessions.

Facilitating Conditions

A total of 3 studies examined the relationship between facilitating conditions and patient use of telemental health services. Health insurance type was not significantly associated with patient use in these studies [43,56,59]. Nevertheless, Tobin et al [59] reported that Medicare- or Medicaid-insured individuals used audio-only formats more often than private payers.

Psychosocial Influence, Effort and Performance Expectancy

None of the included studies examined the relationship between psychosocial factors, effort or performance expectancy and patient use of telemental health services.

Patient Satisfaction

Overview

Key findings for the determinants of patient satisfaction with telemental health services are summarized in Table 7 (if reported, adjusted results are presented).
**Table 7.** Key findings of the included studies for determinants of patient satisfaction.

<table>
<thead>
<tr>
<th>Study, year</th>
<th>Sociodemographic factors (eg, sex, age, race, education, and area lived in)</th>
<th>Health factors (eg, diagnosis, symptoms, and symptom severity)</th>
<th>Service factors (eg, video or telephone and duration of treatment)</th>
<th>Experience (with mental health services)</th>
<th>Psychosocial influence (what do families and peers think about program or psychosocial impact)</th>
<th>Facilitating conditions (eg, electronic devices, internet connection, and insurance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ceniti et al [42], 2022</td>
<td>- Satisfaction was not significantly associated with age (≥50 y vs &lt;50 y) and number of people living in the household (detailed results, including numbers, were not reported). - Living with others was significantly associated with satisfaction ($\chi^2 = 5.8, P = .02$). - Satisfaction was greater in users from Ontario compared with those from other Canadian provinces ($\chi^2 = 3.9, P = .047$).</td>
<td>- Satisfaction was not significantly associated with high-risk status for COVID-19 (detailed results, including numbers, were not reported).</td>
<td>- Video services (compared with telephone) were associated with greater satisfaction (User-MD$^b$ $\chi^2 = 6.1, P = .01$; User-HCP$^c$ $\chi^2 = 6.6, P = .01$). - No significant differences between user-groups (psychiatrists or family physicians vs other mental health care providers) in overall satisfaction were found (detailed results, including numbers, were not reported).</td>
<td>- Level of connectedness with loved ones was positively correlated with overall remote care satisfaction ($r = .197$, $P = .007$) and satisfaction with therapeutic rapport ($r = .155$, $P = .03$).</td>
<td>- Satisfaction was not significantly associated with frequency of internet use (detailed results, including numbers, were not reported).</td>
<td></td>
</tr>
<tr>
<td>Guinart et al [45], 2020</td>
<td>- Significant age differences for telephone services were found ($\chi^2 = 46.3, P = .004$). A lower proportion of patients aged 55-64 y described their experience as excellent compared with other age groups ($\chi^2 = 12.8, P = .01$). A higher proportion of patients aged 45-54 y rated their experience as poor compared with other age groups ($\chi^2 = 10.5, P = .03$).</td>
<td>- -</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Haxhihamza et al [46], 2021</td>
<td>- Satisfaction was not significantly associated with gender, age, and place of living (detailed results, including numbers, were not reported).</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Study, year</td>
<td>Sociodemographic factors (eg, sex, age, race, education, and area lived in)</td>
<td>Health factors (eg, diagnosis, symptoms, and symptom severity)</td>
<td>Service factors (eg, video or telephone and duration of treatment)</td>
<td>Experience (with mental health services)</td>
<td>Psychosocial influence (what do families and peers think about program or psychosocial impact)</td>
<td>Facilitating conditions (eg, electronic devices, internet connection, and insurance)</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------</td>
<td>-----------------------------------------------------------------</td>
<td>------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------</td>
</tr>
<tr>
<td>Hutcheson et al [47], 2022</td>
<td>- None of the baseline psychological symptoms were correlated with treatment satisfaction ($r$ values ranged between −0.13 and 0.01, $P&gt;.05$).</td>
<td>- Adolescents in the moderate-risk group reported significantly higher satisfaction with the intervention than those in the high-risk group ($t=2.03$, $P&lt;.05$, Cohen $d=0.60$).</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Lewis et al [48], 2021</td>
<td>- No significant correlations with the views toward the transition to web-based therapy for age ($r=0.036$, $P=.78$), gender ($r=0.006$, $P=.96$), and education ($r=0.092$, $P=.47$) were found.</td>
<td>- Treatment duration correlated with positive views toward the transition to online therapy ($t=0.291$, $P=.02$).</td>
<td>- The fear of COVID-19 scale-19S score correlated with positive views toward the transition to web-based therapy for ($t=0.276$, $P=.03$). The fear of COVID-19 scale-19S score was not significantly associated with the TSQ (similarity scale: $r=0.124$, $P=.34$; quality scale: $r=-0.144$, $P=.26$).</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Study, year</td>
<td>Sociodemographic factors (eg, sex, age, race, education, and area lived in)</td>
<td>Health factors (eg, diagnosis, symptoms, and symptom severity)</td>
<td>Service factors (eg, video or telephone and duration of treatment)</td>
<td>Experience (with mental health services)</td>
<td>Psychosocial influence (what do families and peers think about program or psychosocial impact)</td>
<td>Facilitating conditions (eg, electronic devices, internet connection, and insurance)</td>
</tr>
<tr>
<td>-------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------</td>
<td>---------------------------------------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
</tbody>
</table>

- No significant correlations with the views toward the transition to web-based therapy for past eating disorder hospitalization ($t=0.152, P=.24$), EDE-Q scales ($r$ values ranged from $-0.168$ to $-0.094, P$ values ranged from .19 to .47) and Depression, Anxiety and Stress Scales-21 scales ($r$ values ranged from $-0.162$ to $-0.080, P$ values ranged from .21 to .53) were observed.

- No significant associations of the TSQ with past eating disorder hospitalization (similarity scale: $t=0.149, P=.24$; quality scale: $t=0.061, P=.63$), EDE-Q scales ($r$ values ranged from $-0.100$ to $0.101, P$ values ranged from .43 to .77) and Depression, Anxiety and Stress Scales-21 scales ($r$ values ranged from $-0.121$ to $0.094, P$ values ranged from .34 to .84) were found. TSQ scores did not significantly differ between eating disorder diagnoses (detailed results, including numbers, were not reported).

- No significant correlation of the views toward the transition to web-based therapy with BMI ($r=0.226, P=.08$) were found. BMI was not significantly correlated with the TSQ (similarity scale: $r=0.221, P=.09$; quality scale: $r=-0.011, P=.93$).
Facilitating conditions (eg, electronic devices, internet connection, and insurance)

Psychosocial influence (what do families and peers think about program or psychosocial impact)

Experience (with mental health services)

Health factors (eg, diagnosis, symptoms, and symptom severity)

Service factors (eg, video or telephone and duration of treatment)

Sociodemographic factors (eg, sex, age, race, education, and area lived in)

Study, year

Lohmiller et al [49], 2021

• No significant associations of age (F1,277=0.18, P=0.67) and gender (detailed results, including numbers, were not reported) with the overall “assessment of therapeutic contact” were found.

• However, a significant association of age with the item “assessment of therapeutic contact as personal” was found (F1,277=4.50, P=0.04) indicating that older individuals perceived the video format as partly more impersonal.

• When looking at “hurdles” age was significantly associated with single items: “The necessary technology/framework conditions overwhelmed me” (F1,277=7.85, P=0.005) indicating that older individuals perceived the video format as more challenging and “I was able to fully concentrate on the content of the conversation” (F1,277=14.85, P<0.001) indicating that older individuals perceived the video format to be more impersonal and depersonalized.

• Significant differences were found in the items: global judgment conversation contact (F2,275=5.39, P=0.04), pleasantness (F2,275=3.35, P=0.04), friendliness (F2,275=5.55, P=0.004), and feeling comfortable (F2,275=4.97, P<0.001), all favoring video consultations compared with phone and office consultation. The other items of the “assessment of therapeutic contact” showed no significant differences (P≥0.05).

• The assessment of the “therapeutic relationship” did not significantly differ between groups, except for the item “I have recently started to feel better” (F2,275=8.49, P<0.001), favoring phone and video contacts.

Meininger et al [51], 2022

• There were no significant correlations between parent-rated treatment satisfaction and the severity of patients’ symptoms, stress, and psychosocial functioning (detailed results, including numbers, were not reported).

• Treatment duration correlated positively with parent-rated treatment satisfaction (mean satisfaction score: r=.20, P<.02).
<table>
<thead>
<tr>
<th>Study, year</th>
<th>Sociodemographic factors (eg, sex, age, race, education, and area lived in)</th>
<th>Health factors (eg, diagnosis, symptoms, and symptom severity)</th>
<th>Service factors (eg, video or telephone and duration of treatment)</th>
<th>Experience (with mental health services)</th>
<th>Psychosocial influence (what do families and peers think about program or psychosocial impact)</th>
<th>Facilitating conditions (eg, electronic devices, internet connection, and insurance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Michaels et al [52], 2022</td>
<td>• No sex-based differences in the preferred telehealth method ($P=0.67$), experiences using telephone ($P=0.92$) or video ($P=0.58$), whether patients would use telehealth in the future ($P=0.11$) and was perceived as helpful as in-person treatment ($P=0.38$) were found.</td>
<td>• No between-group differences in preferences for telehealth methods were found ($\chi^2=0.46$, $P=0.49$). Most of the college therapy and medication group (63/78, 81%) and college medication–only group (20/23, 87%) reported a strong preference for the video format.</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>• No gender-based differences in the preferred telehealth method ($P=0.64$), experiences using telephone ($P=0.63$) or video ($P=0.53$), whether patients would use telehealth in the future ($P=0.52$) and was perceived as helpful as in-person treatment ($P=0.13$) were found.</td>
<td>• No race-based differences in the preferred telehealth method ($P=0.21$), experiences using telephone ($P=0.29$) or video ($P=0.99$) and whether patients would use telehealth in the future ($P=0.15$) were found.</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>• No significant sex differences were found for Client Satisfaction Questionnaire-8 scores ($P$ values ranged from .10 to .57 for the different items), except that female participants were more content with the length of the therapy (item 5: mean 3.86, SD 0.378 vs male, mean 2.90, SD 1.01, $P=0.03$).</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Nesset et al [55], 2023</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Ter Heide et al [58], 2021</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>
### Sociodemographic Factors

A total of 5 studies examined the relationship between sex and patient satisfaction with telemental health services, and all of them did not find a significant association of sex with the satisfaction scores [46,48,49,52,55].

A total of 6 studies examined the relationship between age and patient satisfaction with telemental health services. Most studies (n=4) did not find a significant association between age and satisfaction [42,46,48,58]. Lohmiller et al [49] also did not find a significant association between age and the overall satisfaction with therapeutic contact. However, older age was associated with lower satisfaction for some items, meaning that older individuals perceived the video intervention as less personal and more challenging and found it harder to fully concentrate on the content of the conversation. Guinart et al [45] found lower satisfaction ratings for telephone services among older patients.

One study observed a nonsignificant relationship between race and patient satisfaction with telemental health services [52].

In total, 2 studies examined the relationship between area lived in and patient satisfaction with telemental health services. While Haxhihamza et al [46] did not find a significant association, Ceniti et al [42] reported greater satisfaction ratings in users from Ontario compared with those in other Canadian provinces.

Other sociodemographic determinants of patient satisfaction were considered in some studies. Educational level was observed in 2 studies and was not significantly associated with satisfaction in these samples [48,58]. In addition, Ter Heide et al [58] reported that refugee status is not significantly associated with satisfaction. Moreover, Ceniti et al [42] included living situation of participants as a potential determinant. While the number of people living in the household was not significantly associated with remote care satisfaction, living with others showed a significant association with this outcome.

### Health Factors

A total of 4 studies examined the relationship between psychological symptom severity and patient satisfaction with telemental health services. Only 1 study found a significant association between symptom severity and satisfaction. In the sample studied by Hutchison et al [47], patients at moderate risk were more satisfied than patients who were at high risk for adverse mental and behavioral outcomes. However, the other 3 studies did not observe significant relationships [42,48,51].

A total of 2 studies examined the relationship between physical health and patient satisfaction with telemental health services. Nonsignificant relationships were found between BMI and high-risk status for COVID-19, with satisfaction in single studies [42,48].

---

**Legend:**
- **EDE-Q:** Eating Disorder Examination Questionnaire.
- **TSQ:** telemedicine satisfaction questionnaire.
- **VCT:** clinical videoconferencing.
- **User-HCP:** mental health care users who saw another mental health care provider (eg, psychotherapist).
- **User-MD:** mental health care users who saw an MD provider (psychiatrist or family physician).
- **No information present in the study regarding this category of determinants.**
Service Factors
A total of 7 studies examined the relationship between service factors and patient satisfaction with telemental health services. Of these, 3 studies reported that telemental health services delivered via video services were associated with higher patient satisfaction than those delivered via telephone services [42,49,52]. However, Ter Heide et al [58] could not find this relationship. Furthermore, the therapeutic alliance bond was associated with higher satisfaction ratings in 1 study [48]. The provider type (psychiatrists or family physicians vs other mental health care providers) was not significantly associated with patient satisfaction in the study by Ceniti et al [42].

Experience
A total of 3 studies examined the relationship between experience with telemental health services and patient satisfaction with telemental health services. In the study by Lewis et al [48], longer treatment duration was associated with higher satisfaction, while Guinart et al [45] observed that patients who were under care for less than a year perceived the transition to telemental health services as less negative (missed the clinic less and did not feel less connected). Moreover, the number of telemental health sessions was associated with higher satisfaction ratings in 1 study [51].

Psychosocial Influence
A total of 3 studies examined the relationship between psychosocial factors and patient satisfaction with telemental health services. Level of connectedness with loved ones and life satisfaction were associated with greater patient satisfaction [42,58]. Moreover, COVID-19–related aspects were considered in single studies. The COVID-19 stress level had a small negative correlation with satisfaction [58], and fear of COVID-19 was associated with positive views toward the transition to teletherapy but was not significantly associated with overall satisfaction scores [48].

Facilitating Conditions
One study examined the relationship between facilitating conditions and patient satisfaction with telemental health services. Ceniti et al [42] reported that the frequency of internet use was not significantly associated with patient satisfaction.

Effort and Performance Expectancy
None of the included studies examined the relationship between effort or performance expectancy and patient satisfaction with telemental health services.

Discussion
Principal Findings
Overview
This systematic review aimed to provide an extensive overview of the literature on and highlight the influential determinants of patient use and satisfaction with synchronous telemental health services during the COVID-19 pandemic. Various determinants of patient use and satisfaction were considered. Sociodemographic characteristics were most frequently examined. Nevertheless, health- and service-related determinants also received considerable attention. Major dimensions of the UTAUT, such as effort and performance expectancy, were neglected in recent studies. Although most associations were mixed or nonsignificant, some indications for potential relationships were found (eg, for sex, age, and symptom severity). This systematic review is the first to examine the determinants of patient use and satisfaction with synchronous telemental health services during the pandemic, thus markedly extending our current knowledge.

Sociodemographic Factors
Regarding sociodemographic factors, a variety of determinants were observed in the included studies. Most studies found that sex was not significantly associated with patient use and satisfaction. However, some studies with large samples found that female participants were more likely to use telemental health services. This suggests that previous findings regarding greater use of mental health services among female participants may also apply to the field of telemental health [66-69]. Moreover, this could explain the finding that women were less likely to go from low to either moderate or high telemedicine use [41], as they already had higher use rates before the occurrence of the pandemic.

When looking at patient age, mostly nonsignificant associations with the outcomes were found. Nevertheless, some large-sample studies found that older age was negatively associated with the outcomes and that older patients were more likely to use audio-only services compared with video services. This could be not only because of the lower likelihood of older adults using mental health care services [70] but also because of the digital divide in mobile health [71]. However, audio-only formats seem to be a promising alternative to video consultations for older adults, which was also found in other telemedicine areas during the pandemic (eg, academic medical center outpatient visits and oncological care) [72-74].

Race, ethnicity, area lived in (ie, rurality and province lived in), education, and other determinants (eg, refugee status, financial status, and living situation) were observed in only few studies and led to mainly nonsignificant or mixed associations with the outcomes. More research regarding these sociodemographic determinants is needed in the future. In summary, sociodemographic factors tend to play a role in patient use of telemental health services. In particular, sex and age appear to be potential determinants that were frequently observed. For patient satisfaction, mainly nonsignificant or mixed findings were reported.

Health Factors
Regarding health factors, symptom severity was observed in some studies and was mostly associated with lower use rates in patients with mental health conditions. This is in contrast to in-person mental health services research, where symptom severity was associated with an increased likelihood of seeking treatment [69]. A potential reason for this could be that patients with very severe symptoms were preferably kept in an in-person setting despite the pandemic to assure appropriate treatment. However, findings on engagement or attendance were mixed, with some studies suggesting that more severe symptoms were...
associated with an increased frequency of telemental health visits. This could mean that individuals with more severe symptoms were less likely to start teletherapy, but once they were participating in telemental health services, they used it more frequently than patients with less severe symptoms. For satisfaction, most of the associations were nonsignificant. In conclusion, the associations with determinants were mostly observed for patient use. Although psychological symptom severity seemed to be negatively associated with the likelihood of telemental health service use, some indications for a positive association with use frequency were observed.

**Service Factors**

With regard to service factors, various determinants were observed in different studies. For patient use, there was great heterogeneity in the observed aspects. Therefore, it is challenging to compare the results of these studies. More research in this field is clearly needed. Nevertheless, services that were delivered in video format seemed to be associated with higher patient satisfaction than services delivered via telephone. A qualitative study in primary care highlighted potential reasons for the preference of video services, including nonverbal cues and reassurance, lower risk of miscommunication, more personal experience, and increased focus [75]. A recent systematic review on using telephone and video services for mental health treatment also emphasized the strengths of the video format [76]. However, they also stated that the telephone format can be superior to the video format in some cases (eg, fewer technological challenges [76]).

**Experience**

With regard to the experience with telemental health services, previous engagement in mental health services was not significantly associated with patient use. This could potentially mean that telemental health use rather depends on need factors than on experience. Regarding patient satisfaction, findings for the treatment duration were mixed. However, the number of telehealth sessions attended seemed to be associated with fewer missed sessions and higher satisfaction ratings. Therefore, patients might have got used to the new situation over time and had adapted to the remote format.

**Psychosocial Influence**

With regard to psychosocial factors, no determinants of patient use were observed. For patient satisfaction, significant determinants were only observed in single studies. Further research, including on psychosocial determinants, is urgently required. Especially factors such as personality (eg, neuroticism or conscientiousness) and social determinants (eg, loneliness) could be of interest for the future of telemental health, considering their impact on health care use [77,78].

**Facilitating Conditions**

With regard to facilitating conditions, the health insurance type was not significantly associated with patient use in some studies. The frequency of internet use was also not significantly associated with patient satisfaction in 1 single study. More research is needed in this area to identify potential facilitators of telemental health use and satisfaction.

**Effort and Performance Expectancy**

With regard to effort and performance expectancy, no study included determinants from these constructs. Considering that these 2 dimensions are key elements of the UTAUT, future research should urgently include determinants from this area.

**Study Quality**

Overall, the quality of the included studies was mainly good or fair and did not vary substantially between the different studies. Most studies included large samples and some included even very large electronic medical record data sets [41,44]. However, the generalizability of our results is limited considering that the evidence mainly came from North America and Western countries and because of differences in psychiatric care and telemental health services. Most studies did not provide participation rates, sample size justification, power description, or variance and effect estimates, which are important information sources for the interpretation of the associations and the detection of potential biases (eg, selection bias).

**Future Research**

Considering the findings of our systematic review, multiple research gaps were identified. In general, the inclusion of theoretical models is needed in future studies to set a more consistent focus on important determinants and to assure comparability of the studies. Future research should consider different types of use behavior (eg, frequency of use, adoption, and attendance) and satisfaction (different scales or areas). Established scales should be used to measure the outcomes rather than single items (especially for satisfaction) because single items are more prone to bias. Moreover, to improve the understanding of the relationships between the different determinants and their effects on patient use and satisfaction, future studies that examine the influencing chain and process behind the outcomes are needed. In addition, future studies should explore whether certain telemental health formats (eg, telephone, video, or asynchronous formats) are especially suited for the treatment of specific diagnoses (eg, depression, anxiety, or schizophrenia). Furthermore, longitudinal studies are needed to verify the findings and test for potential changes over time. Longitudinal studies are also of interest to see whether findings regarding use and satisfaction during the pandemic also apply to postpandemic circumstances. For instance, a recent qualitative study found that remote services were only seen as a good alternative to in-person mental health services during extreme circumstances [79]. Additional qualitative research is needed, for example, to explore the barriers of users who do not indicate high use or satisfaction rates to make telemental health services more accessible and user friendly in the future.

With regard to the UTAUT dimensions, major research gaps were revealed. In particular, for the dimensions effort and performance expectancy, psychosocial influence and facilitating conditions research is missing in the respective literature. However, these dimensions could be valuable starting points for interventions, as they could potentially be influenced or adapted over time to improve use rates and satisfaction with telemental health services.
Strengths and Limitations

Our systematic review was registered in PROSPERO and conducted in accordance with PRISMA guidelines to ensure the quality and transparency of the manuscript. A double-screening approach was used to screen 3 databases, which generally was found to be advanced in comparison with single screening and lead to fewer missed studies in the screening process [80]. In addition, data extraction and study quality assessment were performed by 2 reviewers. Furthermore, this review is the first to evaluate the existing literature on the determinants of use and satisfaction with synchronous telemental health services during the COVID-19 pandemic.

However, this study has some limitations. Only peer-reviewed quantitative studies were included. Therefore, potentially meaningful studies were not considered (eg, from the gray literature). Nevertheless, this step promoted the quality of the included studies and the comparability of the findings. In addition, only German and English language articles were screened, whereby relevant articles in other languages could have been missed. Finally, no meta-analysis was performed because of the high heterogeneity in study designs, outcomes, and effect measures.

Conclusions

The extensive implementation of synchronous telemental health services during the pandemic triggered new research in this field. This systematic review was the first to synthesize studies that observed the determinants of patient use and satisfaction with these services. Significant heterogeneity was observed among the included studies. The findings revealed potential target groups (eg, female and young patients with mild symptoms) for future postpandemic telemental health interventions. However, the findings also revealed that patient groups that were especially burdened during the pandemic (such as older patients with severe symptoms) were harder to reach, and efforts are required to address such groups. Finally, knowledge gaps in the recent literature were highlighted, which call for future quantitative and qualitative research to secure and expand the recent findings. This could help to better understand barriers as well as individual preferences and eventually improve telemental health services in the future.
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Abstract

Background: The COVID-19 pandemic triggered widespread adjustments across the US health care system. Telehealth use showed a substantial increase in mental health conditions and services due to acute public health emergency (PHE) behavioral health needs on top of long-standing gaps in access to behavioral health services. How health systems that were already providing telehealth services adjusted services and staffing during this period has not been well documented, particularly in rural areas with chronic shortages of behavioral health providers and services.

Objective: This study investigates patient and treatment characteristic changes from before the COVID-19 PHE to during the PHE within both telehealth and in-person behavioral health services provided in 95 rural communities across the United States.

Methods: We used a nonrandomized, prospective, multisite research design involving 2 active treatment groups. The telehealth cohort included all patients who initiated telehealth treatment regimens during the data collection period. A comparison group included a cohort of patients who initiated in-person treatment regimen. Patient enrollment occurred on a rolling basis, and data collection was extended for 3 months after treatment initiation for each patient. Chi-square tests compared changes from pre-PHE to PHE time periods within telehealth and in-person treatment cohorts. The dependent measures included patient diagnosis, clinicians providing treatment services, and type of treatment services provided at each encounter. The 4780 patients in the telehealth cohort and the 6457 patients in the in-person cohort had an average of 3.5 encounters during the 3-month follow-up period.

Results: The encounters involving anxiety, dissociative, and stress-related disorders in the telehealth cohort increased from 30% (698/2352) in the pre-PHE period to 35% (4632/12,853) in the PHE period (P<.001), and encounters involving substance use disorders in the in-person cohort increased from 11% (468/4249) in the pre-PHE period to 18% (3048/17,047) in the PHE period (P<.001). The encounters involving treatment service codes for alcohol, drug, and medication-assisted therapy in the
telehealth cohort increased from 1% (22/2352) in the pre-PHE period to 11% (1470/13,387) in the PHE period (P<.001); likewise, encounters for this type of service in the in-person cohort increased from 0% (0/4249) in the pre-PHE period to 16% (2687/17,047) in the PHE period (P<.001). From the pre-PHE to the PHE period, encounters involving 60-minute psychotherapy in the telehealth cohort increased from 8% (190/2352) to 14% (1802/13,387; P<.001), while encounters involving group therapy in the in-person cohort decreased from 12% (502/4249) to 4% (739/17,047; P<.001).

**Conclusions:** The COVID-19 pandemic challenged health service providers, and they adjusted the way both telehealth and in-person behavioral therapy services were delivered. Looking forward, future research is needed to explicate the interaction of patient, provider, setting, and intervention factors that influenced the patterns observed as a result of the COVID-19 pandemic.

(JMIR Ment Health 2023;10:e47047) doi:10.2196/47047
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**Introduction**

The COVID-19 pandemic triggered widespread adjustments across the US health care system. Once the public health emergency (PHE) was declared, several major legislative initiatives and policy waivers were enacted to expand web-based access to needed health care [1]. The PHE and associated policy changes prompted providers and patients to consider telehealth as a specific treatment option to address the need for social distancing and related reasons [2]. Many providers adopted telehealth for the first time or expanded their telehealth offerings [3-6].

As the COVID-19 pandemic unfolded, behavioral health concerns rose rapidly [7-9]. The largest increase in telehealth use was for mental health conditions and services due to rising acute behavioral health needs on top of longstanding gaps in access to behavioral health services [4,5,7,10-12]. Since the onset of the COVID-19 pandemic, publications have appeared describing how health systems implemented behavioral telehealth to meet this new demand [13]. In particular, multiple publications highlighted the challenges to ramping up behavioral telehealth services and the perceptions among both patients and providers toward their adoption [4,5,7,10-12,14] but the literature on the pandemic lacks information on the changes in existing behavioral health services regarding adjustments to provider type and services to meet the increased demand and changing patient needs triggered by the pandemic, particularly in rural areas with chronic shortages of behavioral health providers and services [15]. Previous population studies reported increases in certain psychiatric disorders, such as anxiety and substance use, during the COVID-19 pandemic [16-19]. We hypothesize that if those findings are replicated in this study, then the treatment types used by behavioral health providers would have adjusted accordingly to meet the needs of the changing patient population. In addition, particularly lacking are studies that examine changes in both telehealth and in-person behavioral health services and those serving rural populations. Thus, the purpose of this analysis is to compare the profile of telehealth and in-person treatments across a large national sample of rural behavioral health care providers during the time period immediately before the PHE with those during the early phases of the PHE.

**Methods**

**Overview**

This study pools data from 2 grant programs funded by the Office for the Advancement of Telehealth in the Health Resources and Services Administration of the US Department of Health and Human Services: the Substance Abuse Treatment Telehealth Network Grant Program funded from September 2017 to August 2020 and the Evidence-Based Tele-Behavioral Health Network Program funded from September 2018 to August 2021. Through these 2 programs, 17 grantees provided telebehavioral health services to 95 rural communities in 13 states (California, Indiana, Kansas, Kentucky, Maryland, Massachusetts, Minnesota, Missouri, Oregon, Pennsylvania, South Dakota, Texas, and West Virginia). For both grant programs, “rural” was defined by Health Resources and Services Administration as all nonmetro counties, all metro census tracts with rural-urban commuting area (RUCA) codes 4-10, and large area metro census tracts of at least 400 square miles in area with population densities of 35 or less per square mile with RUCA codes 2-3. The originating sites included behavioral health clinics, substance use treatment facilities, primary care outpatient clinics, rural health clinics, federally qualified health clinics, critical access hospitals, and schools; for telehealth, the sites providing services included these and larger medical centers. The grantees all had established telehealth networks before grant funding that delivered behavioral telehealth services through synchronous video connections. According to funding guidance, the implemented behavioral health services followed standard therapeutic guidelines tailored to the needs, resources, and capacities of the grantees and their rural communities.

This study was a multisite, nonrandomized, prospective research design that involved 2 active usual-care treatment cohorts. The telehealth cohort included all patients who began telehealth-based treatment as part of either grant program during the data collection periods. Grantees were asked to provide data on patients who began in-person treatment, had similar primary complaints or diagnoses, demographics, and received comparable in-person treatment to their telehealth cohort. This group of patients forms the in-person cohort. Patients were enrolled on a rolling basis. The data collection at each of the sites focused on initial visits and all encounters that followed in the first 3 months of treatment for each patient.

https://mental.jmir.org/2023/1/e47047
The Rural Telehealth Research Center was funded by the Office for the Advancement of Telehealth to serve as a data coordinating center for the programs. We identified 26 component data elements [20], including patient and treatment characteristics, and created a data element dictionary, study protocol, and Excel (Microsoft Corp)-based tool for data collection.

Data and Analysis

Grantees transmitted data to the coordinating center quarterly. Overall, 2 time periods relevant to the COVID-19 PHE were defined. Data transmitted from October 2019 to March 2020 (5 months) were considered in the pre-PHE time period, and data transmitted from April 2020 to July 2021 (15 months) were considered in the PHE time period. Patient and treatment characteristics during each encounter were compared across the 2 time periods with chi-square tests using Stata 16 within the telehealth cohort and the in-person cohort. The dependent measures were collected at each encounter and included patient diagnosis, clinician type providing treatment services, and type of treatment services provided. Patient diagnosis was recorded as International Classification of Disease-10 codes; clinician providing treatment were recorded from a checklist or open text field; and treatment service type was recorded in the form of current procedural terminology (CPT) or Health Common Procedure Coding System (HCPCS) codes.

Ethical Considerations

Given that no experimental interventions were involved and all data were deidentified before transfer to the data coordinating center, the study protocol for data analysis was deemed not human subjects research by the University of Iowa’s institutional review board (IRB) chair (IRB-01 #201912016). The procedures followed were in accordance with the ethical standards of the responsible committee on human experimentation (institutional and national) and with the Helsinki Declaration of 1975, as revised in 2000. Study protocols at each contributing grantee were reviewed by that grantee’s IRB.

Data transfer and use agreements between each grantee and the University of Iowa were established to protect the confidentiality of the data being analyzed. We performed data monitoring and management activities to verify data accuracy, completeness, consistency, and timeliness. Office of Management and Budget clearance was received in October 2019, and grantees provided data from then until July 2021.

Results

Grantees provided data on both the telehealth and in-person cohorts using the data collection tool, resulting in a data set with 4780 patients in the telehealth cohort and 6457 patients in the in-person cohort. During the first 3 months of treatment, individuals in the telehealth cohort averaged 3.5 encounters, while those in the in-person cohort averaged 3.4 encounters. The number of encounters did not differ significantly between time periods for either the telehealth or in-person cohorts (P=0.83 and P=.58, respectively). Differences within the telehealth and in-person cohorts across the 2 time periods with respect to patient demographic characteristics are presented in Multimedia Appendix 1.

As shown in Table 1, the patient diagnosis recorded at each encounter differed within each treatment cohort between time periods. Within the telehealth cohort, there was an increase in the percent of encounters involving anxiety, dissociative, and stress-related disorders from 30% (698/2352) in the pre-PHE period to 35% (4632/12,853) in the PHE period (P<.001), while the percent of encounters involving non–mental health diagnoses decreased from 15% (353/2352) in the pre-PHE period to 6% (763/12,853) in the PHE period (P<.001). Within the in-person cohort, the percent of encounters involving substance use disorders increased from 11% (468/4249) in the pre-PHE period to 18% (3048/17,047) in the PHE period (P<.001), while the percent of encounters involving mood (affective) disorders decreased from 37% (1550/4249) in the pre-PHE period to 28% (4685/17,047) in the PHE period (P<.001).

As shown in Table 2, the treatment service type for encounters in the form of CPT or HCPCS codes differed significantly within the 2 treatment cohorts between time periods. Within the telehealth cohort, from the pre-PHE period to the PHE period, the percent of encounters involving HCPCS codes for alcohol, drug, and medication-assisted therapy increased substantially from 1% (22/2352) to 11% (1470/13,387; P<.001) as did the percent of encounters involving 60-minute psychotherapy, which increased from 8% (190/2352) to 14% (1802/13,387; P<.001), while the percent of encounters involving health and behavior interviews decreased from 8% (197/2352) to 0.2% (25/13,387; P<.001). Within the in-person cohort, from the pre-PHE period to the PHE period, the percent of encounters involving HCPCS codes for alcohol, drug, and medication-assisted therapy increased substantially from 0% (0/4249) to 16% (2687/17,047; P<.001) while the percent of encounters involving group therapy decreased from 12% (502/4249) to 4% (739/17,047; P<.001).

As shown in Table 3, the clinician type for encounters significantly differed between time periods within the 2 treatment cohorts. From the pre-PHE period to the PHE period, within the telehealth cohort, encounters involving licensed or provisionally licensed counselors increased from 22% (508/2353) to 27% (3674/13,387; P<.001) and from 12% (293/2353) to 15% (2040/13,387; P<.001) for clinical psychologists, while the percent of encounters involving clinical social workers decreased from 32% (783/2352) to 22% (2913/13,387; P<.001) and from 18% (416/2352) to 9% (1209/13,387; P<.001) for psychiatric and mental health advanced practice providers. From the pre-PHE period to the PHE period within the in-person cohort, encounters involving licensed or provisionally licensed professional counselors increased from 0% (0/4249) to 11% (1881/17,047; P<.001), from 2% (88/4249) to 11% (1797/17,047; P<.001) for clinical psychologists, and from 7% (299/4249) to 9% (1477/17,047; P<.001) for psychiatrists and other physicians. At the same time, the percent of encounters involving clinical social workers decreased substantially from 86% (3649/4249) to 55% (9313/17,047; P<.001) from the pre-PHE period to the PHE period. In both cohorts, the percent of unknown clinician type was almost 0% (16/6601) in the pre-PHE period but exceeded 10% (3215/30,434) in the PHE period (P<.001).
Table 1. Frequencies and percentages of encounters with each diagnostic category for the 2 treatment cohorts by time period. Categories with low n (ie, less than 3%) have been combined in to “Other mental health primary diagnoses.”

<table>
<thead>
<tr>
<th>Patient diagnostic category</th>
<th>Telehealth cohort</th>
<th>In-person cohort</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-PHE, n (%)</td>
<td>PHE, n (%)</td>
</tr>
<tr>
<td>In-person cohort</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-PHE, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety, dissociative, stress-related, somatoform, and other nonpsychotic mental disorders (F40-F48)</td>
<td>698 (29.7)</td>
<td>4632 (34.6)</td>
</tr>
<tr>
<td>Mood (affective) disorders (F30-F39)</td>
<td>686 (29.2)</td>
<td>4028 (30.1)</td>
</tr>
<tr>
<td>Mental and behavioral disorders due to psychoactive substance use (F10-F19)</td>
<td>405 (17.2)</td>
<td>2374 (17.7)</td>
</tr>
<tr>
<td>Behavioral and emotional disorders with onset usually occurring in childhood and adolescence (F90-F98)</td>
<td>152 (6.5)</td>
<td>941 (7)</td>
</tr>
<tr>
<td>Other mental health primary diagnoses</td>
<td>58 (2.5)</td>
<td>115 (4.8)</td>
</tr>
<tr>
<td>Nonmental health primary diagnosis</td>
<td>353 (15)</td>
<td>763 (5.7)</td>
</tr>
<tr>
<td></td>
<td>90832 Individual psychotherapy (30 min)</td>
<td>90834 Individual psychotherapy (45 min)</td>
</tr>
<tr>
<td></td>
<td>233 (9.9)</td>
<td>1478 (11)</td>
</tr>
<tr>
<td></td>
<td>478 (20.3)</td>
<td>2371 (17.7)</td>
</tr>
<tr>
<td></td>
<td>190 (8.1)</td>
<td>1802 (13.5)</td>
</tr>
<tr>
<td></td>
<td>129 (5.5)</td>
<td>720 (5.4)</td>
</tr>
<tr>
<td></td>
<td>314 (13.3)</td>
<td>1458 (10.9)</td>
</tr>
<tr>
<td></td>
<td>197 (8.4)</td>
<td>25 (0.2)</td>
</tr>
<tr>
<td></td>
<td>341 (14.5)</td>
<td>240 (15.2)</td>
</tr>
<tr>
<td></td>
<td>22 (0.9)</td>
<td>1470 (11)</td>
</tr>
<tr>
<td></td>
<td>448 (19.1)</td>
<td>4063 (15.1)</td>
</tr>
<tr>
<td>PHE: public health emergency.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Frequencies and percentages of encounters with each treatment service type for the 2 treatment cohorts by time period. Categories with low n (ie, less than 2%) have been combined into the “Other” category.

<table>
<thead>
<tr>
<th>Treatment service type</th>
<th>Telehealth cohort</th>
<th>In-person cohort</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-PHE, n (%)</td>
<td>PHE, n (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-PHE, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health and behavior intervention</td>
<td>197 (8.4)</td>
<td>25 (0.2)</td>
</tr>
<tr>
<td>Psychiatric diagnostic evaluation</td>
<td>341 (14.5)</td>
<td>240 (15.2)</td>
</tr>
<tr>
<td>HCPCS codes for alcohol, drug therapy</td>
<td>22 (0.9)</td>
<td>1470 (11)</td>
</tr>
<tr>
<td>Other</td>
<td>448 (19.1)</td>
<td>4063 (15.1)</td>
</tr>
<tr>
<td>PHE: public health emergency.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCPCS: Health Common Procedure Coding System.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Frequencies and percentages of encounters with each clinician type for the 2 treatment cohorts by time period. Categories with a low n have been combined into the “Other” category.

<table>
<thead>
<tr>
<th>Clinician type</th>
<th>Telehealth cohort</th>
<th>In-person cohort</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-PHE, n (%)</td>
<td>PHE, n (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-PHE, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical social worker</td>
<td>783 (32)</td>
<td>2913 (21.8)</td>
</tr>
<tr>
<td>Licensed or provisionally licensed counselor</td>
<td>508 (21.6)</td>
<td>3674 (27.4)</td>
</tr>
<tr>
<td>Clinical psychologist</td>
<td>293 (12.5)</td>
<td>2040 (15.2)</td>
</tr>
<tr>
<td>Psychiatrist and other physician</td>
<td>294 (12.5)</td>
<td>1815 (13.6)</td>
</tr>
<tr>
<td>Psychiatric and mental health advanced practice provider</td>
<td>416 (17.7)</td>
<td>1209 (9)</td>
</tr>
<tr>
<td>Other</td>
<td>72 (3.1)</td>
<td>250 (1.9)</td>
</tr>
<tr>
<td>Unknown</td>
<td>16 (0.7)</td>
<td>1486 (11.1)</td>
</tr>
<tr>
<td>PHE: public health emergency.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aPHE: public health emergency.
Discussion

Overview

Behavioral health concerns rose rapidly once the COVID-19 pandemic occurred [7-9]. How behavioral health interventions adjusted to meet this rising need is important to understand. The current pooled data across behavioral health services in 95 rural communities identified multiple changes from the pre-PHE time period to the PHE time period for both the telehealth and in-person cohorts, and these changes included both patient characteristics and treatment processes. In particular, from the pre-PHE period to the PHE period, the telehealth cohort encounters involving anxiety, dissociative, and stress-related disorders increased from 30% (698/2352) to 35% (4632/12,853), and in-person cohort encounters involving substance use disorders increased from 11% (468/4249) to 18% (3048/17,047). Associated with these changes, from the pre-PHE period to the PHE period, telehealth cohort encounters involving treatment service codes for alcohol, drug, and medication-assisted therapy increased from 1% (22/2352) to 11% (1470/13,837), and the in-person cohort increased from 0% (0/4249) to 16% (2687/17,047). The changes observed from the pre-PHE to the PHE period were likely influenced by an interaction of patient, provider, setting, and intervention factors in these nonrandomized cohorts as usual-care approaches adjusted to the COVID-19 pandemic.

A large component of the differences between time periods was due to differences in the patient diagnosis recorded at each encounter. These increases in anxiety, dissociative, stress-related disorders, and substance use disorders are consistent with those found in population studies during the COVID-19 pandemic [16] and have been attributed to pandemic stressors impacting communities as a whole [16,17], as well as the potential psychiatric impacts associated with COVID-19 illness [18,19].

In responding to these changes in patient diagnostic category across time periods, the data indicate that behavioral health clinicians adjusted the treatment service type (in the form of CPT or HCPCS codes) for encounters within both treatment cohorts. Within both the telehealth and in-person cohorts, the percent of encounters involving HCPCS codes for alcohol, drug, and medication-assisted therapy increased substantially. Another change in service that was noted from the pre-PHE to the PHE period was that the telehealth cohort encounters involving 60-minute psychotherapy increased from 8% (190/2352) to 14% (1802/13,837), while in-person cohort encounters involving group therapy decreased from 12% (502/4249) to 4% (739/17,047). The decrease in group therapy is not surprising given that the PHE prompted providers and patients to consider treatment options that met the requirements for social distancing [2,21]. Previous studies have reported that a majority of mental health practitioners reported at least one practice adjustment during the PHE, such as providing additional therapeutic services [22] and that both the process and content of therapy often changed [23]. Changes in the service type likely resulted from a mix of other factors, including patient availability and preferences, changed provider preferences, and changed provider schedules or demands during the pandemic [24,25].

Analyses indicated that the provider type differed between time periods within the 2 treatment cohorts. Within both cohorts, the percent of encounters involving licensed or provisionally licensed professional counselors, clinical psychologists, and clinicians of unknown type increased from the pre-PHE period to the PHE period. The changes in clinician type providing services during the PHE may have resulted from changes by the Centers for Medicare and Medicaid Services and provisions of the US Coronavirus Aid, Relief, and Economic Security Act emergency policies that included authorization for multiple types of clinicians to offer telehealth services, allowance for clinicians to serve out-of-state patients, and improved provider payments for telehealth [1]. Another factor that may have been involved was the need for health systems to adapt to increased patient demand while their workforce needed to adjust to a changing work environment, including more providers delivering telehealth from their home-based rather than office-based settings [26-28].

Previous COVID-19 studies have described how various health systems and clinics-initiated telehealth services for the first time. But the literature on the pandemic has lacked information on the changes in existing behavioral health services regarding adjustments to provider type and services to meet the increased demand and changing patient needs triggered by the pandemic. These findings help to fill that gap by describing how experienced telehealth grantees adjusted their existing services to meet the changing needs presented by the pandemic. How service providers responded to this emergency situation and changing patient diagnoses involved adjustments in the types of clinicians providing treatment and the types of therapy services provided. We hypothesized that patients would show increases in certain psychiatric conditions during the pandemic, and the findings supported this hypothesis. We also hypothesized that treatment types by behavioral health providers would have adjusted accordingly to meet the needs of the changing patient population, and analyses supported that hypothesis along with describing changes in clinician type. To our knowledge, these changes for both telehealth and in-person behavioral health services have not been previously reported. In addition, much of the literature on pandemic changes focuses on urban settings, and this analysis contributes to the sparse literature on rural behavioral health care.

Looking forward, the conclusion of the PHE will provide an opportunity to examine changes as regulations and policies affecting behavioral telehealth either remain in place or return to prepandemic status. Understanding patterns in patient and treatment characteristics could benefit from future research that uses a national set of claims data to examine changes related to the pandemic. As data sets become available, Medicare claims data can be used to examine changing patterns in older populations, but employer-based and Medicaid claims data will be important for elucidating changes affecting younger populations. Also, future research is needed to explicate the interaction of patient, provider, setting, and intervention factors that influenced the patterns observed as a result of the COVID-19 pandemic.
Limitations

Limitations to the study include the use of convenience samples, which may have introduced multiple biases, including treatment selection biases. In addition, the percentages of unknown clinician types increased during the PHE, which raises uncertainty about changes in those characteristics. Likewise, data are not available on organization changes that might have happened before and after the pandemic including possible changes in health plan contracts. Furthermore, external validity may be limited given the focus on rural patient populations with chronic shortages of behavioral health providers and services. Moreover, the data were limited to a diverse group of grantees as opposed to the general population, and the results reflected averaged changes that likely varied among grantees and treatment sites. Factors beyond the pandemic, such as Medicaid expansion in some states [29], potentially impacted changes in coverage and use. When examining changes from pre-PHE to PHE time periods, it will be important to further differentiate these policy-related effects.

Conclusions

This study pooled data across 17 behavioral health care systems, all of which had established in-person and telehealth services. Comparisons from the pre-PHE period to the PHE period indicated that patient diagnoses, treatment service type, and clinician type all changed in both the telehealth cohort and the in-person cohort.
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Abstract
Background: Cross-sectional relationships between psychosocial resilience factors (RFs) and resilience, operationalized as the outcome of low mental health reactivity to stressor exposure (low “stressor reactivity” [SR]), were reported during the first wave of the COVID-19 pandemic in 2020.

Objective: Extending these findings, we here examined prospective relationships and weekly dynamics between the same RFs and SR in a longitudinal sample during the aftermath of the first wave in several European countries.

Methods: Over 5 weeks of app-based assessments, participants reported weekly stressor exposure, mental health problems, RFs, and demographic data in 1 of 6 different languages. As (partly) preregistered, hypotheses were tested cross-sectionally at baseline (N=558), and longitudinally (n=200), using mixed effects models and mediation analyses.

Results: RFs at baseline, including positive appraisal style (PAS), optimism (OPT), general self-efficacy (GSE), perceived good stress recovery (REC), and perceived social support (PSS), were negatively associated with SR scores, not only cross-sectionally (baseline SR scores; all P<.001) but also prospectively (average SR scores across subsequent weeks; positive appraisal (PA), P=.008; OPT, P=.001; GSE, P=.01; REC, P=.001; and PSS, P=.002). In both associations, PSS mediated the effects of PSS on SR (cross-sectionally: 95% CI –0.064 to –0.013; prospectively: 95% CI –0.074 to –0.0008). In the analyses of weekly RF-SR dynamics, the RFs PA of stressors generally and specifically related to the COVID-19 pandemic, and GSE were negatively associated with SR in a contemporaneous fashion (PA, P<.001; PAC, P=.03; and GSE, P<.001), but not in a lagged fashion (PA, P=.36; PAC, P=.52; and GSE, P=.06).

Conclusions: We identified psychological RFs that prospectively predict resilience and cofluctuate with weekly SR within individuals. These prospective results endorse that the previously reported RF-SR associations do not exclusively reflect mood congruency or other temporal bias effects. We further confirm the important role of PA in resilience.

(JMIR Ment Health 2023;10:e46518) doi:10.2196/46518
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Introduction

Background

Outcome-based resilience refers to the maintenance or quick recovery of mental health despite exposure to adversity, presumably resulting from a dynamic process of adaptation [1]. While resilience has been primarily studied in the context of natural disasters, accidents, terror attacks, and other potentially traumatizing events [1-3], the outbreak of the COVID-19 pandemic in 2020 has brought up new types and levels of stressors that have impacted a vast majority of the global population. This is illustrated by the surge in stress-related mental disorders such as depression and anxiety during the pandemic [4]. In particular, people without mental health disorders before the pandemic exhibited significant increases in symptoms during the crisis compared with those who were already affected by a mental disorder [5]. Since 2021, the focus on the COVID-19 pandemic has shifted, and both media coverage and national policy responses have decreased substantially [6,7]. However, this study provides information on predictors, processes, and potential intervention targets for strategies to promote mental resilience, not only during the COVID-19 pandemic [1,8] but also in anticipation of increasingly frequent future global stressors [9].

Many studies worldwide have addressed questions of mental resilience during the COVID-19 pandemic via online surveys, conducted in China and other Asian countries [10-16], Iraq [17], Turkey [18,19], Israel [20], European countries [21-28], the United States [29-31], and Canada [32]. Increased levels of depressive symptoms and anxiety were frequently reported compared with population norms, while higher scores on trait resilience measures, behavioral coping (BC) strategies, and social support were cross-sectionally associated with lower symptoms of distress or better mental health. However, with the exception of our previous cross-sectional survey study “DynaCORE-C” (DynaMORE cross-sectional study on psychological resilience to the mental health consequences of the COVID-19 pandemic) [27], none of these studies considered individual-level stressor exposure, which is crucial for operationalizing resilience as the ability to maintain mental health despite exposure to such stressors [33,34].

In DynaCORE-C [27], we used a residualization approach [34-36], regressing internalizing mental health problems, retrospectively reported for a past 2-week time window, onto stressor exposure during that same time window. Using this method, individuals with a negative regression residual (a negative stressor reactivity [SR] score) can be seen as showing lower-than-expected symptom severity given their level of stressor exposure (ie, an indication of higher resilience), while individuals with positive residuals (positive SR score) show higher-than-expected stressor-related symptom severity (ie, an indication of lower resilience). This approach addresses the issue that individuals may well exhibit different degrees of mental health impairments in the COVID-19 pandemic; however, these differences may also be trivially explained by varying degrees of adversity experienced by the individuals rather than differences in their resilience capacities.

Positive Appraisal

Using this methodology, DynaCORE-C tested predictions put forth by the Positive Appraisal Style Theory of Resilience (PASTOR) [33]. According to PASTOR, individuals with a positive appraisal style (PAS) generally tend to set values for stressors, which they attribute to potential threats to their goals and needs, at levels that realistically reflect the threat. In some
cases, they may even slightly underestimate the threat on key appraisal dimensions such as threat magnitude or cost, threat probability, and coping potential. Positive appraisers typically avoid catastrophizing on the magnitude/cost dimension, pessimism on the probability dimension, and helplessness on the coping dimension. However, they also tend not to generate unrealistically positive (delusional) threat perceptions, which could lead to trivialization, blind optimism (OPT), or overconfidence. As a result, their average stress reactions tend to be optimally regulated, in the sense that positive appraisers are well adept at generating stress reactions when necessary while also avoiding the unnecessary expenditure of resources, such as overly strong, prolonged, or repeated stress responses. This gives them enough time for recovery, resource rebuilding, and exploration and limits deleterious allostatic load effects and resource depletion as much as possible.

The DynaCORE-C study found a self-report measure of PAS [27], along with the related constructs OPT and self-efficacy, to be positively associated with resilience (as approximated by a negative cross-sectional SR score). In addition to these measures of habitual appraisal styles, situational positive appraisal (PA), specifically related to the COVID-19 pandemic, was associated with resilience.

Another claim of PASTOR is that the effects of other social, biological, and psychological resilience factors (RFs) on outcome-based resilience are mediated by PAS, that is, RFs other than PAS are only beneficial for resilience to the extent that they shape someone’s appraisal style toward the positive [33,37]. For instance, certain genetic or biological factors may render the brain circuits mediating PA and reappraisal processes more effective; spirituality may help find meaning in hardships; or trust in one’s social networks may allow one to perceive many stressors as manageable.

In this regard, DynaCORE-C observed that the effects of perceived social support (PSS) were mediated by PAS [27]. Finally, DynaCORE-C found a weak cross-sectional association between BC style and resilience; additionally, it confirmed the well-known role of neuroticism (NEU) as a negative RF (ie, risk factor) [27].

These RF-SR associations from the cross-sectional DynaCORE-C study would be substantiated if one could show that (1) RFs also prospectively predict SR, ideally over an extended time window; and that (2) fluctuations in RFs are accompanied by fluctuations in SR, contemporaneously or prospectively (ie, with a time lag). Prospective associations, in particular, would help control for mood congruency or other state-dependent effects that may have exaggerated the previously reported cross-sectional associations [27].

Current Study
To achieve this, we conducted a longitudinal study (DynaCORE-L or DynaMORE longitudinal study on psychological resilience to the mental health consequences of the COVID-19 pandemic) with repeated weekly measures of above RFs and of stressor exposure and mental health (to repeatedly calculate SR) over 5 consecutive weeks (Figure 1).

With this approach, we addressed the following 5 sets of hypotheses (H):

First (H1), we aimed to replicate the associations of RFs and SR found in DynaCORE-C [27] using the cross-sectional data assessed at baseline.

Second (H2), we aimed to extend the cross-sectional DynaCORE-C findings [27] by exploring whether RFs at baseline prospectively predict resilience, as approximated by the average SR score over all follow-up time points.

Third (H3), we investigated the relation between RFs and SR scores within individuals longitudinally across weekly time points, predicting contemporaneous cofluctuations.

Fourth (H4), in our primary hypothesis, we aimed to investigate the temporal dynamics of RFs and SR scores, namely, whether the use of RFs is prospectively associated with the SR score assessed 1 week later (lagged association).

For all analyses, we hypothesized negative associations between RFs and SR (except NEU). In line with PASTOR [33] and previous results [27], we further hypothesized that the statistical effect of PSS on SR is positively mediated by PA. The mediation hypothesis was tested for each type of association, that is, cross-sectional (H1MED), prospective (H5MED), contemporaneous (H3MED), and lagged (H4MED).

Fifth (H5), and based on the consideration that the experience of stressors may compromise or, as in the phenomenon of stress inoculation [38-40], potentially also strengthen RFs, we longitudinally investigated stressor exposure–dependent fluctuations in the RFs measured in the subsequent week, hypothesizing that stressor exposure would be associated either negatively or positively with RFs in a time-lagged fashion.

All hypotheses, except H2, were preregistered at the Center for Open Science (OSF) registries [41]. For simplification and better explanation of concepts, we changed the numbering of hypotheses relative to the preregistration.
Figure 1. Study design and hypotheses. To test the described hypotheses, the variables of interest were assessed at baseline (BL) and at 5 weekly follow-ups. The arrows indicate the hypothesized directions of statistical effects between the variables. At BL, resilience factors (RFs) were mostly assessed as general styles (subscript S) or traits (subscript T), while at the follow-ups, RFs were assessed as weekly modes (subscript M), that is, how frequent or extensively a certain RF was expressed during the preceding week. For each RF assessed as mode, an average weekly mode was also calculated, as the mean value across time points. Abbreviations: PA\textsubscript{S}: positive appraisal style; OPT\textsubscript{T}: optimism (trait); REC\textsubscript{S}: perceived good stress recovery (style); PSS\textsubscript{S}: perceived social support (style); CSS\textsubscript{M}: perceived change in social support during the COVID-19 pandemic (mode); BC\textsubscript{S}: behavioral coping style; NEU\textsubscript{T}: neuroticism (trait); PAC\textsubscript{M}: positive appraisal specifically of the COVID-19 pandemic (mode); GSE\textsubscript{M}: general self-efficacy (mode); PSS\textsubscript{M}: perceived social support (mode); PA\textsubscript{M}: positive appraisal (mode); BC\textsubscript{M}: behavioral coping (mode); SR: stressor reactivity.

Methods

Sample
Participants were recruited by snowball sampling via social media and mailing lists. The only inclusion criterion was a minimum age of 18 years. Data were collected across 6 time points per participant, comprising 1 baseline questionnaire and 5 weekly follow-ups (Figure 1). Data collection took place between April 17 and August 10, 2020.

Ethical Considerations
Participants were not financially reimbursed, but those who completed all assessments were included in a raffle to win an Amazon voucher worth €100 (US $90). Data collection was pseudonymous and informed consent was given electronically via the smartphone app m-Path [42]. The study was approved by the Ethics Committee of the State Medical Board of Rhineland-Palatinate, Mainz, Germany (2020-14967) and was conducted in accordance with the Declaration of Helsinki.

A total of 576 participants aged 18 years and above (mean age 31.7 years, SD 12.1 years, range 18-71 years, of which n=438 [76.1%] female) enrolled in the study, of which 210 participants (mean age 33.8 years, SD 13.3 years, range 18-68 years, of which n=160 [76.2%] female) completed at least four follow-up questionnaires. Follow-ups that were less than 5 or more than 9 days apart from the previous sampling time point were excluded from analysis, thus allowing a deviation of up to 2 days before and after the intended follow-up time point. Participants who answered less than 4 follow-up questionnaires or did not complete the baseline questionnaire were excluded from the longitudinal sample. We further excluded participants who reported demographic characteristics with exceptionally low frequencies compared with the rest of the sample, to prevent a statistically unreliable selection of covariates. After data cleaning, 558 participants were finally included in the cross-sectional (H\textsubscript{1}) and 200 participants in the longitudinal (H\textsubscript{2}-H\textsubscript{5}) analyses.
Measured Variables

Overview
An overview of the items and inventories used for the measured variables is provided in Table S1 in Multimedia Appendix 1.

Demographic and Physical Health Variables
Demographic variables assessed at baseline included age and gender, as well as geographic, educational, and social variables. Health status variables were current or previous mental health diagnoses, as well as COVID-19 risk and infection status.

Resilience Factors
To be able to address the potentially dynamic associations of RFs with SR over time, RFs were assessed on 2 different timescales: typical characteristics (RF styles) and current modes (RF modes). At baseline, most RF questions asked about the participant’s typical or usual behavior. They presumably reflect properties or qualities that are relatively durably associated with a person or constitute a typical way or tendency in which a person reacts to life experiences, but may still gradually change over time, for instance, through learning experiences and environmental changes. To demarcate these RFs from more trait-like RFs, we termed them “styles;” in keeping with [33], and denoted them with the subscript S. Compared with traits, which are here denoted with the subscript T, styles are more likely to show adaptation over time and can be hypothesized as the basis for allostatic resilience processes [34]. Next to styles, at the weekly follow-ups, these same RFs were assessed as “modes” (denoted with the subscript M). With this new measurement approach, we assessed to what extent a particular RF was used or experienced in a given week. Complementary to RF style measures, RF mode measures may be more sensitive to changes in the strength of an RF, which would not become apparent from inquiring about typical or usual behavior. Thereby, repeated RF mode assessments allow for examining how an RF potentially is associated with SR in a shorter time frame.

RFs were PA [27,43,44], PA specifically of the COVID-19 pandemic (PAC) [27], OPT, general self-efficacy (GSE) [45], perceived good stress recovery (REC) [46], PSS [47], perceived change in social support during the COVID-19 pandemic (CSS) [27], and BC [27,43], complemented by NEU as a negative RF, or risk factor [48]. PA, PSS, and BC were assessed as both styles (at baseline: PAM, PSSM, and BCM, respectively) and weekly modes (at follow-ups: PAM, PSSM, and BCM, respectively). PAM and GSE were assessed as weekly modes only (at both baseline and follow-ups). OPT T, REC S, CSS M, and NEU were assessed as personality traits/general styles/weekly modes at baseline only (Figure 1).

Stressor Exposure
Participants reported the occurrence and severity of 11 general and 29 COVID-19 pandemic–specific stressors within the last 14 (baseline) or 7 days (follow-ups) on a 6-point scale ranging from 0 (did not happen) via 1 (not at all burdensome) to 5 (very burdensome). As in DynaCORE-C [27], E (ie, stressor exposure) was calculated as the total sum of all severity ratings.

Mental Health Problems
Internalizing symptoms were assessed for the past 14 days (baseline) or 7 days (follow-ups) using the 12-item General Health Questionnaire (GHQ-12) [49] total sum score.

Stressor Reactivity and Resilience
The SR score was computed as the residual of an individual’s P score on the sample’s E-P regression line [43]. E-P lines were fitted separately for the cross-sectional and longitudinal samples. For the cross-sectional analysis (H1), the E-P regression line was fitted over all 558 participants who completed the baseline questionnaire (similar to DynaCORE-C [27]). For the longitudinal analyses (H2-H3), the E-P line was fitted over all 200 participants who were included in the longitudinal analysis and over all time points, using a mixed effects model with random slopes and intercepts for participants. To reduce bias in the SR score introduced by outliers, Mahalanobis distance [50] was used for outlier detection for the E-P distribution. Cases with a chi-square value corresponding to P<.001 were excluded from the analysis. The E-P regression line was then determined by the fixed effects estimates of the slope and intercept, providing an estimate of normative SR in the sample over the whole observation period. Adding a second-order polynomial term did not improve model fit either in the cross-sectional or in the longitudinal sample (F1,555=3.35, P=.07 and χ2=0.88, P=.35, respectively, when comparing the model fit with and without the polynomial term). Subsequently, individual SR scores per time point were determined as residuals of individual P scores on the linear E-P line, by entering participants’ P and E scores from the respective week into the normative E-P line equation. SR scores were calculated separately for the cross-sectional and longitudinal samples.

Covariate Selection
In all models, age, gender, and survey language were included as covariates. Further covariates were selected based on their estimated effect on SR, which was assessed using univariate regression analyses separately for the cross-sectional and longitudinal samples. Variables surviving a likelihood ratio test at P<.2 were included in statistical analyses. The key covariates selected in both samples were education, general health, previous or current mental health diagnosis, belonging to a risk group, and opinion about the authorities’ measures to curtail the spread of the virus (for further details, see section 1.2 in Multimedia Appendix 1).

Statistical Analyses
The cross-sectional sample (N=558) was used to replicate the multiple regression and mediation results from the DynaCORE-C study [27] (H1, H1_MED) using the same analysis procedure (see section 1.3.1 in Multimedia Appendix 1). Separate multiple regression analyses were performed to assess the effects of each baseline RF style on the baseline SR score. Each model included the selected covariates (see Table S2 in Multimedia Appendix 1). Mediation analyses were conducted following the Baron and Kenny approach [51] and indirect paths were determined with the distribution-of-the-product method.
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The prospective association between baseline RF styles and the average weekly SR score (H2) as well as the corresponding mediation (H2,Med) was calculated analogously, yet in the longitudinal sample (n=200).

All dynamic hypotheses (H3-H5) were tested in the longitudinal sample (n=200) by linear mixed model analyses (see sections 1.3.3-1.3.5 in Multimedia Appendix 1), using the lme4 package [52] in R (version 4.0.4; R Core Team). Each model included the selected covariates (see Table S3 in Multimedia Appendix 1) as well as the participant-level mean of the independent variable (for details, see section 1.2 in Multimedia Appendix 1). Random intercepts were assumed for each participant, and random slopes were fitted for the demeaned time-varying independent variable. To test model assumptions, visual checks of residual distributions were performed (see section 2.4.5 in Multimedia Appendix 1).

As preregistered and for consistency, an α level of P<.05, 2-tailed, was used for all analyses, including the directional tests. To correct for multiple testing, a Bonferroni correction was applied to the analyses addressing our primary hypotheses about the time-lagged effects of PA (H4: PA_M and PAC_M). These hypotheses were considered significant when passing the adjusted α level (Pcor) <(.05/2)=.025. All reported β estimates are standardized.

Any time-lagged model that revealed significant associations was followed up with an analysis of the association between the independent variable and the change in the dependent variable. For example, in the hypothetical association between any RF (time t) and the lagged SR (t+1), the SR at time t would be added as an additional predictor to the model. To this end, the model would account for the variance shared with the previous measurement (t) of the dependent variable.

Finally, all analyses were repeated for participants in the top 2 tertiles (368/558, 65.9%, for the cross-sectional sample and 132/200, 66%, for the longitudinal sample) of stressor exposure (mean E counts over the observation period), to make sure that our results also apply when excluding participants with low stressor exposure.

**Results**

**Sample Characteristics**

Demographic characteristics of the cross-sectional baseline sample after exclusions (N=558) are provided in Table 1 and Tables S4-S6 in Multimedia Appendix 1. In this sample used for the cross-sectional replication analyses (hypothesis H1), the most frequently reported stressors were COVID-19–related media coverage (547/558, 98%), not being able to carry out leisure activities (535/558, 95.8%), and loss of social contact (522/558, 93.5%). On average, the most severely rated stressors were the inability to attend the funeral of a loved one (mean severity 4.03), the death of a loved one (mean severity 3.87), and the inability to return to the country one lives (mean severity 3.65). See Table S7 in Multimedia Appendix 1 for frequencies and severity ratings of all stressors. Participants who reported a past or present psychiatric diagnosis had significantly higher SR scores (mean 0.29, SD 1.01) than those who did not (mean –0.15, SD 0.97, t556=-4.92; P<.001).

Baseline characteristics of the longitudinal sample (n=200) used for all other analyses (hypotheses H2-H5) are provided in Table 2. Baseline characteristics of the baseline and longitudinal samples demonstrate notable similarities. Further details, including E, P, SR, and RFs per time point, are given in Tables S8-S10 in Multimedia Appendix 1. Frequencies and severity ratings of all stressors are provided in Table S11 in Multimedia Appendix 1.
Table 1. Characteristics of the cross-sectional sample, assessed at baseline.a

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values (N=558)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>128 (22.9)</td>
</tr>
<tr>
<td>Female</td>
<td>430 (77.1)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>31.6 (12.1)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>27.0 (18.0-71.0)</td>
</tr>
<tr>
<td><strong>Response language, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>84 (15.1)</td>
</tr>
<tr>
<td>English</td>
<td>21 (3.8)</td>
</tr>
<tr>
<td>German</td>
<td>362 (64.9)</td>
</tr>
<tr>
<td>Hebrew</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Italian</td>
<td>38 (6.8)</td>
</tr>
<tr>
<td>Polish</td>
<td>53 (9.5)</td>
</tr>
<tr>
<td><strong>Education (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>17.5 (3.31)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>17.0 (8.00-33.0)</td>
</tr>
<tr>
<td>Missing, n (%)</td>
<td>88 (15.8)</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married, in a domestic partnership, or in a civil union</td>
<td>120 (21.5)</td>
</tr>
<tr>
<td>In a steady relationship</td>
<td>211 (37.8)</td>
</tr>
<tr>
<td>Widowed</td>
<td>3 (0.5)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>18 (3.2)</td>
</tr>
<tr>
<td>Single</td>
<td>196 (35.1)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (1.8)</td>
</tr>
<tr>
<td><strong>Good general health (self-report, 1-5)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.47 (0.991)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>2.00 (1.00-5.00)</td>
</tr>
<tr>
<td><strong>Diagnosed mental health condition (ever), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>374 (67.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>184 (33.0)</td>
</tr>
<tr>
<td><strong>Belong to a risk group, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>435 (78.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>50 (9.0)</td>
</tr>
<tr>
<td>Not sure</td>
<td>73 (13.1)</td>
</tr>
<tr>
<td><strong>Agreement with authorities’ measures (self-report, 1-5)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.00 (0.985)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>4.00 (1.00-5.00)</td>
</tr>
</tbody>
</table>

aThe sample was used for the cross-sectional replication analyses (hypothesis H1).
Table 2. Characteristics of the longitudinal sample, assessed at baseline.\(^a\)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values (N=200)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>43 (21.5)</td>
</tr>
<tr>
<td>Female</td>
<td>157 (78.5)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>33.9 (13.3)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>28.0 (18.0-68.0)</td>
</tr>
<tr>
<td><strong>Response language, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>29 (14.5)</td>
</tr>
<tr>
<td>English</td>
<td>9 (4.5)</td>
</tr>
<tr>
<td>German</td>
<td>122 (61.0)</td>
</tr>
<tr>
<td>Hebrew</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Italian</td>
<td>17 (8.5)</td>
</tr>
<tr>
<td>Polish</td>
<td>23 (11.5)</td>
</tr>
<tr>
<td><strong>Education (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>17.9 (3.20)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>18.0 (12.0-30.0)</td>
</tr>
<tr>
<td>Missing, n (%)</td>
<td>26 (13.0)</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married, in a domestic partnership or civil union</td>
<td>43 (21.5)</td>
</tr>
<tr>
<td>In a steady relationship</td>
<td>71 (35.5)</td>
</tr>
<tr>
<td>Widowed</td>
<td>3 (1.5)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>10 (5.0)</td>
</tr>
<tr>
<td>Single</td>
<td>69 (34.5)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (2.0)</td>
</tr>
<tr>
<td><strong>Good general health (self-report, 1-5)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.42 (0.973)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>2.00 (1.00-5.00)</td>
</tr>
<tr>
<td><strong>Diagnosed mental health condition (ever), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>132 (66.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>68 (34.0)</td>
</tr>
<tr>
<td><strong>Belong to a risk group, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>152 (76.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>20 (10.0)</td>
</tr>
<tr>
<td>Not sure</td>
<td>28 (14.0)</td>
</tr>
<tr>
<td><strong>Agreement with authorities’ measures (self-report, 1-5)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.04 (0.994)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>4.00 (1.00-5.00)</td>
</tr>
</tbody>
</table>

\(^a\)This sample is a subset of the cross-sectional sample and was used for longitudinal analyses (H\(_2\)-H\(_3\)).
Cross-Sectional RF-SR Associations and Mediations (H1 and H1_MED)

After controlling for the selected covariates, directed hypotheses were confirmed for most baseline RFs (negative cross-sectional association with baseline SR: PA_S, PAC_M, OPT_T, GSE_M, REC_S, PSS_S; positive association: NEU_T; all $P<.001$), but not for BC_S ($P=.13$) or CSS_M ($P=.66$; see Figure 2 and Table S12 in Multimedia Appendix 1). Additionally, we replicated the reported positive mediation of the effect of PSS_S on SR by PA_S [27] (indirect effect estimate: $-0.035$, 95% CI $-0.064$ to $-0.013$) at baseline.

Figure 2. Association of baseline resilience factors (RFs) with stressor reactivity (SR). The $\beta$ coefficients show associations from separate multiple regression analyses for each baseline RF with baseline SR (testing hypothesis H1: cross-sectional association) and average SR across the weekly longitudinal follow-ups (testing H2: prospective prediction). Negative associations suggest that factors contribute to dampening mental health reactivity to stressor exposure, that is, they promote resilience. Error bars depict 95% CIs. Abbreviations: PA_S: positive appraisal style; PAC_M: positive appraisal specifically of the COVID-19 pandemic (mode); OPT_T: optimism (trait); GSE_M: general self-efficacy (mode); REC_S: perceived good stress recovery (style); PSS_S: perceived social support (style); CSS_M: perceived change in social support during the COVID-19 pandemic (mode); BC_S: behavioral coping style; NEU_T: neuroticism (trait).

Prospective RF-SR Associations and Mediations (H2 and H2_MED)

After controlling for the selected covariates, prospective associations were found for most baseline RFs (negative: PA_S, $P=.008$; OPT_T, $P<.001$; GSE_M, $P=.01$; REC_S, $P<.001$; PSS_S, $P=.002$; positive: NEU_T, $P<.001$) with the average SR score across longitudinal follow-ups used as an approximation of outcome-based resilience in an extended time frame. No associations were found for PAC_M ($P=.18$), CSS_M ($P=.73$), and BC_S ($P=.22$; see Figure 2 and Table S13 in Multimedia Appendix 1). The mediation analyses suggest that baseline PA_S mediated the relationship between baseline PSS_S and future average SR (indirect effect estimate: $-0.030$, 95% CI $-0.074$ to $-0.0008$).

Contemporaneous RF-SR Associations and Mediations (H3 and H3_MED)

After controlling for the selected covariates and the respective average weekly RF mode (ie, participant-level mean), negative contemporaneous associations were found in the longitudinal data between the demeaned RFs (ie, within-participant mean centered; PA_M, $P<.001$; PAC_M, $P=.03$; and GSE_M, $P<.001$; see Figure 3 and Table S14 in Multimedia Appendix 1) and demeaned SR measured at the same weekly time points. No associations with SR were found for PSS_M ($P=.48$) and BC_M ($P=.45$). The hypothesized mediation effect of PSS_M on SR by PA_M was supported (indirect effect estimate $-0.010$, 95% CI $-0.0225$ to $-0.0004$).
In addition to the above described within-participant relationships, several between-participant relationships for the average weekly RF modes and SR were observed in the same models. Negative associations with SR were found for mean \( \text{PA}_M \) \((P=.02)\), \( \text{PAC}_M \) \((P=.03)\), \( \text{GSE}_M \) \((P<.001)\), and \( \text{PSS}_M \) \((P<.001; \text{see Table S14 in Multimedia Appendix 1})\). No associations were found for mean \( \text{BC}_M \) \((P=.78)\).

Intraclass correlation coefficients for each RF mode ranged between 0.64 and 0.85, indicating low within-participant variance across all time points. In line with the earlier reported cross-sectional relationships of RF styles and SR at baseline and the prospective prediction of average weekly SR by baseline RF styles, these results indicate that SR is negatively associated with relatively stable components within the RFs, even when they are assessed in a weekly mode format. 

**Lagged RF-SR Associations and Mediations (H4 and H4_MED)**

None of the demeaned weekly RF modes were associated with demeaned SR 1 week later in the time-lagged analyses \( \text{PA}_M, t-1, P=.36; \text{PAC}_M, t-1, P=.52; \text{GSE}_M, t-1, P=.06; \text{PSS}_M, t-1, P=.68; \text{BC}_M, t-1, P=.30; \text{see Figure 3 and Table S15 in Multimedia Appendix 1} \). In addition, mediation analyses did not support the hypothesized effect of \( \text{PSS}_M \) on SR by \( \text{PA}_M \) (indirect effect estimate: \(-0.004, 95\% \text{ CI } -0.0024 \text{ to } 0.0127\)).

**Lagged E-RF Associations (H5)**

After controlling for covariates and the average weekly stressor exposure \( E \), a positive association was found for demeaned weekly stressor exposure (time t) and BC mode \( (\text{BC}_M) \) 1 week later \((t+1; P=.01; \text{see Figure 4 and Table S16 in Multimedia Appendix 1})\), suggesting that high stressor severity might have led to more active coping behavior. However, the association did not remain significant when adding the \( \text{BC}_M \) variable at time t to the model to investigate how \( \text{BC}_M \) evolves \((P=.26; \text{see Table S17 in Multimedia Appendix 1})\). This indicates that although stressor exposure is associated with BC 1 week later, this lagged association does not survive when considering autoregressive trends in BC. We therefore refrain from discussing this result further.
Figure 4. Association of weekly measured stressor exposure (E) with weekly lagged resilience factors (RFs). The $\beta$ coefficients show associations from separate mixed effects analyses for each weekly measured E with RFs measured 1 week later (t+1) in the longitudinal follow-ups (testing H5: Lagged E-RF associations). Error bars depict 95% CIs. Abbreviations: PA$\text{M}$: positive appraisal (mode); PAC$\text{M}$: positive appraisal specifically of the COVID-19 pandemic (mode); GSE$\text{M}$: general self-efficacy (mode); PSS$\text{M}$: perceived social support (mode); BC$\text{M}$: behavioral coping (mode).

No associations were found for demeaned weekly stressor exposure (time t) and the other RFs 1 week later (t+1; PA$\text{M}$, $P=.05$; PAC$\text{M}$, $P=.88$; GSE$\text{M}$, $P=.72$; PSS$\text{M}$, $P=.41$).

Repeating all analyses with the 66% of participants (368/558, 65.9%, for the cross-sectional sample and 132/200, 66%, for the longitudinal sample) with the highest degree of stressor exposure (mean E over the whole time) revealed the same pattern of results (see section 2.5 in Multimedia Appendix 1). This indicates that our observations also hold when a more stringent criterion for the presence of adversity is applied [34].

Discussion

Principal Findings

In this study, we investigated the dynamic relationships of RFs and SR as an indicator of outcome-based resilience measured weekly over 5 weeks during the COVID-19 pandemic. We find that RFs prospectively predict SR across a time frame of weeks and co-fluctuate with SR contemporaneously, while week-to-week within-participant changes in the strength of RFs are not followed by lagged changes in SR scores. RFs exhibit pronounced temporal stability across weeks, such that a single baseline RF assessment of RF style sufficiently captures the between-participant RF variance that is relevant for an individual’s future SR in the time frame tested here. We confirm an important role of PA in resilience to the pandemic, in line with the previous proposals made in the DynaCORE-C study [27].

The Temporal Relationship of Stressors, Resilience Factors, and Stressor Reactivity

The extant cross-sectional findings were replicated here for 7 out of 9 RFs (H$_1$). For BC style (BC$\text{S}$), the estimated effect was similar in size and direction as in DynaCORE-C [27] but was only marginally significant, most likely due to the smaller sample size. For CSS$\text{M}$, the apparent absence of an association with the SR score may as well be linked to the time of data collection during the pandemic. While the DynaCORE-C study [27] ran between March and April 2020, a phase with wider restrictions in most countries, the present data set was acquired between April and August of that year, when restrictions were partially lifted and COVID-19 pandemic-specific changes in social support might have become less pronounced. Notwithstanding these limitations, the presence of significant negative associations of most RF styles with the SR score at baseline even in a sample almost 30 times smaller (DynaCORE-C [27]: N=15,970) further supports that these RFs may serve as protective factors against stress-related mental health problems in pandemics and comparable crises.

Being cross-sectional, these replication analyses cannot rule out mood congruency or other state-dependent effects, and they only employ a snapshot measure of SR across the past 2 weeks.
In H2, we investigated prospectively predictive associations of baseline RF styles with the average SR score across the 5 weeks of follow-ups. This time frame allows for detecting clinically relevant changes in mental health (most affective disorders have a time criterion of 2-4 weeks) and for relating them to temporally more extended stressor exposure, making the average SR score a more valid and robust approximation of resilience compared with the baseline snapshot. We observed significant negative associations for 6 out of 9 RF styles at baseline with the average SR score (PACM, CSSM, and BCs were not significant). All β estimates are fully standardized. A β of 0.25 for NEU (Figure 2), for example, thus means that scoring on baseline NEU 1 SD above the sample mean is associated with an increase in average SR by a quarter of an SD. These results not only support the validity of the hypothesized RFs but are also the first indication of their relative temporal stability, without which they would not be able to influence SR weeks later.

Further extending this, our contemporaneous within-participant analyses of the longitudinal data (H3) revealed negative associations between weekly RF modes and SR scores for PA, PACM, and GSE, but not for PSS and BC. Fluctuations in weekly modes of the former RFs are thus related to fluctuations of SR within individuals, suggesting that these RF measures capture a state-like element that is associated with SR on a weekly basis. Nevertheless, all RF modes showed intraclass correlation coefficient values of 0.65 and higher, indicating less within- compared with between-participant variance. Moreover, participants’ participant-level mean RF scores across time points were meaningfully related to their mean SR scores, indicating an important stable component, in addition to the fluctuating component expressed in the demeaned scores that were used for testing the contemporaneous effects.

Of note, the within-participant contemporaneous effects can still be explained based on mood congruency or other state dependency. Excluding such potential explanations motivated the analysis of time-lagged effects of RF modes on the SR score (H4), to investigate whether changes in RF modes might prospectively predict changes in SR in the next week. This was not confirmed. A probable reason for this could be the timescale we used. Although ecological momentary assessment studies detected lagged relationships on timescales in the magnitude of several hours [53,54], prospective associations between psychological styles or traits and mental health measures are typically observed within months or years [55]. In combination with the aforementioned relative temporal stability of RFs during our study time window, this suggests that future studies should examine longer time intervals to detect meaningful adaptations in RFs and consequential effects on resilience outcomes.

Hypothesis 5 (H5) sought to explore whether prior changes in stressor exposure could lead to potential adaptations in response to risk factors (RF). This inquiry was inspired by observations of stress inoculation effects in lifetime studies, where earlier encounters with moderate adversity are statistically linked to reduced stress reactivity and improved long-term mental health and psychosocial well-being [39,40]. No such effects could be observed on the timescale of this study, further emphasizing the need for temporally more extended observations.

Positive Appraisal

A major objective of this study was to test PASTOR. According to PASTOR, individuals exhibiting a PAS tend to appraise threats in a way that they assess threat magnitude or cost, threat probability, and their own coping potential realistically or slightly unrealistically positively. Thus, PAS encompasses constructs such as OPT (probability dimension) and GSE (coping dimension). However, it takes a broader perspective, acknowledging that, for instance, a person’s habitual pessimism may be offset by their low catastrophizing tendencies or strong self-confidence, leading to potential positive effects. Insofar, OPT and GSE questionnaires, for instance, may be helpful but are potentially not sufficient for assessing PAS. In DynaCORE-C, the PAS questionnaire adopted a different approach to assess appraisal tendencies within the threat appraisal dimensions of PASTOR. Rather than measuring negative aspects, it aimed to gauge the cognitive processes or mental operations that individuals habitually employ in stressful situations to generate PA content [27]. Notably, the processes addressed by the scale include variations of cognitive positive reappraisal, such as trying to find positive aspects or potential good outcomes of a situation, to put the situation into perspective, to accept it, or to detach from it. This version of the PAS questionnaire is an early version of the Perceived Positive Appraisal Style Scale—process-focused (PASS-process) that was developed for the purpose of large-scale surveys during the COVID-19 pandemic and has since been optimized and validated in additional studies [56].

Both the original style variant of this questionnaire, as employed in the DynaCORE-C survey (PA in our paper), and our adaptation of it to a weekly mode assessment (PAM) were consistently negatively associated with SR in this study, except in the time-lagged analysis (H4). Further, our mediation analyses showed that PAS positively mediated the association between PSS and SR in a cross-sectional (H2,MED), prospective (H2,PRO), and contemporaneous fashion (H3) [57]. Together with a recent study of high PA in individuals with favorable mental health reactions to the COVID-19 pandemic [57], these results can be taken as further support for PASTOR, at least within the pandemic context.

On a practical level, the employed PAS instrument was not superior to the OPT and GSE instruments in explaining variance in SR, as was already observed in the DynaCORE-C study [27]. This may be related to the challenges associated with self-reporting the utilization of mental processes, specifically the cognitive operations involved in positively appraising and reappraising challenging situations, as targeted by the instrument. It is often easier for individuals to report on the final appraisal outcomes generated by these processes, as seen in OPT and GSE, rather than the processes themselves. This may apply in particular when considering that many of the processes that produce PAS may occur at a nonconscious level [33]. We, therefore, propose that future work may consider simply relying on existing OPT and GSE instruments for assessing PA tendencies or also combine these dimensions into a single scale for PAS that focuses on appraisal contents rather than on generating processes. For the latter, see current work on the
development of the Perceived Positive Appraisal Style Scale—content-focused (PASS-content) [56].

Limitations
Although a strength of our study is that our resilience measure incorporated stressor exposure, thereby operationalizing resilience as an outcome of good mental health despite adversity, this approach requires modeling a sample-level E-P relationship, which for the longitudinal analyses was based on a relatively small convenience sample (n=200) across 6 time points only. The generalizability of our results may also be limited by biased demographics that resulted from the self-selection effect in our snowball-system recruitment approach. A gender bias with higher female participation rates is commonly observed in surveys and study trials [58-60]. According to the Social Exchange Theory, this could be attributed to a proposed inherent gender difference in social exchange decisions, with females purportedly placing a higher value on connective characteristics, and males supposedly preferring separative characteristics [59]. Another explanation might be that females are more likely to be interested in the topic of our survey because they are more often affected by stress-related mental disorders [61-63]. As participants were recruited through snowball sampling via social media and mailing lists, we did not have an influence on the gender balance in our sample, but we statistically controlled for the effects of gender on the SR score, making the results more generalizable across genders. However, to enhance personalized and gender-specific treatment strategies, gender differences in SR and its predictors should be investigated further.

General limitations of questionnaire studies must also be pointed out, which—in addition to being insensitive to mental operations and contents that are inaccessible to consciousness and not verbalizable—can suffer from subjectively biased and socially desirable reporting and issues related to semantic ambiguity of questions. It may therefore be useful to complement questionnaire measures of constructs such as PA or mental health with the more objective task–based or biological measures [33].

Conclusions
To conclude, we identified RFs—predictors of low SR as an indicator for resilience—during a global pandemic. These RFs can potentially be targeted to prevent negative mental health consequences of future pandemics and similar adverse events. Scales assessing facets of PA tendencies were among the most important RFs. Crucially, our results suggest that relationships between RFs and outcome-based resilience also exist not just as individual differences but also within participants. The finding that fluctuating components of RFs, termed RF modes, relate to concurrent differences in resilience may be of particular interest for interventions seeking immediate impact. More research on potential causality is, however, needed.
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Abstract

Background: Although suicide is a leading cause of death among children, the optimal approach for using health care data sets to detect suicide-related emergencies among children is not known.

Objective: This study aimed to assess the performance of suicide-related International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) codes and suicide-related chief complaint in detecting self-injurious thoughts and behaviors (SITB) among children compared with clinician chart review. The study also aimed to examine variations in performance by child sociodemographics and type of self-injury, as well as develop machine learning models trained on codified health record data (features) and clinician chart review (gold standard) and test model detection performance.

Methods: A gold standard classification of suicide-related emergencies was determined through clinician manual review of clinical notes from 600 emergency department visits between 2015 and 2019 by children aged 10 to 17 years. Visits classified with nonfatal suicide attempt or intentional self-harm using the Centers for Disease Control and Prevention surveillance case definition list of ICD-10-CM codes and suicide-related chief complaint were compared with the gold standard classification. Machine learning classifiers (least absolute shrinkage and selection operator–penalized logistic regression and random forest) were then trained and tested using codified health record data (eg, child sociodemographics, medications, disposition, and laboratory testing) and the gold standard classification. The accuracy, sensitivity, and specificity of each detection approach and relative importance of features were examined.

Results: SITB accounted for 47.3% (284/600) of the visits. Suicide-related diagnostic codes missed nearly one-third (82/284, 28.9%) and suicide-related chief complaints missed more than half (153/284, 53.9%) of the children presenting to emergency departments with SITB. Sensitivity was significantly lower for male children than for female children (0.69, 95% CI 0.61-0.77 vs 0.84, 95% CI 0.78-0.90, respectively) and for preteens compared with adolescents (0.66, 95% CI 0.54-0.78 vs 0.86, 95% CI 0.80-0.92, respectively). Specificity was significantly lower for detecting preparatory acts (0.68, 95% CI 0.64-0.72) and attempts (0.67, 95% CI 0.63-0.71) than for detecting ideation (0.79, 95% CI 0.75-0.82). Machine learning–based models significantly improved the sensitivity of detection compared with suicide-related codes and chief complaint alone. Models considering all 84 features performed similarly to models considering only mental health–related ICD-10-CM codes and chief complaints (34 features) and models considering non–ICD-10-CM code indicators and mental health–related chief complaints (53 features).

Conclusions: The capacity to detect children with SITB may be strengthened by applying a machine learning–based approach to codified health record data. To improve integration between clinical research informatics and child mental health care, future
research is needed to evaluate the potential benefits of implementing detection approaches at the point of care and identifying precise targets for suicide prevention interventions in children.
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**Introduction**

**Background**

In the United States, suicide is the second leading cause of death among children aged 10 to 14 years, and 1 in 13 children attempts suicide before adulthood [1,2]. Emergency departments are often the first point of access to mental health care for children at risk for suicide, and >1.12 million pediatric emergency department visits each year are suicide related [3-5]. Emergency department visits for self-harm among children tripled between 2007 and 2016 [6]; and visits for suicide attempts further increased during the pandemic, particularly among girls and older children [7]. The concurrent rapid growth of health informatics has brought promise that comprehensive clinical data from health records can be used to detect care for suicide-related emergencies in a timely and accurate manner [8-10]. However, the optimal approach to detecting childhood-onset self-injurious thoughts and behaviors (SITB) using health record data remains unknown.

Medical records provide an expanding repository of clinical and phenotypic data to enable low-cost population-based studies on a large scale [11] and inform targeted point-of-care interventions [12]. The discovery of individuals with specific health conditions from within health record data sets historically relied on laborious and time-intensive manual chart review [13]. In recent years, algorithms to classify child psychiatric disorders and adverse childhood experiences have demonstrated the capacity to distinguish cases from noncases using semiautomated approaches to structured codified data (eg, demographics, diagnostic codes, and medications) and text mining with natural language processing [14,15]. Phenotype algorithms currently exist for many childhood-onset mental health conditions, including pediatric depression [16], anxiety [17], developmental language disorder [18], attention-deficit/hyperactivity disorder [15], and autism [19], as well as general pediatric conditions such as Crohn's disease [20], sepsis [21], leukemia and lymphoma [22], and pulmonary hypertension [23].

Nevertheless, little is known about whether the detection of suicide-related emergency department visits using medical record data can be improved through the development and application of phenotype algorithms. Children experience heterogeneous manifestations of suicidal thoughts and behaviors across the developmental continuum, and the codified health data elements that differentiate children with SITB from those without are not well characterized. Most surveillance applications exclude children or combine children with adults [24-26]. Trade-offs in current approaches to detecting SITB in children are likely but remain unmeasured. For example, whether suicide-related International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM), codes and suicide-related chief complaints are sufficiently sensitive and specific in detecting SITB in childhood. Machine learning–based approaches have supported the generation of other clinical phenotypes informative for predicting prognosis, enhancing clinical monitoring, detecting comorbid developmental conditions, and selecting effective treatments [27]. However, the relative benefits of using these approaches are not known for childhood-onset SITB. A recent study distinguishing children with suicidal thoughts and behaviors from those without used data from the Adolescent Brain Cognitive Development study and identified factors difficult to capture using health records: prodromal psychosis, family conflict, depression severity, and impulsivity [28]. Although there is increasing recognition of disparities in predicting suicide events using health records [29], variation in the accuracy of detection of SITB across pediatric population strata (sex, age, race, and ethnicity) remains scarcely described. Knowing which children with SITB are missed by existing approaches could inform efforts to improve detection in an equitable manner and mitigate inequity in the targeted identification of suicide precursors.

**Objectives**

To address the aforementioned gaps, the study objectives were to (1) compare the detection performance of suicide-related ICD-10-CM codes and chief complaint with that of clinician manual chart review, (2) examine variations in the detection performance by child sociodemographics and type of SITB (suicidal thoughts, preparatory acts, suicide attempt, and nonsuicidal self-injury), and (3) sequentially train and test a series of phenotype algorithms (machine learning classifiers) to detect SITB using codified health record data of varying complexity.

**Methods**

**Design**

This was a cross-sectional observational study of emergency department visits by children aged 10 to 17 years. The primary outcome was the classification of the presence or absence of SITB at the emergency department visit. The classification performance of codified medical record data (structured data elements) was compared with that of expert classification by clinician manual chart review of medical records. Algorithmic detection considering three sets of structured data elements was compared with detection considering suicide-related ICD-10-CM codes and suicide-related chief complaint alone (comparator) and chart review (gold standard): (1) mental health–related codes and mental health–related chief complaints, (2) suicide-related codes and non–ICD-10-CM code data elements (ie, other sociodemographic and clinical characteristics of the child), and (3) all structured data elements.
The study followed the STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) statement guidelines.

**Ethics Approval**
The study was approved by the University of California Los Angeles institutional review board (20-001512).

**Data Source**
The data source was a large university hospital health system comprising 4 hospitals (1 pediatric, 2 medical, and 1 psychiatric) across 2 sites (a tertiary academic medical center and a community hospital). For each child meeting the inclusion criteria, all emergency department medical records were delivered to the study team by the Clinical and Translational Science Institute from the Integrated Clinical and Research Data Repository, a large-scale clinical data warehouse that supports data analyses and extractions for research. The academic medical center site is a primary teaching hospital in Los Angeles, California. This site includes a colocated affiliated children’s hospital and an independently accredited psychiatric hospital with 3 inpatient child psychiatric units serving children with mental illnesses and developmental disabilities. The academic medical center is staffed 24/7 with child and adolescent psychiatrists and general psychiatrists. The community hospital is affiliated with a 25-bed general inpatient pediatric ward. At the community hospital site, children with acute psychiatric complaints are seen by emergency department physicians and licensed clinical social workers.

**Sampling**
The flowchart of study inclusion is presented in Figure 1. A series of selection rules were applied to yield a sample feasible for chart review (n=600) and consistent with judicious oversampling informative cases [30]. Visits were restricted to the most recent mental health–related emergency department visit by each child, occurring between October 1, 2015, and October 1, 2019, and defined as emergency department encounters associated with (1) one or more diagnostic code as defined by the Child and Adolescent Mental Health Disorders Classification System (CAMHD-CS) [31]; (2) a mental health–related chief complaint; (3) a positive response to the triage screening question; “Does this patient have a primary psychiatric complaint or suspicion of psychiatric illness?”; or (4) an involuntary mental health detainment order. The final sample was intentionally structured to approximate an equal distribution of 50% cases and 50% noncases. Consequently, from the pool of children who met the inclusion criteria (n=1713), we randomly selected (1) a total of 35.4% (100/282) of children who had both a suicide-related code and a chief complaint, (2) a total of 68.5% (200/292) of children with either a suicide-related code or a chief complaint, and (3) a total of 26.3% (300/1139) of children with neither a suicide-related ICD-10-CM code nor suicide-related a chief complaint. Given the rigorous sampling strategy, a statistical comparison was conducted between the eligible children and those included in the study, and the results are presented in Multimedia Appendix 1. The only significant difference observed was a marginally higher representation of Hispanic or Latinx children in the final sample (27% compared with 24% in the sample of eligible children; \( P = .02 \)).
Study Variable Construction

Sociodemographics included child age, natal sex, race, and ethnicity. These variables were self- or parent-reported at the point of care. Socioeconomic disadvantage was assessed using the Area Deprivation Index (ADI) [32]. The Federal Information Processing System (FIPS) code of each child’s home address was linked to the ADI with decile ranked at the state and national levels. The only variable for which missing values were present was ADI (missing for 56/600, 9% children), and missing values for ADI were imputed through corresponding medians. Additional structured data indicators were considered (eg, gender identity, family history, and language) but omitted owing to sparsity.

Clinical characteristics included diagnostic or billing codes, chief complaint, orders (medications, laboratory tests, and involuntary hold status), site (academic medical center vs community hospital), and prior care use. All mental health–related diagnostic or billing codes (ICD-10-CM) from the emergency department visit were categorized using the CAMHD-CS [31]. The presence of an ICD-10-CM code for SITB was determined by the presence of one or more codes from the Centers for Disease Control and Prevention (CDC) surveillance case definition list [24] and associated with the emergency department visit. Of note, the codes used to assign the CAMHD-CS category of suicide or self-injury align exactly with the CDC code list. The chief complaint for SITB was determined by the selection of suicidal or suicide attempt by nursing triage upon the child’s arrival at the emergency department. Laboratory tests were restricted to those ordered and collected during the emergency department visit and included those related to overdose (serum acetaminophen, salicylates, benzodiazepines, and tricyclics), urine drug screen results, and serum alcohol. All psychotropic medications (n=97) received during the visit were consolidated using the Anatomical Therapeutic Chemical classification system into 8 categories (antidepressants, antiepileptics, antihistamines, antipsychotics, anxiolytics, hypnotics and sedatives, lithium, and psychostimulants). Additional clinical characteristics were encounter year, site, emergency department disposition, provider sex, as well as the child’s number of prior 90-, 180-, and 365-day emergency department visits and general medical and psychiatric hospitalizations. A full list of sociodemographic and clinical characteristics and definitions are included in Multimedia Appendix 2.

Manual Chart Abstraction

All clinical notes from each emergency department visit were extracted and provided to the study team verbatim. The notes included physician history and physical examinations, progress notes, social work notes, and nursing notes.

Classification by the manual review of records was adapted from the Columbia Classification Algorithm of Suicide Assessment (C-CASA) [33]. The C-CASA is a system for categorizing suicide-related behavior that takes into account research-based definitions of suicidality and has been applied to the classification of emergency presentations for children [34]. The criteria for defining a suicide attempt include both self-harm and intent to die [33]. Including intent in the definition of suicide helps distinguish between those who engage in
self-harm with the intent to die and those who do so for other reasons. The C-CASA has 8 categories that differentiate among suicidal behavior, nonsuicidal behavior, and behavior that is potentially suicidal.

Consistent with operationalized guidelines for C-CASA, if >1 category was present, the abstractor coded the visit as consistent with the most severe category: suicide death, nonfatal attempt, preparatory behavior, suicidal ideation, self-injurious behavior intent unknown, not enough information, and self-injurious behavior without suicidal intent [33]. To capture cases with combined nonsuicidal self-injurious behavior and suicidal thoughts or behaviors, the classification system was adapted to specify the presence and type of self-injurious behavior (intent unknown or no suicidal intent) in a secondary classification field.

Classifications were compared and differed in only 0.3% (2/600) of the cases for presence or absence of SITB. Classifications differed in 2.5% (15/600) of the cases for type of SITB. In the second stage, a second board-certified child psychiatrist (BZ) and child psychiatric nurse practitioner (KC), also blinded, separately reviewed all discordant cases. Of the discordant cases for which concordance was not reached (4/600, 0.6%), consensus discussion yielded a final classification.

Analyses

Rule-Based Classification

Contingency matrixes were constructed comparing classification with suicide-related ICD-10-CM code and suicide-related chief complaint (comparator) and manual chart review (gold standard). The sensitivity, specificity, and accuracy were calculated, with 95% CIs computed using Clopper-Pearson CIs. Variations in performance by demographics were examined by subsampling the sample by demographic characteristics (eg, male children). Variations in detection performance for type of SITB (eg, suicidal ideation) were examined by comparing classification using structured data elements with classification of type upon manual chart review.

Machine Learning–Based Classification

Fit metrics were measured via 10-fold cross-validation. For each fold, a machine learning model was trained with structured data elements (features) and the manual chart review (gold standard) for each child in a training set. Next, this model was used to classify the presence or absence of SITB (predicted outcome) of each child in a test set, and this predicted outcome was compared with the manual chart review (gold standard) to yield fit metrics. CIs for fit metrics were calculated by examining the variations in fit metrics across the test sets.

Three sets of structured data elements were compared, representing varying levels of complexity of codified health record data: (1) mental health–related ICD-10-CM codes and mental health–related chief complaints (34 features); (2) suicide-related ICD-10-CM codes and all child sociodemographics and clinical characteristics, excluding mental health–related ICD-10-CM codes (53 features); and (3) all structured data elements (84 features). The first set was chosen to evaluate classification performance using mental health–related ICD-10-CM codes and chief complaints to detect cases. The second set was used to determine the relative importance of considering other, non–ICD-10-CM–based structured data elements (ie, how well detection can be performed without mental health comorbidity codes). Variables in the first and second sets are mutually exclusive, except for suicide-related ICD-10-CM codes and chief complaints, which are included in both sets. The third set was used to comprehensively evaluate the structured data elements that might support the detection of cases and to test the optimization of detection using a broad set of codified data.

Two classifier types were compared: least absolute shrinkage and selection operator (LASSO)–penalized logistic regression (hereinafter referred to as LASSO) and random forest. LASSO was selected to perform variable selection and yield a parsimonious model involving only a subset of variables relevant to the classification task [35]. Random forest was selected to stratify the predictor space and produce a consensus prediction using an ensemble of decision trees [36]. LASSO and random forest were selected because both are well documented in the informatics literature and widely used for phenotyping applications [37]. Fit metrics were compared using McNemar chi-square tests. The classifiers were anticipated to have predictive ability, with accuracy ranging from 70% to 95%. Given the study sample size, the margin of error was estimated to be <4%.

Feature engineering was conducted using R statistical software (version 4.2.0; R Foundation for Statistical Computing), and the models were implemented using Python (version 3.12; Python Software Foundation) with scikit-learn (version 1.2.2) toolboxes sklearn.linear_model.lasso, sklearn.ensemble.RandomForestClassifier, and sklearn.metrics. Hyperparameters were set to default and were as follows: LASSO-penalized logistic regression (L1 penalty, l1liblinear solver, and regularization score 1.0) and random forest (100 trees, bootstrap samples, Gini impurity for tree split quality, and no balancing or class weights). The random forest was run with out-of-bag samples to estimate generalization error. A set seed was used to ensure replicability. The code is available from the authors upon request.

Sampling Probability Adjustment

As the study population was a stratified random subsample of the total population, we compared rule-based classification fit metrics, both with and without the adjustment for sampling probability. The adjustment was performed by considering the subsample as a stratified 2-phase sample and applying inverse probability weighting. Further detail on this method is described by Katki et al [30].

Results

Sample Characteristics

Child sociodemographics and clinical characteristics are presented in Table 1. Additional sample characteristics are described in Multimedia Appendices 3 and 4.
<table>
<thead>
<tr>
<th>Table 1. Sample characteristics (n=600).</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>276 (46)</td>
</tr>
<tr>
<td>Female</td>
<td>324 (54)</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>10-12.9</td>
<td>115 (19.2)</td>
</tr>
<tr>
<td>13-15.9</td>
<td>215 (35.8)</td>
</tr>
<tr>
<td>16-17.9</td>
<td>270 (45)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>2 (0.3)</td>
</tr>
<tr>
<td>Asian</td>
<td>35 (5.8)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>61 (10.2)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>0 (0)</td>
</tr>
<tr>
<td>White</td>
<td>323 (53.8)</td>
</tr>
<tr>
<td>Othera</td>
<td>127 (21.1)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latinx</td>
<td>161 (26.8)</td>
</tr>
<tr>
<td>Not Hispanic or Latinx</td>
<td>390 (65)</td>
</tr>
<tr>
<td>Othera</td>
<td>3 (0.5)</td>
</tr>
<tr>
<td><strong>State ADIb decile</strong></td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>333 (55.5)</td>
</tr>
<tr>
<td>4-6</td>
<td>119 (19.8)</td>
</tr>
<tr>
<td>7-10</td>
<td>92 (15.3)</td>
</tr>
<tr>
<td>Missing</td>
<td>56 (9.3)</td>
</tr>
<tr>
<td><strong>Site</strong></td>
<td></td>
</tr>
<tr>
<td>Academic medical center</td>
<td>455 (75.8)</td>
</tr>
<tr>
<td>Community hospital</td>
<td>145 (24.2)</td>
</tr>
<tr>
<td><strong>Disposition</strong></td>
<td></td>
</tr>
<tr>
<td>Discharged without hospitalizationc</td>
<td>322 (53.7)</td>
</tr>
<tr>
<td>General medical hospitalization</td>
<td>106 (17.7)</td>
</tr>
<tr>
<td><strong>Psychiatric hospitalization</strong></td>
<td></td>
</tr>
<tr>
<td>Within health system</td>
<td>134 (22.3)</td>
</tr>
<tr>
<td>Transferred outside health system</td>
<td>38 (6.3)</td>
</tr>
<tr>
<td><strong>Legal status</strong></td>
<td></td>
</tr>
<tr>
<td>72-hour hold (involuntary)</td>
<td>123 (20.5)</td>
</tr>
<tr>
<td>Voluntary</td>
<td>477 (79.5)</td>
</tr>
<tr>
<td><strong>Chief complaint</strong></td>
<td></td>
</tr>
<tr>
<td>Psychiatric (including suicide related)</td>
<td>370 (61.7)</td>
</tr>
<tr>
<td>Suicide related</td>
<td>131 (21.8)</td>
</tr>
<tr>
<td>Other</td>
<td>227 (37.8)</td>
</tr>
<tr>
<td><strong>Top 10 diagnostic code groupsd</strong></td>
<td></td>
</tr>
<tr>
<td>Depressive disorders</td>
<td>221 (36.8)</td>
</tr>
</tbody>
</table>
### Performance of Rule-Based Classification

The detection performance of suicide-related ICD-10-CM codes and chief complaints compared with that of manual chart review is presented in Table 2. Manual chart review labeled 47.3% (284/600) of the visits as consistent with SITB (gold standard positive). Classification using suicide-related codes alone resulted in 85 false negatives with sensitivity 0.70, specificity 0.99, and accuracy 0.85. Classification using suicide-related chief complaint alone resulted in 155 false negatives with sensitivity 0.45, specificity 0.99, and accuracy 0.74. The highest misclassification was observed if a suicide-related code and a suicide-related chief complaint were necessary to classify the visit as SITB positive (sensitivity 0.38, specificity 1.00, and accuracy 0.71). The lowest misclassification rate was observed if either a suicide-related code or a suicide-related chief complaint classified the visit as SITB positive (sensitivity 0.77, specificity 0.98, and accuracy 0.89). The sensitivity of suicide-related codes and suicide-related chief complaints (either affirmed) was significantly lower among male children (0.69, 95% CI 0.61-0.77) than among female children (0.84, 95% CI 0.78-0.90). Sensitivity was also significantly lower in detecting cases of SITB among those aged 10 to 12 years (0.66, 95% CI 0.54-0.78) than among those aged 13 to 15 years (0.86, 95% CI 0.80-0.92). Differences in fit metrics by race and ethnicity did not reach statistical significance. There were no substantial differences between adjusted and unadjusted fit metrics, and sampling probability–adjusted estimates are included in Multimedia Appendix 5.

Detection performance by type of SITB is presented in Table 3. The sensitivity of detection did not differ by type. For suicide-related codes and suicide-related chief complaints (either affirmed), the specificity of detection was significantly lower for preparatory acts (0.68, 95% CI 0.64-0.72) and suicide attempts (0.67, 95% CI 0.63-0.71) than for suicidal ideation (0.79, 95% CI 0.75-0.82). There were no substantial differences between adjusted and unadjusted fit metrics, and sampling probability–adjusted estimates are included in Multimedia Appendix 6.
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Table 2. Performance of International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM), code (as defined by the Centers
for Disease Control and Prevention case surveillance definition list) and suicide-related chief complaint in detecting cases of self-injurious thoughts
and behaviors compared with that of manual chart abstraction: total sample and stratified by natal sex, age group, race, and ethnicity.
Sample and classification

True positive, n (%)

False positive, n (%)

False nega- True negative, n (%) tive, n (%)

Sensitivity
(95% CI)

Specificity
(95% CI)

Accuracy (95% CI)

199 (33.2)

4 (0.7)

85 (14.2)

312 (52)

0.70 (0.65-0.75) 0.99 (0.98-1.00) 0.85 (0.82-0.88)

CC

129 (21.5)

2 (0.3)

155 (25.8)

314 (52.3)

0.45 (0.40-0.51) 0.99 (0.98-1.00) 0.74 (0.70-0.77)

ICD-10-CM or CCc

220 (36.7)

5 (0.8)

64 (10.7)

311 (51.8)

0.77 (0.73-0.82) 0.98 (0.97-1.00) 0.89 (0.86-0.91)

ICD-10-CM and CCd

108 (18)

1 (0.2)

176 (29.3)

315 (52.5)

0.38 (0.32-0.44) 1.00 (0.99-1.00) 0.71 (0.67-0.74)

ICD-10-CM

78 (28.3)

0 (0)

45 (16.3)

153 (55.4)

0.63 (0.55-0.72) 1.00 (1.00-1.00) 0.84 (0.79-0.88)

CC

52 (18.8)

0 (0)

71 (25.7)

153 (55.4)

0.42 (0.34-0.51) 1.00 (1.00-1.00) 0.74 (0.69-0.79)

ICD-10-CM or CC

85 (30.8)

0 (0)

38 (13.8)

153 (55.4)

0.69 (0.61-0.77) 1.00 (1.00-1.00) 0.86 (0.82-0.90)

ICD-10-CM and CC

45 (16.3)

0 (0)

78 (28.3)

153 (55.4)

0.37 (0.28-0.45) 1.00 (1.00-1.00) 0.72 (0.66-0.77)

ICD-10-CM

121 (37.3)

4 (1.2)

40 (12.3)

159 (49.1)

0.75 (0.68-0.82) 0.98 (0.95-1.00) 0.86 (0.83-0.90)

CC

77 (23.8)

2 (0.6)

84 (25.9)

161 (49.7)

0.48 (0.40-0.56) 0.99 (0.97-1.00) 0.73 (0.69-0.78)

ICD-10-CM or CC

135 (41.7)

5 (1.5)

26 (8)

158 (48.8)

0.84 (0.78-0.90) 0.97 (0.94-1.00) 0.90 (0.87-0.94)

ICD-10-CM and CC

63 (19.4)

1 (0.3)

98 (30.2)

162 (50)

0.39 (0.32-0.47) 0.99 (0.98-1.00) 0.69 (0.64-0.74)

ICD-10-CM

33 (28.7)

0 (0)

26 (22.6)

56 (48.7)

0.56 (0.43-0.69) 1.00 (1.00-1.00) 0.77 (0.70-0.85)

CC

25 (21.7)

0 (0)

34 (29.6)

56 (48.7)

0.42 (0.30-0.55) 1.00 (1.00-1.00) 0.70 (0.62-0.79)

ICD-10-CM or CC

39 (33.9)

0 (0)

20 (17.4)

56 (48.7)

0.66 (0.54-0.78) 1.00 (1.00-1.00) 0.83 (0.76-0.90)

ICD-10-CM and CC

19 (16.5)

0 (0)

40 (34.8)

56 (48.7)

0.32 (0.20-0.44) 1.00 (1.00-1.00) 0.65 (0.57-0.74)

ICD-10-CM

90 (41.9)

1 (0.5)

26 (12.1)

98 (45.6)

0.78 (0.70-0.85) 0.99 (0.97-1.00) 0.87 (0.83-0.92)

CC

57 (26.5)

1 (0.5)

59 (27.4)

98 (45.6)

0.49 (0.40-0.58) 0.99 (0.97-1.00) 0.72 (0.66-0.78)

ICD-10-CM or CC

100 (46.5)

2 (0.9)

16 (7.4)

97 (45.1)

0.86 (0.80-0.92) 0.98 (0.95-1.00) 0.92 (0.88-0.95)

ICD-10-CM and CC

47 (21.9)

0 (0)

69 (32.1)

99 (46)

0.41 (0.32-0.49) 1.00 (1.00-1.00) 0.68 (0.62-0.74)

ICD-10-CM

76 (28.1)

3 (1.11)

33 (1.5)

158 (58.5)

0.70 (0.61-0.78) 0.98 (0.96-1.00) 0.87 (0.83-0.91)

CC

47 (17.4)

1 (0.4)

62 (23)

160 (59.3)

0.43 (0.34-0.52) 0.99 (0.98-1.00) 0.77 (0.72-0.82)

ICD-10-CM or CC

81 (30)

3 (1.11)

28 (10.4)

158 (58.5)

0.74 (0.66-0.83) 0.98 (0.96-1.00) 0.89 (0.85-0.92)

ICD and CC

42 (15.6)

1 (0.4)

67 (24.8)

160 (59.3)

0.39 (0.29-0.48) 0.99 (0.98-1.00) 0.75 (0.70-0.80)

ICD-10-CM

12 (34.3)

0 (0)

3 (8.6)

20 (57.1)

0.8 (0.6-1.00)

CC

5 (14.3)

0 (0)

10 (28.6)

20 (57.1)

0.33 (0.09-0.57) 1.00 (1.00-1.00) 0.56 (0.71-0.86)

ICD-10-CM or CC

13 (37.1)

0 (0)

2 (5.7)

20 (57.1)

0.87 (0.69-1.00) 1.00 (1.00-1.00) 0.87 (0.94-1.00)

ICD-10-CM and CC

4 (11.4)

0 (0)

11 (31.4)

20 (57.1)

0.27 (0.04-0.49) 1.00 (1.00-1.00) 0.69 (0.53-0.84)

All (n=600)
ICD-10-CM
a,b

Sex
Male (n=276)

Female (n=324)

Age group (years)
10-12.9 (n=115)

13-15.9 (n=215)

16-17.9 (n=270)

Race and ethnicity
Asian, non-Hispanic (n=35)
1.00 (1.00-1.00) 0.82 (0.91-1.00)

Black, non-Hispanic (n=61)
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<table>
<thead>
<tr>
<th>Sample and classification</th>
<th>True positive, n (%)</th>
<th>False positive, n (%)</th>
<th>False negative, n (%)</th>
<th>True negative, n (%)</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>Accuracy (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICD-10-CM</td>
<td>21 (34.4)</td>
<td>0 (0)</td>
<td>10 (16.4)</td>
<td>30 (49.2)</td>
<td>0.68 (0.51-0.84)</td>
<td>1.00 (1.00-1.00)</td>
<td>0.84 (0.74-0.93)</td>
</tr>
<tr>
<td>CC</td>
<td>12 (19.7)</td>
<td>0 (0)</td>
<td>19 (31.1)</td>
<td>30 (49.2)</td>
<td>0.39 (0.22-0.56)</td>
<td>1.00 (1.00-1.00)</td>
<td>0.57 (0.69-0.80)</td>
</tr>
<tr>
<td>ICD-10-CM or CC</td>
<td>23 (37.7)</td>
<td>0 (0)</td>
<td>8 (13.1)</td>
<td>30 (49.2)</td>
<td>0.74 (0.59-0.90)</td>
<td>1.00 (1.00-1.00)</td>
<td>0.78 (0.87-0.95)</td>
</tr>
<tr>
<td>ICD-10-CM and CC</td>
<td>10 (16.4)</td>
<td>0 (0)</td>
<td>21 (34.4)</td>
<td>30 (49.2)</td>
<td>0.32 (0.16-0.49)</td>
<td>1.00 (1.00-1.00)</td>
<td>0.66 (0.54-0.77)</td>
</tr>
<tr>
<td>Hispanic or Latinx (n=161)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICD-10-CM</td>
<td>44 (27.3)</td>
<td>1 (0.6)</td>
<td>25 (15.5)</td>
<td>91 (56.5)</td>
<td>0.64 (0.52-0.75)</td>
<td>0.99 (0.97-1.00)</td>
<td>0.84 (0.78-0.90)</td>
</tr>
<tr>
<td>CC</td>
<td>32 (19.9)</td>
<td>1 (0.6)</td>
<td>37 (23)</td>
<td>91 (56.5)</td>
<td>0.46 (0.35-0.58)</td>
<td>0.99 (0.97-1.00)</td>
<td>0.76 (0.70-0.83)</td>
</tr>
<tr>
<td>ICD-10-CM or CC</td>
<td>51 (31.7)</td>
<td>2 (1.2)</td>
<td>18 (11.2)</td>
<td>90 (55.9)</td>
<td>0.74 (0.64-0.84)</td>
<td>0.98 (0.95-1.00)</td>
<td>0.82 (0.88-0.93)</td>
</tr>
<tr>
<td>ICD-10-CM and CC</td>
<td>25 (15.5)</td>
<td>0 (0)</td>
<td>44 (27.3)</td>
<td>92 (57.1)</td>
<td>0.36 (0.25-0.48)</td>
<td>1.00 (1.00-1.00)</td>
<td>0.66 (0.73-0.80)</td>
</tr>
<tr>
<td>White, non-Hispanic (n=285)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICD-10-CM</td>
<td>106 (37.2)</td>
<td>2 (0.7)</td>
<td>42 (14.7)</td>
<td>135 (47.4)</td>
<td>0.72 (0.64-0.79)</td>
<td>0.99 (0.97-1.00)</td>
<td>0.85 (0.80-0.89)</td>
</tr>
<tr>
<td>CC</td>
<td>68 (38.9)</td>
<td>1 (0.4)</td>
<td>80 (28.1)</td>
<td>136 (47.7)</td>
<td>0.46 (0.38-0.54)</td>
<td>0.99 (0.98-1.00)</td>
<td>0.72 (0.66-0.77)</td>
</tr>
<tr>
<td>ICD-10-CM or CC</td>
<td>116 (40.7)</td>
<td>2 (0.7)</td>
<td>32 (11.2)</td>
<td>135 (47.4)</td>
<td>0.78 (0.72-0.85)</td>
<td>0.99 (0.97-1.00)</td>
<td>0.88 (0.84-0.92)</td>
</tr>
<tr>
<td>ICD-10-CM and CC</td>
<td>58 (20.4)</td>
<td>1 (0.4)</td>
<td>90 (31.6)</td>
<td>136 (47.7)</td>
<td>0.39 (0.31-0.47)</td>
<td>0.99 (0.98-1.00)</td>
<td>0.68 (0.63-0.73)</td>
</tr>
<tr>
<td>Other (n=58)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICD-10-CM</td>
<td>16 (27.6)</td>
<td>1 (1.7)</td>
<td>5 (8.6)</td>
<td>36 (62.1)</td>
<td>0.76 (0.58-0.94)</td>
<td>0.97 (0.92-1.03)</td>
<td>0.82 (0.90-0.97)</td>
</tr>
<tr>
<td>CC</td>
<td>12 (20.7)</td>
<td>0 (0)</td>
<td>9 (15.5)</td>
<td>37 (63.8)</td>
<td>0.57 (0.36-0.78)</td>
<td>1.00 (1.00-1.00)</td>
<td>0.75 (0.84-0.94)</td>
</tr>
<tr>
<td>ICD-10-CM or CC</td>
<td>17 (29.3)</td>
<td>1 (1.7)</td>
<td>4 (6.9)</td>
<td>36 (62.1)</td>
<td>0.81 (0.64-0.98)</td>
<td>0.97 (0.92-1.03)</td>
<td>0.84 (0.91-0.99)</td>
</tr>
<tr>
<td>ICD-10-CM and CC</td>
<td>11 (19)</td>
<td>0 (0)</td>
<td>10 (17.2)</td>
<td>37 (63.8)</td>
<td>0.52 (0.31-0.74)</td>
<td>1.00 (1.00-1.00)</td>
<td>0.73 (0.83-0.92)</td>
</tr>
</tbody>
</table>

*aCC: chief complaint.
*bCC refers to suicide-related chief complaints.
*cCases classified as self-injurious thoughts and behaviors if either a suicide-related ICD-10-CM code or a suicide-related CC was present (either affirmed).
*dCases classified as self-injurious thoughts and behaviors if both a suicide-related ICD-10-CM code and a suicide-related CC were present (both affirmed).
*eAmerican Indian or Alaska Native, Native Hawaiian or Pacific Islander, multiple races, not available, other, patient refused, and unknown.
Table 3. Performance of International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM), code (as defined by the Centers for Disease Control and Prevention case surveillance definition list) and suicide-related chief complaint in detecting cases of self-injurious thoughts and behaviors compared with manual chart abstraction: stratified by Columbia Classification Algorithm of Suicide Assessment categorization (n=600).

<table>
<thead>
<tr>
<th>Categorization and classification</th>
<th>True positive, n (%)</th>
<th>False positive, n (%)</th>
<th>False negative, n (%)</th>
<th>True negative, n (%)</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>Accuracy (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Suicidal ideation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICD-10-CM: broad&lt;sup&gt;a&lt;/sup&gt;</td>
<td>105 (17.5)</td>
<td>98 (16.3)</td>
<td>39 (6.5)</td>
<td>358 (59.7)</td>
<td>0.73 (0.66-0.80)</td>
<td>0.79 (0.75-0.82)</td>
<td>0.77 (0.74-0.81)</td>
</tr>
<tr>
<td>ICD-10-CM: strict&lt;sup&gt;b&lt;/sup&gt;</td>
<td>104 (17.3)</td>
<td>87 (14.5)</td>
<td>40 (6.7)</td>
<td>369 (61.5)</td>
<td>0.72 (0.65-0.80)</td>
<td>0.81 (0.77-0.85)</td>
<td>0.76 (0.79-0.82)</td>
</tr>
<tr>
<td>CC&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>73 (12.2)</td>
<td>58 (9.7)</td>
<td>71 (11.8)</td>
<td>398 (66.3)</td>
<td>0.51 (0.43-0.59)</td>
<td>0.87 (0.84-0.90)</td>
<td>0.75 (0.79-0.82)</td>
</tr>
<tr>
<td>ICD-10-CM or CC&lt;sup&gt;e&lt;/sup&gt;</td>
<td>118 (19.7)</td>
<td>97 (16.2)</td>
<td>26 (4.3)</td>
<td>359 (59.8)</td>
<td>0.82 (0.76-0.88)</td>
<td>0.79 (0.75-0.82)</td>
<td>0.80 (0.76-0.83)</td>
</tr>
<tr>
<td>ICD-10-CM and CC&lt;sup&gt;f&lt;/sup&gt;</td>
<td>60 (10)</td>
<td>49 (8.2)</td>
<td>84 (14)</td>
<td>407 (67.8)</td>
<td>0.42 (0.34-0.50)</td>
<td>0.89 (0.86-0.92)</td>
<td>0.78 (0.75-0.81)</td>
</tr>
<tr>
<td><strong>Preparatory acts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICD-10-CM</td>
<td>35 (5.8)</td>
<td>168 (28)</td>
<td>10 (1.7)</td>
<td>387 (64.5)</td>
<td>0.78 (0.66-0.90)</td>
<td>0.70 (0.66-0.74)</td>
<td>0.70 (0.67-0.74)</td>
</tr>
<tr>
<td>CC</td>
<td>23 (3.8)</td>
<td>108 (18)</td>
<td>22 (3.7)</td>
<td>447 (74.5)</td>
<td>0.51 (0.37-0.66)</td>
<td>0.77 (0.81-0.84)</td>
<td>0.78 (0.75-0.82)</td>
</tr>
<tr>
<td>ICD-10-CM or CC</td>
<td>36 (6)</td>
<td>179 (29.8)</td>
<td>9 (1.5)</td>
<td>376 (62.7)</td>
<td>0.80 (0.68-0.92)</td>
<td>0.64 (0.68-0.72)</td>
<td>0.69 (0.65-0.72)</td>
</tr>
<tr>
<td>ICD-10-CM and CC</td>
<td>20 (3.3)</td>
<td>89 (14.8)</td>
<td>33 (5.5)</td>
<td>458 (76.3)</td>
<td>0.38 (0.25-0.51)</td>
<td>0.81 (0.87-0.84)</td>
<td>0.80 (0.76-0.83)</td>
</tr>
<tr>
<td><strong>Suicide attempt</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICD-10-CM</td>
<td>42 (7)</td>
<td>161 (26.8)</td>
<td>11 (1.8)</td>
<td>386 (64.3)</td>
<td>0.79 (0.68-0.90)</td>
<td>0.71 (0.67-0.74)</td>
<td>0.71 (0.68-0.75)</td>
</tr>
<tr>
<td>CC</td>
<td>22 (3.7)</td>
<td>109 (18.2)</td>
<td>31 (5.2)</td>
<td>438 (73)</td>
<td>0.42 (0.28-0.55)</td>
<td>0.80 (0.77-0.83)</td>
<td>0.77 (0.73-0.80)</td>
</tr>
<tr>
<td>ICD-10-CM or CC</td>
<td>44 (7.3)</td>
<td>181 (30.2)</td>
<td>9 (1.5)</td>
<td>366 (61)</td>
<td>0.83 (0.73-0.93)</td>
<td>0.67 (0.63-0.71)</td>
<td>0.67 (0.63-0.71)</td>
</tr>
<tr>
<td>ICD-10-CM and CC</td>
<td>20 (3.3)</td>
<td>89 (14.8)</td>
<td>33 (5.5)</td>
<td>458 (76.3)</td>
<td>0.38 (0.25-0.51)</td>
<td>0.84 (0.81-0.87)</td>
<td>0.80 (0.77-0.83)</td>
</tr>
<tr>
<td><strong>Nonsuicidal self-injurious behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICD-10-CM</td>
<td>74 (12.3)</td>
<td>129 (21.5)</td>
<td>35 (5.8)</td>
<td>362 (60.3)</td>
<td>0.68 (0.59-0.77)</td>
<td>0.74 (0.70-0.78)</td>
<td>0.73 (0.69-0.76)</td>
</tr>
<tr>
<td>CC</td>
<td>47 (7.8)</td>
<td>84 (14)</td>
<td>62 (10.3)</td>
<td>407 (67.8)</td>
<td>0.43 (0.34-0.52)</td>
<td>0.83 (0.80-0.86)</td>
<td>0.76 (0.72-0.79)</td>
</tr>
<tr>
<td>ICD-10-CM or CC</td>
<td>81 (13.5)</td>
<td>134 (22.3)</td>
<td>28 (4.7)</td>
<td>357 (59.5)</td>
<td>0.74 (0.66-0.83)</td>
<td>0.73 (0.69-0.77)</td>
<td>0.69 (0.73-0.77)</td>
</tr>
<tr>
<td>ICD-10-CM and CC</td>
<td>37 (6.2)</td>
<td>72 (12)</td>
<td>71 (11.8)</td>
<td>420 (70)</td>
<td>0.34 (0.25-0.43)</td>
<td>0.82 (0.85-0.88)</td>
<td>0.73 (0.76-0.80)</td>
</tr>
</tbody>
</table>

<sup>a</sup>The entire Centers for Disease Control and Prevention case surveillance definition International Classification of Diseases, Tenth Revision, Clinical Modification, code list was used.

<sup>b</sup>Only the ICD-10-CM code for suicidal ideation (R45.81) was used.

<sup>c</sup>CC: chief complaint.

<sup>d</sup>CC refers to suicide-related chief complaints

<sup>e</sup>Cases classified as self-injurious thoughts and behaviors if either a suicide-related ICD-10-CM code or a suicide-related CC was present (either affirmed).

<sup>f</sup>Cases classified as self-injurious thoughts and behaviors if both a suicide-related ICD-10-CM code and a suicide-related CC were present (both affirmed).

Performance of Machine Learning–Based Classification

Fit metrics by classifier type and considered features are presented in Table 4. The LASSO and random forest classifiers performed similarly. Classification using only suicide-related codes and suicide-related chief complaints was less sensitive (0.77) and more specific (0.98) than classification using machine learning–based classification (sensitivity 0.84-0.86 and specificity 0.91-0.95). McNemar chi-square tests are presented in Multimedia Appendix 7.

The feature importances of models containing all structured data elements are presented in Figure 2, in descending order of importance, with the top predictors, including ICD-10-CM code for suicide or self-injury, mental health–related chief complaint, suicide-related chief complaint, and ICD-10-CM code for depressive disorders. Some features were identified as similarly important by both LASSO and random forest models (eg, ICD-10-CM code for depressive disorders and ICD-10-CM code for anxiety disorders), whereas other features were identified as important only in 1 model (eg, LASSO: ICD-10-CM code for trauma- and stressor-related disorders and random forest: age and national ADI).

There were significant differences in model performances by number and types of considered features. The sensitivity of detection of the machine learning models that considered all structured data elements was significantly higher than the sensitivity of detection using only suicide-related ICD-10-CM code.
code and suicide-related chief complaint (LASSO: $\chi^2 = 20.2$, $P < 0.001$ and random forest: $\chi^2 = 21.6$, $P < 0.001$). However, the detection sensitivity of the models considering all structured data elements (84 features) was not significantly different from the sensitivity of the models considering a smaller number of features (25 features and 53 features): both models considering mental health–related diagnostic codes and chief complaints (LASSO: $\chi^2 = 0.3$, $P = 0.59$ and random forest: $\chi^2 = 0.7$, $P = 0.39$) and the models considering structured data elements other than diagnostic codes (LASSO: $\chi^2 = 0.6$, $P = 0.44$ and random forest: $\chi^2 = 0.4$, $P = 0.51$) did not significantly differ in sensitivity from the models considering all data elements. Fit metrics and per-fold feature importances are reported in Multimedia Appendix 8.

Table 4. Comparison of classifier performance of rule-based and machine learning classifiers (n=600), with machine learning classifier threshold set at 0.5.

<table>
<thead>
<tr>
<th>Classifier and classification</th>
<th>Features</th>
<th>True positive, n (%)</th>
<th>False positive, n (%)</th>
<th>False negative, n (%)</th>
<th>True negative, n (%)</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>Accuracy (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICD-10-CM or CC&lt;br&gt;a&lt;br&gt;b,c</td>
<td>2</td>
<td>220 (36.7)</td>
<td>5 (0.8)</td>
<td>64 (10.7)</td>
<td>311 (51.8)</td>
<td>0.77 (0.73-0.82)</td>
<td>0.98 (0.97-1.00)</td>
<td>0.89 (0.86-0.91)</td>
</tr>
<tr>
<td>LASSO&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1&lt;sup&gt;e&lt;/sup&gt;</td>
<td>34</td>
<td>240 (40)</td>
<td>28 (4.7)</td>
<td>44 (7.3)</td>
<td>288 (48)</td>
<td>0.85 (0.80-0.89)</td>
<td>0.91 (0.88-0.95)</td>
<td>0.88 (0.85-0.91)</td>
</tr>
<tr>
<td>Model 2&lt;sup&gt;f&lt;/sup&gt;</td>
<td>53</td>
<td>239 (39.8)</td>
<td>30 (5)</td>
<td>45 (7.5)</td>
<td>286 (47.7)</td>
<td>0.84 (0.79-0.89)</td>
<td>0.91 (0.87-0.94)</td>
<td>0.87 (0.85-0.90)</td>
</tr>
<tr>
<td>Model 3&lt;sup&gt;g&lt;/sup&gt;</td>
<td>84</td>
<td>242 (40.3)</td>
<td>29 (4.8)</td>
<td>42 (7)</td>
<td>287 (47.8)</td>
<td>0.86 (0.81-0.90)</td>
<td>0.91 (0.88-0.94)</td>
<td>0.88 (0.86-0.97)</td>
</tr>
<tr>
<td>Random forest</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1&lt;sup&gt;h&lt;/sup&gt;</td>
<td>34</td>
<td>241 (40.2)</td>
<td>28 (4.7)</td>
<td>43 (7.2)</td>
<td>288 (48)</td>
<td>0.85 (0.80-0.89)</td>
<td>0.91 (0.88-0.94)</td>
<td>0.88 (0.86-0.91)</td>
</tr>
<tr>
<td>Model 2&lt;sup&gt;i&lt;/sup&gt;</td>
<td>53</td>
<td>242 (40.3)</td>
<td>39 (6.5)</td>
<td>42 (4)</td>
<td>277 (46.1)</td>
<td>0.85 (0.81-0.89)</td>
<td>0.88 (0.85-0.92)</td>
<td>0.86 (0.84-0.89)</td>
</tr>
<tr>
<td>Model 3&lt;sup&gt;j&lt;/sup&gt;</td>
<td>84</td>
<td>243 (40.5)</td>
<td>26 (4.3)</td>
<td>41 (6.8)</td>
<td>290 (48.3)</td>
<td>0.86 (0.81-0.90)</td>
<td>0.92 (0.88-0.95)</td>
<td>0.88 (0.86-0.91)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICD-10-CM: International Classification of Diseases, Tenth Revision, Clinical Modification.
<sup>b</sup>CC: chief complaint.
<sup>c</sup>CC refers to suicide-related chief complaints.
<sup>d</sup>LASSO: least absolute shrinkage and selection operator–penalized logistic regression.
<sup>e</sup>Model 1 considered all mental health–related ICD-10-CM codes organized by Child and Adolescent Mental Health Disorders Classification System categories as well as suicide-related CCs and mental health–related CCs.
<sup>f</sup>Model 2 considered suicide-related ICD-10-CM codes and all data elements (eg, child sociodemographics, emergency department disposition, involuntary hold status, medications, and laboratory tests) except mental health–related ICD-10-CM codes.
<sup>g</sup>Model 3 considered all structured data elements.
Discussion

Principal Findings

Overall, our findings suggest that suicide-related ICD-10-CM codes and chief complaints substantially underdetect suicide-related emergency department visits and that the capacity to detect varies by sex and age group. When stratified by child demographics, suicide-related codes and chief complaints miss more male children and younger children than female children and adolescents. By contrast, machine learning–based models applied to codified health data were more sensitive in detecting suicide-related emergencies than suicide-related codes and chief complaints. When comparing machine learning–based models across health data sets with varying numbers of potential features, we found minimal differences in detection performances among models trained on all features versus those trained on mental health–related codes and chief complaints alone versus those trained on suicide-related codes and non–ICD-10-CM code–based features (eg, medications and laboratory testing). Thus, the results suggest that machine learning–based models may strengthen the sensitivity of detection of childhood-onset SITB, even when considering a focused set of potential indicators.
In this sample, nearly one-third (82/284, 28.9%) of the children presenting for suicide-related emergency care were missed by suicide-related ICD-10-CM codes, and more than half (153/284, 53.9%) of the children were missed by suicide-related chief complaints alone. Although accurate and timely detection of suicide-related emergency visits among children aligns with suicide prevention efforts by supporting tracking and rapid response to epidemiologic shifts at a population scale [38], the results of this study suggest that suicide-related codes and chief complaints alone are likely insufficient in detecting cases and potentially introduce bias regarding which children are correctly detected. The CDC National Syndemic Surveillance Program has prioritized surveillance to provide timely trend information and support public health response [26]. Using multistate public health agency reports that vary in mandates to report emergency department use for suicidal behavior, the CDC Emergency Department Surveillance of Nonfatal Suicide-Related Outcomes collects near–real-time data on nonfatal suicide-related outcomes [25]. This surveillance enabled the discovery of the rise in suicide-related emergency department visits among female adolescents aged 12 to 17 years by 50.6% during the COVID-19 pandemic [5] and provides weekly reports surveilling suicidal ideation and behavior in the state of Washington via the Rapid Health Information Network [39]. Although the surveillance of SITB is a key tool in suicide prevention, the findings of this study challenge the highly prevalent use of diagnostic codes and chief complaints as a preliminary screening tool to search for potential cases of childhood-onset SITB in clinical data sets [40-42].

This study’s findings add to previously described concerns regarding the validity of suicide risk prediction models relying solely on ICD-10-CM codes to screen for the outcome of interest and discover potential antecedents [43]. The significantly poorer sensitivity of suicide-related codes and chief complaints in detecting SITB among male children and preteens and the trend (without statistical significance) toward poorer sensitivity among Black and Hispanic or Latinx children (sensitivity 0.74 vs 0.78-0.87) also raise concern that children misclassified by traditional indicators are not missed at random. The variable detection of SITB by child sociodemographics may result in biased estimates of child mental health service use and accentuate disparities; for example, bias may be introduced by unintentional omission of these children from suicide risk prediction algorithms relying on suicide-related codes and chief complaints to screen for cases. This finding builds on concern that clinical suicide risk prediction models reflect inequities in health care based on race and ethnicity and other aspects of patient identity [29].

More severe behaviors (preparatory acts and suicide attempt) were most accurately detected by requiring both suicide-related codes and chief complaints to be affirmed, whereas suicidal ideation was most accurately detected if only 1 of these (code or complaint) was required to consider the case affirmed. This is perhaps because the receipt of 2 suicide-related codified data elements may be a proxy for severity, with children with more severe behaviors receiving both data elements. The accuracy of the detection of nonsuicidal self-injurious behavior was poor compared with other SITB types, which suggests that separate phenotype definitions for types of SITB (eg, separate definitions for suicidal ideation vs preparatory acts vs suicide attempt) may produce more accurate classification than combining all SITB into a single category.

The optimal choice of detection approach may also depend on the specific use case; for instance, the results of this study suggest that suicide-related codes and chief complaints are sufficient when high specificity is important, such as flagging previous suicide-related emergencies in a patient chart. The finding that suicide-related codes and chief complaints have good specificity parallels a recent systematic assessment of self-harm coding under the ICD-10-CM in adults, which suggested that 90% of the events coded as self-harm had documentation of self-harm intent in the clinical notes [44]. In the case of a chart flag, the reduction in specificity could render a machine learning–based approach not only inconvenient but also potentially detrimental if false positives are increased. By contrast, a machine learning–based approach is more effective when maximizing sensitivity is essential, and some reduction to specificity is allowable, such as when screening data sets for potential cases. As each model generates a continuous probability of class assignment, the probability threshold may be changed depending on the use case. In uses where a high sensitivity is important to detecting all cases (eg, to not miss preteens presenting for suicide-related visits), the capacity to vary the probability threshold of classification may allow more flexibility and improved detection. These findings fit within other recent proof-of-concept applications of machine learning to classify adolescent suicidal behavior using health records, such as detection within a sample of 73 hospitalized adolescents in 1 community health system in the United States [42], a stepwise rule-based natural language processing approach evaluated on a cohort of 500 adolescents with autism spectrum disorder [8], and detection within a sample of 200 adolescents aged 11 to 17 years in contact with Child and Adolescent Mental Health Services in the United Kingdom [45].

In addition, the findings suggest that although machine learning–based approaches to detection are potentially advantageous in improving sensitivity, it may not be necessary to have access to a highly comprehensive set of data elements to meaningfully improve the sensitivity of detection. Smaller sets of mental health-related data elements, both ICD-10-CM–code based and non–ICD-10-CM–code based, performed similarly to more comprehensive data elements in the detection task. This finding aligns with work involving the phenotyping of suicidal thoughts and behaviors using discharge summaries from intensive care unit admissions in the Medical Information Mart for Intensive Care III (MIMIC-III) database and demonstrating promise of using elastic net penalized regression to detect SITB with as few as 11 features [46].

This study has several limitations. The sample is limited to a single health system in urban Los Angeles and may not generalize to less-resourced settings. The sample was also restricted to oversample case positives and individuals without missingness. Despite adjustment for selective stratification, the study sample size remained insufficient to develop and test separate machine learning–based models by sociodemographic characteristic to explore potential bias with a machine
learning–based approach. The triage screening question, “Does this patient have a primary psychiatric complaint or suspicion of psychiatric illness?” was used to determine the study sample, but triage screening questions related to suicide (eg, Columbia Suicide Severity Rating Scale items) were subsequently not selected for inclusion from the classification models because questions were asked using flow sheet cascades with a high degree of nonrandom missingness of individual items. Although commonly regarded as a gold standard for classification, the manual chart review is a silver standard for truth because it ultimately depends on information documented in clinical notes that contain the biases and idiosyncrasies of the clinical documenter and may imperfectly reflect the reality of the clinical scenario. Chief complaints were documented through an electronic health record speed button and thus may not generalize to less-structured text descriptions of the presenting problem.

Conclusions

Taken together, this study adds to existing efforts made toward developing clinical phenotypes of pediatric health conditions. Going forward, future research is needed to refine the detection of SITB across different health systems and populations, elucidate the potential advantage of including point-of-care universal suicide screening tools into phenotype detection algorithms, and determine whether including indicators of suicide-related behavior from clinical text improves detection. To achieve better integration between clinical research informatics and child mental health care, further work is needed to test the implementation of detection approaches at the point of care and assess the potential benefits of the precise identification of targets for suicide prevention interventions in children.
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Abstract

Background: The positive and negative effects of interacting with web-based content on mental health, and especially self-harm, are well documented. Lived experience stories are one such type of static web-based content, frequently published on health care or third-sector organization websites, as well as social media and blogs, as a form of support for those seeking help via the web.

Objective: This study aimed to increase understanding about how people who self-harm engage with and evaluate web-based lived experience stories.

Methods: Overall, 4 web-based focus groups were conducted with 13 people with recent self-harm experience (aged 16-40 years). In total, 3 example lived experience stories were read aloud to participants, who were then asked to share their reactions to the stories. Participants were also encouraged to reflect on stories previously encountered on the web. Data were analyzed thematically.

Results: Overall, 5 themes were generated: stories of recovery from self-harm and their emotional impact, impact on self-help and help-seeking behaviors, identifying with the narrator, authenticity, and language and stereotyping.

Conclusions: Lived experience stories published on the web can provide a valuable form of support for those experiencing self-harm. They can be motivating and empowering for the reader, and they have the potential to distract readers from urges to self-harm. However, these effects may be moderated by age, and narratives of recovery may demoralize older readers. Our findings have implications for organizations publishing lived experience content and for community guidelines and moderators of web-based forums in which users share their stories. These include the need to consider the narrator’s age and the relatability and authenticity of their journey and the need to avoid using stigmatizing language.

(JMIR Ment Health 2023;10:e43840) doi:10.2196/43840
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Introduction

Background
Self-harm is an important public health priority, with increased prevalence observed over the past 2 decades, particularly among young women [1]. It comprises both suicidal and nonsuicidal behaviors and is predictive of poor social and emotional outcomes and future suicide attempts [2].

The positive and negative effects of interacting with web-based content on mental health, and especially on self-harm, are well
documented [3,4]. The internet offers an important avenue for supporting people who self-harm, particularly those who are unable or reluctant to access formal, in-person support [5,6]. Increasingly, young people are likely to initially self-disclose self-harm behavior via the web owing to affordances of anonymity and perceptions of being judged less [7,8]. Young people experiencing suicidal feelings are also particularly likely to search for advice or peer support on the web [4,9,10]. However, web-based help seeking is also associated with risks, such as unintentional exposure to graphic or suicidal and self-harm content and engagement with discussion forums in which self-harm is sometimes normalized and negative feelings are reinforced [3,8,9,11]. Therefore, it is vital that the web-based support content provided is safe, effective, and evidence-based.

Lived experience stories are a frequently used source of information and support on the websites of third-sector or health care organizations and can include user-generated content on social media [5,9]. Stories published by more formal help sites, such as Mind or Samaritans, typically involve a personal narrative of help seeking and recovery. Although limited research has focused on self-harm lived experience stories so far, there is emerging evidence suggesting that these narratives can inspire hope and help seeking in the reader [9]. A recent qualitative study compared recovery narratives presented live and recorded (in audio, video, or text-based formats) with adults using statutory mental health services in England [12]. Findings suggested that recorded narratives are valued for their availability on demand, for access to narrators without geographical constraint, and for the ability to access support without a need for social interaction [12]. In a mixed methods study including interviews with young people and general practitioners (GPs), Cohen et al [9] highlighted suicide-specific lived experience stories as a potentially useful and engaging source of web-based support. Simultaneously, concerns were raised by a GP that reading about someone else’s recovery could lead to negative comparisons and feelings of failure. A young participant suggested that detailed descriptions of the context in which an individual experienced suicidal ideation could be triggering to some readers.

**Objectives**

Despite some evidence suggesting that creative storytelling [13] or digital storytelling [14] may be beneficial to oneself and others in terms of educating an audience and destigmatizing mental illness, little is known about how people who self-harm use web-based lived experience stories and how this may shape their behavior. With this in mind, we aimed to address the following research question—how do people who self-harm engage with, interpret, and evaluate lived experience stories accessed via the web?

**Methods**

**Design**

This was a qualitative focus group study.

**Recruitment**

Participants for focus groups were recruited from another experimental study [15]. Interested participants were invited to complete an eligibility check and to provide their contact details. Participants were eligible to participate if they were aged ≥16 years, reported self-harm in the past year, and were fluent in English, with no other exclusion criteria. Purposive sampling—based on age and gender—was then used to invite a subset of those participants to participate in the focus groups. Written consent was obtained before each group session and confirmed verbally at the beginning of discussions.

Overall, 4 focus groups were conducted from June 2022 to July 2022, with a total of 13 participants in the United Kingdom. Owing to the sensitive nature of discussions, we limited the number of participants to 4 per group and attempted to assign participants to groups with others of similar age. This was not possible for gender, as only 2 men returned the consent forms. Groups consisted of 2 to 4 participants each.

**Procedure**

Each focus group lasted between 40 and 60 minutes and was conducted via the web using Zoom (version 5.12.2; Zoom Video Communications, Inc) videoconferencing software. In total, 2 researchers were present to moderate each group. A semistructured approach was used. First, the lead moderator (LW) shared on the screen and read aloud 3 examples of lived experience stories about self-harm (Multimedia Appendix 1), followed by group discussion. The 3 example stories were created by combining extracts of real-life stories selected from different sources—including the websites of third-sector organizations, web-based forums, and personal blogs—to reflect a range of help-seeking circumstances. Each of the stories included a recovery narrative and did not include any graphic details of self-harm or encouragement of self-harm. Story 1 focused on self-help strategies and was written from the perspective of an individual aged 21 years. Story 2 did not explicitly report help seeking but conveyed a narrative of nonlinear recovery and a message of hope. Story 3 presented a journey of finding a therapist, medication, and social support. In the second and third stories, the age of the narrator was not specified. The example stories were used to prompt discussion, but participants were also encouraged to think about and discuss their own experience and reflect on other lived experience stories they had encountered on health care or third-sector organization websites or on social media.

Discussion was facilitated by flexible use of a topic guide [16] and included participants’ experiences of engaging with lived experience material on the web, their initial reactions to the example stories, specific aspects of stories (both in the examples and more broadly) that were supportive or not supportive, and the impact of reading lived experience stories on one’s own thoughts about help seeking and self-harm behavior. Participants received a shopping voucher worth £20 (US $24.64) by way of thanks, in addition to a debriefing sheet and signposting to support services. Discussions were audio-recorded and transcribed verbatim.

**Ethics Approval**

The authors assert that all procedures contributing to this study comply with the ethical standards of the relevant national and institutional committees on human experimentation and with...
the Helsinki Declaration of 1975, as revised in 2008. All procedures involving human participants were approved by the School of Psychological Science research ethics committee at the University of Bristol (reference 10504).

**Analysis**

Data were thematically analyzed, by following the 6 phases outlined by Braun and Clarke [17]. Anonymized transcripts were checked for accuracy and familiarization and then imported into NVivo (version 1.6.1; QSR International) for coding. LW and LB each openly coded the extracts from each of the 4 focus groups, collaboratively developing a coding frame to identify broad topics around which the codes clustered. Then, LW coded the full data set using the coding framework, added new codes, and iteratively refined the thematic descriptions and boundaries. Discussion with the study team led to further amendments to themes, with the transcripts then revisited to check accuracy. Our results are not presented separately for each story because the focus group discussions combined all 3 example stories and lived experience stories encountered elsewhere.

**Results**

**Overview**

Participants (11/13, 85% women and 2/13, 15% men) were aged between 16 and 40 years, and mean age was 24.5 (SD 7.3) years (Table 1).

Analysis generated 5 main themes related to how people with recent experience of self-harm interpret, evaluate, and engage with lived experience stories. These themes were labeled as follows: (1) stories of recovery from self-harm and their emotional impact, (2) impact on self-help and help-seeking behaviors, (3) identifying with the narrator, (4) authenticity, and (5) language and stereotyping.

In the descriptions of these themes in the following sections, we refer mainly to the discussions about specific features of the example stories presented to participants. Where participants referred to previous experiences of encountering stories on the web, these were most often accessed on mental health–related websites, such as Mind, but some participants also considered stories as user-generated content shared in web-based self-harm community forums or social media groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Focus group 1 (n=2, 15%)</th>
<th>Focus group 2 (n=4, 31%)</th>
<th>Focus group 3 (n=4, 31%)</th>
<th>Focus group 4 (n=3, 23%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (25)</td>
<td>1 (33)</td>
</tr>
<tr>
<td>Women</td>
<td>2 (100)</td>
<td>4 (100)</td>
<td>3 (75)</td>
<td>2 (67)</td>
</tr>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>24 (4; 9-20-27)</td>
<td>32 (8.1; 23-40)</td>
<td>18 (1.8; 16-20)</td>
<td>24 (1; 23-25)</td>
</tr>
<tr>
<td>16-18, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (50)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>19-21, n (%)</td>
<td>1 (50)</td>
<td>0 (0)</td>
<td>2 (50)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>22-25, n (%)</td>
<td>0 (0)</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>3 (100)</td>
</tr>
<tr>
<td>≥26, n (%)</td>
<td>1 (50)</td>
<td>3 (75)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

**Stories of Recovery From Self-harm and Their Emotional Impact**

Most participants described stories of recovery from self-harm—including positive framing of scars—as hopeful, motivating, or inspiring reminders of past struggles, helping to reassure them that they also could eventually recover in time. This included lived experience stories widely encountered on the web, with references made to specific features of the example stories:

*Story one is just more look towards the future and kind of inspiring, maybe. Like that person did it so, so can I and everyone else...it’s definitely good to like know that once again, I am not the only one and it is reassuring and promising that other people can do it so, there is a chance for me too.* [Woman; aged 19 years]

Some spoke about general positive impact on their mood when reading the example stories with a positive outcome or motivational message that encourages patience and strength throughout a recovery journey:

*...When they like kind of do their reflection at the end saying it is possible, I find that really does just pick me up a bit.* [Woman; aged 20 years]

*...It just feels like the sort of thing, quotes that I’d like relate to or would like on Instagram. It’s quite nice little reminders, little pick me ups.* [Woman; aged 24 years]

However, older participants found it challenging if they encountered a story in any context that framed someone’s recovery within a certain period or by a certain age. The first example story was a recovery narrative from an individual aged 21 years. For participants aged >21 years, hearing about a young narrator’s recovery could be disheartening and could reinforce a sense of having failed to recover themselves:

*There’s definitely an element of, you know, just the age thing again...if this is a teenage problem and I’m in my 20’s that means there’s no hope for me, that means I’m doomed, I’ll be like this forever.* [Woman; aged 23 years]
Some participants described the inclusion of numeric metrics in a lived experience story as being potentially problematic because it could encourage demoralizing comparisons. In discussions about the example stories presented, this commonly referred to the age of the narrator. Participants also reflected on the second example story and other stories they had encountered on social media, which included the number of days the narrator had not self-harmed:

*Sometimes when people put the numbers or they're like, “oh, I am so and so days clean” it’s quite hard because you feel like you are comparing all the time.* [Woman; aged 20 years]

**Impact on Self-help and Help-Seeking Behaviors**

Several participants reported having actively sought out lived experience stories on organizational websites or on social media as a form of help seeking. This could be to lift their mood (refer to the *Stories of Recovery From Self-harm and Their Emotional Impact* section), as a means of distracting themselves from the immediate urge to self-harm, or to reduce feelings of social isolation:

*It’s usually when I am feeling really low and that I don’t really know what to do with myself, you know, I don’t want to self-harm, I want to do something else. So, I try to see who else out there has gotten through it and just to see if there is hope out there because in those moments, there is literally nothing I would rather do than basically punish myself for whatever I am feeling...I think they just kind of calm me down enough to be able to actually do something that is healthier for me than self-harm.* [Woman; aged 16 years]

Although some participants reflected on the usefulness of reading lived experience stories on the web during urges to self-harm, others—reflecting on the example stories—discussed low mood as a barrier to the positive impact of a story. Several participants suggested that a reader’s frame of mind would influence their perception of a narrative or advice:

*Once you have read this over and over and you think this is, in the immediate moment, the be all and end all of what is available to help you, it becomes a bit like, “fantastic, you can tell me the strategies – I’ve tried them, they’re not working. You can tell me that you’re supposed to have a support network – guess what, I don’t right now.”* [Man; aged 25 years]

A participant highlighted that, although she considered herself to be recovered, reading lived experience stories on social media was a cue that she should check on her own well-being and speak to her support network:

*...If I read one of these and I am like, “Oh, actually I have been thinking about this a bit more” because sometimes the sign that you are reading one of these is a sign that actually, you’re thinking about it again.* [Woman; aged 20 years]

Reading lived experience stories—regardless of whether they were actively sought—was commonly reported to reduce feelings of isolation. This was often achieved simply by the recognition of others going through similar experiences or feelings. Some participants reflected on engagement with web-based communities to access user-generated stories, which also promoted a sense of social inclusion:

*I’m just trying to find a place where I’m feeling less alone with these feelings.* [Woman; aged 28 years]

Practical ideas for self-help strategies were a key feature of the first example story and were described by most participants as particularly useful. Several participants reported encountering similar suggestions in stories read on organizational websites, and they had been inspired to try some suggested strategies in the past. Some participants suggested that further practical advice about where to go for help would also benefit readers:

*I think I found the first story most helpful because of the suggestions of things that have helped. Things that you can try because it’s about thinking, actually what’s helped for someone else, that might help me. And having access to as many things as possible that might help because everything is different for everyone else...so that’s where I found that one most helpful.* [Woman; aged 40 years]

Highlighting the fundamental concept of self-help in the first example story was also described as motivating and important for those who do not have a support network or access to formal therapy. However, for some participants who reflected on content previously found on the web and the example stories, if the suggested strategies had been tried and tested or if the reader was feeling particularly low, advice could feel clichéd or irritating:

*...Sometimes [friends who are trying to be supportive] will repeat the exact same phrases over and over and over. It just kind of makes you want to scream and I think stories like this can kind of have a similar effect if it’s something you’ve already seen a lot.* [Man; aged 25 years]

More broadly, lived experience stories on organizational websites could be sought to empower readers to better understand their own feelings and experiences:

*I was more so actively seeking them perhaps when I wasn’t in treatment because I guess, it was a bit unknown or it was difficult to put pieces together. I guess that was more so perhaps with the trauma and sort of seeing how [self-harm] sort of is a coping mechanism for control or that other people [self-harm] for different reasons. So, I guess, last year, it was more when I was trying to figure things out maybe as a reassurance.* [Woman; aged 27 years]

Some participants described using lived experience stories previously accessed on organizational websites as a source of ideas for talking more confidently about their own experiences to others. This included speaking to their support network or therapist and sharing their own experiences to educate and help others:

*I think I wanted to be able to talk about my own experience and found the best way to do that was to...*
hearing how other people talked about their own experience. Kind of, what do you include, what you
don’t, what do people not include, those kind of things, how much detail do people go into, things like
that. [Woman; aged 40 years]

By learning about other people’s experiences and routes to help seeking, participants appeared to recognize a need for help in others, and in turn, recognized their own need to seek support. This could be through learning about others’ routes to therapy. More frequently, participants described the knowledge that they were not alone being a catalyst for help seeking when they had encountered lived experience stories in the past. The following quote refers specifically to the example stories presented to participants:

It’s hard to connect to just like words on a screen but I think these stories do a pretty good job at that and I think it will help a lot of people to then seek help because they realise, “I am not alone. I am not crazy, and I deserve help for this, and I need help.” [Man; aged 17 years]

Identifying With the Narrator

All participants reported identifying with at least one aspect of ≥1 example lived experience stories. This type of web-based content was suggested to be intrinsically more relatable than advice from a health care professional:

You can have a therapist or a professional telling you do X and Y but I found for me, I didn’t really listen to them as much as I would another person who may or may not have been a similar age but has lived through a similar thing as me...Hearing it from someone who has gone through it is so much more impactful. [Woman; aged 20 years]

Most participants suggested that it was more important to be able to relate to a narrator’s feelings or experiences within a lived experience story than to their demographic background. By keeping the narrator’s age and gender ambiguous in the example stories (the age was specified in the first example story), older readers, in particular, seemed to be able to project their own characteristics onto the story, thus making it feel more relevant and engaging to them. However, some young participants found it easier to relate to stories from similarly aged narrators, which brought them “comfort” (man; aged 17 years).

Some participants felt that organizational websites should provide several stories that reflect a range of experiences to encourage readers to identify and connect with them. However, others noted that being very specific about the circumstances preceding a narrator’s self-harm—or about co-occurring mental health disorders or methods of self-harm—could alienate some readers by invalidating their feelings:

I don’t find it helpful when people give like loads of reasons, like this bad thing happened, and then I self-harmed. Because I found – I don’t come across that so much now but when I was younger, I found that made me think I don’t deserve to self-harm, I’ve not had those experiences. And it just felt like another way of invalidating me, but there’s not a huge amount of that in these [example] stories...It’s not “oh look at me and all the horrible things I’ve been through.” [Woman; aged 38 years]

Several participants noted the challenge of organizational websites needing to provide stories from multiple perspectives to appeal to the broadest audience, acknowledging that an exhaustive collection would be impossible:

...If it’s too generic and vague, it’s almost like it’s not real, but if you make it too specific then obviously you narrow down the people who can perhaps relate to it. But then who’s going to want to sit and read through ten different accounts [stories] to find one that matches their own experience? [Woman; aged 38 years]

Identifying with the narrator also appeared to be an important factor in encouraging help seeking through the recognition of need in others and thus oneself (refer to the Impact on Self-help and Help-Seeking Behaviors section) but was simultaneously reported by most participants as unlikely to affect the likelihood of future self-harm behavior, as each individual’s self-harm experience is unique:

For me, these stories don’t really affect what I would be doing because obviously, it is someone else’s experience and not mine. So, I feel like it wouldn’t impact me as much and what I do in the future. [Woman; aged 19 years]

Authenticity

The example lived experience stories, which were moderated to avoid being triggering, were reported by some participants as feeling sanitized and somewhat unrealistic. Although some participants suggested that more “uncomfortable” stories with more extreme accounts of crisis would be more likely to prompt them to seek help, others recognized the risk that this could be triggering to some readers:

I think these stories are kind of sanitised versions of the actual experience. So I don’t think for them there’s really anything that could be particularly triggering. I’m kind of in two minds in terms of a more extreme story being helpful. But I think some people it definitely can be because it kind of makes you face up to the potential thing that’s going to happen. I also think that could cause different people to spiral a little bit thinking, “oh God, this is going to happen to me,” not “this could happen to me.” But I think that is very much on an individual basis, I’m not trying to say that story would be bad or that story would be good, it’s just it would potentially be a difficult one to kind of balance the benefits with the potential risks for some. [Man; aged 25 years]

Some aspects of the example stories were felt to increase a sense of authenticity and "humanize" the story without the need for the storyline to be extreme or graphic. First, having realistic representations about recovery being a nonlinear process was considered to be helpful in terms of managing expectations and pressure on participants for their own recovery. The second
example story reflected the likelihood of setbacks or relapses during the process of recovery. This was interpreted by several participants as more authentic and particularly relatable (refer to the Identifying With the Narrator section):

> I liked this one perhaps not so much because of the self-care ideas or things but because it shows sort of the ups and downs of the trajectory and I think that sort of humanizes it a bit and I think that’s important. If I think accepting that is probably one of the most important things, and accepting that it’s not an upwards linear trajectory, it’s up, down, down, up, so I found that one quite helpful because of that. [Woman; aged 27 years]

Second, acknowledgment of the challenges attached to accessing therapy (in the third example story) was considered by some participants to be helpful in setting realistic expectations. However, others noted that excessive focus on the difficulties around therapy could be discouraging:

> It’s tricky, but from my point of view, it’s about trying to find that middle ground between saying “I went to therapy and everything’s good now because therapy’s amazing” and saying “I’ve been to 97 therapists and 96 of them were dreadful and it’s taken 30 years” or whatever and then you think, “oh well there’s no point then.” Because obviously everyone’s experience is going to be different, so I think it’s trying to find a middle ground without being too scripted. [Woman; aged 23 years]

Third, references to scars (in the third example story) were not reported by any participant to be triggering but served to make a story feel more real and “one of the more lived parts of that lived experience” (man; aged 25 years). The positive framing of scars in this example story was felt by several participants as contributing to a general uplifting and motivating effect. A participant further noted that including a reference to scars could be an important deterrent of self-harm, by reminding the reader about its lasting effects:

> If anything that’s probably like one of the lines. I mean it wouldn’t stop me from doing it, but if any of the lines were that would probably be the most likely to stop me from self-harming; to know that there are lasting effects, and actually it does leave scars. Because I think it’s hard to remember when you’re doing it at the time that you’re going to be reminded of it for the rest of your life. [Woman; aged 24 years]

Finally, in the second example story, the narrator reflected on the importance of their self-harm as a means of coping and as part of their identity. This seemed to particularly appeal to and be respected by participants. Acknowledgment of self-harm as a coping mechanism appeared to reduce feelings of stigma and contributed to increased understanding of participants’ own experiences:

> At the end of the day you’ve sometimes got to accept that in the relative scheme of things, that might be the healthiest coping mechanism you’ve got at hand. [Man; aged 25 years]

Although this was presented positively by some participants as feeling authentic, it is also important to note the potential negative impact this normalization of self-harm may have on help-seeking behavior.

Several participants reflected on the authentic representation of self-harm as an important part of the narrator’s personal or social identity in the second example story. Some participants linked this to engaging with lived experience stories on social media and interacting with other members of web-based self-harm discussion boards or groups. Reflections on identity and engagement with web-based groups were felt to be helpful in providing a sense of social support by knowing that there were others going through similar experiences. However, the same participants simultaneously felt this sense of identity could hinder someone’s recovery if stopping self-harm was accompanied by detachment from the self-harm community:

> Yeah, I think it’s like we’re all part of this kind of secret community that nobody knows about unless you’re part of it. And then if something happens and you leave the community then you’re not part of it anymore. It feels like [someone else] said about having [self-harm] as part of your identity and this is how I am, then it’s not a part of who you are anymore it’s almost like you’re losing that, but then you’re losing that community as well. [Man; aged 27 years]

This was felt most acutely when referring to engagement with lived experience stories as user-generated content on social media and web-based forums, which could sometimes feel like an unhealthy, competitive space in which self-harm was normalized:

> I think although it’s reassuring to know there’s other people like you, it can also be a bit of a toxic environment because everybody is talking about the same thing and it’s almost like normalizing it. And I suppose although it shouldn’t be something you’re ashamed of, you know, it almost is encouraging this behavior sometimes, I think. And can be – it can kind of lull you into a false sense of security I think in these online spaces particularly. And it can kind of feed that negative mindset of like, okay I’m doing this but if I don’t want to stop doing it then this is the place I’ll go. [Woman; aged 28 years]

### Language and Stereotyping

Several participants reflected on the importance of lived experience stories using language that does not stigmatize self-harm or alienate people who engage in self-harm. When lived experience stories referred to self-harm as an unhealthy coping mechanism—discussed hypothetically and in reference to the second example story—some participants felt that it reinforced a sense of moralistic judgment, which could feel devaluing. This also applied to the use of the word, “clean,” in the second example story, when the narrator described the number of days they had not self-harmed. In the first example story, the term “clean” was felt to devalue the narrator’s recovery, and an alternative form of language was used to normalize:

> I think although it’s reassuring to know there’s other people like you, it can also be a bit of a toxic environment because everybody is talking about the same thing and it’s almost like normalizing it. And I suppose although it shouldn’t be something you’re ashamed of, you know, it almost is encouraging this behavior sometimes, I think. And can be – it can kind of lull you into a false sense of security I think in these online spaces particularly. And it can kind of feed that negative mindset of like, okay I’m doing this but if I don’t want to stop doing it then this is the place I’ll go. [Woman; aged 28 years]
people who self-harm. A participant discussed the potential harm this stigma presents in deterring people from seeking support:

I didn’t think of the comparison to drugs first, but comparison to STD’s and in particular HIV and the stigma around that. And I think all three of them kind of interplay in this idea that it’s a moral judgement on a medical issue. It isn’t helpful to put that moralistic judgement on something like that, because it isn’t helpful to people either for feeling able to seek help or finding help in a safe way. And then it doesn’t make it as accessible because it isn’t as easy to talk about. So I kind of particularly think that [being “clean”] is questionable wording in that respect. I think also by using it to give it that moralistic judgement, people who are going through that are more likely to feel worse in themselves. [Man; aged 25 years]

A participant highlighted the term, “cutting,” in the third example story—but also encountered as “cutter” in other stories found on the web—as “derogatory” and “crass” (woman; aged 28 years). This sort of terminology was also felt to be problematic for being overly specific and thus potentially alienating some readers (refer to the Identifying With the Narrator section):

I suppose also there’s other ways of self-harm and it’s not just cutting so that — by saying that it almost invalidates saying “oh it’s not self-harm because it’s head banging, or it’s not self-harm because it’s overdoses” or something. [Woman; aged 40 years]

The example stories and those previously encountered on organizational websites were sometimes felt to perpetuate the stereotype of self-harm as a problem for teenage girls (refer to the Identifying With the Narrator section). Several participants suggested that providing a wide range of stories on organizational websites, including some from older narrators, would be beneficial:

They’re quite young in all the stories. I think it would be nice every now and then to see a story of like somebody a bit older. Because I feel like a lot of self-harm is sort of people assume it’s always like teenagers who are depressed or something. But it would be nice if there was more like 20, 30-year-old stories. So, you know that actually it’s not just depressed teenagers that do it. [Woman; aged 24 years]

Discussion

Principal Findings

People with recent self-harm experience reported positive engagement with lived experience stories encountered on organizational websites and sometimes on social media. Example stories used to evaluate different features of this type of web-based content were generally found to be most engaging and helpful if the feelings recounted by the narrator were relatable, practical help seeking and self-help strategies were included, the stories felt human and authentic, and the language used did not perpetuate stigma or stereotypes about self-harm. Our findings suggest that lived experience stories can support readers to feel validated and help them to better understand their own feelings and experiences. Participants also told us that exposure to these stories can empower people to share their experiences with professionals and their support network and that they may also provide a helpful way of educating others about self-harm, which can reduce stigma and self-stigma [18].

The narratives of recovery were generally felt to be inspiring and motivating to those thinking about their own recovery from self-harm, and lived experience stories appeared to be highly valued as a form of web-based support, which could also serve as a temporary distraction for those experiencing an immediate urge to self-harm. However, our findings also highlight that voicing such narratives from a young or emerging adult’s perspective could have a demoralizing effect on older readers. Strategies to mitigate this problem may include (1) maintaining ambiguity regarding the age of the narrator to minimize exclusion of some readers; (2) including more stories from older narrators to broaden the representation of different age groups; or (3) tailoring age references depending on the target audience, for example, using young narrators on youth mental health websites.

Our findings also highlight the need for a balance between providing detail and specificity to make stories feel relatable to readers and avoiding the exclusion or invalidation of readers who do not identify with such details. Previous studies suggest that high specificity in stories about self-harm or suicide—particularly regarding methods—can risk overidentification with the individual or narrator, thus increasing the risk of contagion [7,19,20]. This was not captured in our findings as we deliberately excluded detailed references to methods of harm for ethical reasons. A balance should also be sought between the avoidance of narratives that may be triggering for some readers and the use of stories that could be overly formulaic and sanitized. In our sample, including a positive reference to scars in an example story was not felt to be triggering but contributed a sense of the lived experience story being more raw and real. Authenticity was felt to be further enhanced through portraying recovery journeys as nonlinear and acknowledging relapses and thus managing expectations regarding one’s own recovery. Although care must be taken to avoid normalization of self-harm, acknowledgment of self-harm as a key coping mechanism or part of someone’s identity may also feel less sanitized to some readers, thus increasing their engagement with a story.

Our findings highlight lived experience stories as a setting for the reader to compare themselves with the narrator. This can be helpful in managing feelings of isolation, knowing that others are experiencing similar feelings, and engaging in self-harm as a coping mechanism. It can also be positive when viewing stories of recovery as motivating. Feeling as if one is in a position comparable with that of the narrator may inspire help seeking by recognizing need in others and oneself by extension and by instilling hope that recovery can be attained. However, not all comparisons are positive. We found that the helpfulness of comparisons between reader and narrator may depend on
their relative age and the reader’s stage of recovery. Having few negative experiences or those perceived to be less traumatic compared with those of the narrator can feel invalidating and may deter some from seeking help as a result. Comparing oneself against a narrator who is more advanced in their recovery may instill feelings of dejection and pessimism in the reader. Providing numeric metrics, such as days without self-harm, can make comparisons particularly salient. Although comparing with others going through similar experiences can reduce feelings of isolation and encourage a sense of community, web-based forums can also foster a sense of toxic competition and normalization of self-harm.

Feelings of connectedness, enhanced understanding of one’s own emotions and behavior, use of alternative coping strategies for emotion regulation, and self-disclosure of self-harm to others have been described elsewhere as important factors in recovery from self-harm [21]. Thus, our findings suggest that engagement with web-based lived experience stories may provide a worthy contribution to the self-harm recovery process.

**Limitations**

It is important to recognize that the example stories presented to participants in this study were selected by the research team to be recovery oriented and consistent with safety guidelines regarding web content and thus excluded graphic content. This is reflected in some of the comments about stories feeling sanitized (refer to the Authenticity section). Although these stories were felt to be broadly representative of content published by third-sector organizations, they may not reflect unmoderated, user-generated content shared on social media. Participants’ accounts of encountering uncensored or less-helpful stories were limited. Therefore, our findings highlight several helpful aspects of lived experience stories, but we are limited in the extent to which we can draw conclusions about the potentially harmful aspects. This is particularly relevant to stories shared on social media, which may include more graphic content.

Similarly, although our focus was on specific features of the example stories and those encountered on organizational websites, there was limited discussion about user-generated content encountered on the web. Therefore, we have not explored the potential impact of purposeful reading of a lived experience story—one that is expected and consented to—compared with unexpectedly encountering a story on social media by its appearance on a feed or by algorithmic promotion.

We purposely limited the numbers in each focus group owing to the sensitive nature of the topic; however, group 1 was smaller than intended. Although the 2 participants in group 1 appeared to be comfortable with reflecting on personal and upsetting experiences, the discussion flowed more freely in the other groups, each with 3 or 4 participants. Participants in the slightly larger groups were better able to respond to one another, and concurrence and disagreement among group members resulted in particularly rich data.

Our sample was not diverse in terms of gender, with boys and men being particularly underrepresented. This is a common challenge in self-harm studies [5], but our additional attempts to purposively sample this group were unsuccessful. Information about participants’ ethnicity, sexual orientation, socioeconomic status, geographical location, or whether they were transgender individuals was not collected, making it impossible to evaluate the diversity of the sample. However, a broad age range was represented in our sample, thus providing valuable insight into the age-related factors discussed previously. In addition, many participants described being at different stages of a recovery journey, thus contributing useful insight into differences in acceptance, reactions to, and engagement with lived experience stories, depending on the current circumstances or mindset of the reader.

**Comparison With Previous Studies**

There has been little previous research on engagement with lived experience stories related to self-harm. Interviews with young people and GPs in the United Kingdom about web-based support services for suicide prevention indicated the overall value placed on lived experience content [9]. Consistent with our findings, young people reported the feeling of reassurance that they were not alone in their experiences, recognition of the need for support in others and themselves in turn, and concerns around content being potentially triggering to vulnerable readers. The potential for negative comparison was also raised by GPs, which we highlight as a particular risk for adults who self-harm beyond adolescence. We further emphasize that the inclusion of numeric metrics (such as age and days free from self-harm) in a story may increase the likelihood of comparison.

People who engage in web-based help seeking for self-harm have described stumbling across graphic social media content or comments that reinforce self-harm and suicide [6,19]. Our findings suggest several positive aspects of lived experience stories similar to those provided on organizational websites (such as Mind or Samaritans). Although we did not focus in depth on graphic content within lived experience stories on social media, our findings indicate that there may be risks of competition attached to engagement with user-generated content, which is often accompanied by unmoderated interactions [5]. Such feelings of competitiveness have previously been identified as a negative outcome of (and motivation for) engagement in web-based self-harm forums [6,7].

Our findings align with the framework for impact and moderators of impact developed by Rennick-Egglestone et al [22] in a systematic review of recovery narratives related to eating disorder and psychosis. By synthesizing 4 qualitative studies on the impact of recovery narratives (the key thread of most lived experience stories), the authors identified 6 themes, all of which were reinforced by our own findings specific to self-harm. The themes identified in the review by Rennick-Egglestone et al [22] were connectedness to the narrator or to others; understanding of mental illness and how to recover; reduction of stigma, including self-stigma; validation of self and of personal experiences; affective responses; and behavioral responses. Several moderators of impact were also identified regarding reader and narrator characteristics and are reflected in our findings; however, contextual characteristics (such as internet access) were not relevant in our study. Consistent with our findings, positive reception of a story was...
facilitated by the reader having similar life experiences to the narrator, whereas barriers included inability to relate to the narrator’s recovery journey or feeling worse than the narrator. As evidenced in our findings, Rennick-Egglestone et al [22] suggest the perceived authenticity of the narrator to be a key moderator of the impact of a narrative. This review was part of an in-depth body of work by the Narrative Experiences Online team to evaluate the impact of recovery narratives on adults who experience psychosis or other mental health problems [23]. In addition, within the Narrative Experiences Online program, Ng et al [20] have developed a causal chain model, using data from interviews with adult users of UK mental health services, to demonstrate the key mechanisms in whether a reader connects with a recovery narrative. These were (1) comparison with the narrator, in terms of shared experiences, stage of recovery, and narrator characteristics; (2) learning, in terms of gaining insight into the perspectives of others and developing new coping techniques; and (3) empathy, in terms of insight into the struggles, successes, and tone of the narrator. Our findings provide further support for these mechanisms of connection, extended to the self-harm context. We additionally highlight empowerment through enhanced understanding of one’s own experience as a key part of the learning mechanism and both avoidance of stigmatizing language and authentic representation of a self-harm recovery journey as key parts of empathy.

However, in contrast to the findings by Ng et al [20], and perhaps specific to the self-harm context, we found that lived experience stories were felt to be a useful distraction and source of support during moments of crisis for people who self-harm. Participants in our study also interpreted nonlinear narratives of recovery as more authentic and easy to connect with, whereas disjointed or circular narratives were interpreted pessimistically by Ng et al [20]. Nonlinear narratives of recovery from self-harm may be useful if they project an overall upward trajectory.

As mentioned in the Limitations section, the example stories presented to participants were carefully selected and were more representative of stories published on organizational websites than on social media, in terms of more sanitized content and a clear narrative structure. Although our findings point to several suggestions for helpful aspects to be included in a lived experience story, people posting a story on the web or those moderating web-based forums should also be mindful of existing guidelines around safe communication about suicide and self-harm on social media [6,24,25]. Broadly consistent with our findings (refer to the theme, Language and Stereotyping), #chatsafe guidelines recommend removing unhelpful language or graphic references to self-harm and using trigger warnings if appropriate [24].

Conclusions
This study highlights the value placed on lived experience stories as an accessible form of web-based support and information for those who self-harm. Our findings have several implications for health care or third-sector organizations publishing this type of content and for community guidelines for web-based forums in which users share their stories. First, it is important to consider the narrator’s age when describing a successful recovery. Second, ensuring that stories feel human and relatable by including references to challenges and relapses in a recovery journey will be valuable. Third, care should be taken to not perpetuate stereotypes of self-harm as a problem for teenage girls, and stigmatizing language or implied moral judgments should be avoided. We urge caution to those publishing or moderating lived experience stories, in terms of removing unhelpful language or graphic references to self-harm, using trigger warnings if appropriate, and being mindful of the risk of negative comparisons or competition.

Lived experience stories—shared carefully—have the potential to inspire those who self-harm to seek help, empower people to understand and share their own experiences, distract those experiencing an urge to self-harm in the moment, and reduce feelings of self-stigma and isolation.
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Multimedia Appendix 1
The 3 example lived experience stories presented to focus group participants for discussion.
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Abstract

Background: Despite the proliferation of evidence-based digital mental health programs for young people, their low uptake and inconsistent implementation preclude them from benefiting youths at scale. Identifying effective implementation strategies for evidence-based supports is especially critical in regions where treatment access is lowest owing to mental health provider shortages.

Objective: The goal of this academic-community partnership, funded by the City of San Antonio Metropolitan Health District, was to culturally adapt, disseminate, and gauge the acceptability and utility of an evidence-based digital mental health platform—Project Youth Empowerment and Support (YES)—among English- and Spanish-speaking youths living in south Texas.

Methods: Project YES is an open-access, anonymous platform containing 3 evidence-based, self-guided interventions for youth mental health. Project YES was culturally adapted via focus groups and co-design sessions with San Antonio youths with lived experience of depression and anxiety; translated into Spanish; and disseminated throughout San Antonio, Texas, via community and school partnerships.

Results: During the project period (April 2021 to December 2021), 1801 San Antonio youths began and 894 (49.64%) of them completed a 30-minute, single-session intervention within Project YES (aged 11-17 years; n=718, 39.87% male; n=961, 53.36% female; and n=3, 0.17% intersex; n=1477, 82.01% Hispanic; n=77, 4.28% non-Hispanic White; n=113, 6.27% Black; n=28, 1.55% Asian; and n=93, 5.16% other). This completion rate (49.64%) surpassed those previously observed for Project YES (eg, 34% when disseminated via social media). San Antonio youths rated Project YES as highly acceptable across all metrics, both in English and Spanish. In addition, the youths who completed Project YES—ENGLISH reported significant improvements in hopelessness (Cohen \(d=0.33; \ P<0.001\)), self-hate (Cohen \(d=0.27; \ P<0.001\)), and perceived agency (Cohen \(d=0.25; \ P<0.001\)) from before to after the intervention, and the youths who completed Project YES—SPANISH reported significant improvements in self-hate (Cohen \(d=0.37; \ P=0.049\)) from before to after the intervention.

Conclusions: The results indicate that Project YES—an open-access, free, and anonymous web-based single-session intervention platform—is an acceptable, accessible, and applicable mental health support for English- and Spanish-speaking San Antonio youths.

(JMIR Ment Health 2023;10:e43062) doi:10.2196/43062
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Introduction

Background

Most adolescents with mental health needs in the United States are unable to access evidence-based interventions when and where they are needed [1]. This need-to-access gap has remained stagnant for decades because of a myriad of factors, including provider shortages nationwide; a dearth of therapists trained in evidence-based approaches; premature dropouts from multisession treatments; cost and transportation challenges; and language barriers, as many evidence-based treatments are accessible only to English-speakers [2-4]. All these access barriers grew starker with the onset of the COVID-19 pandemic when public health mandates and social distancing precautions further limited access to face-to-face treatment options [5]. Given these compounding factors, interest has dramatically grown in digital, self-guided mental health supports (ie, those accessible via computers and smartphones, which are accessible to >95% of the US adolescents) [6], which hold the potential to be more accessible and scalable than in-person interventions. However, the real-world uptake and completion rates of self-guided digital interventions are exceptionally low, on average [7]; many clinically tested digital self-help tools are never made openly accessible [8], few evidence-based self-help tools are available in languages other than English, and popular mental health apps often include no elements of evidence-based interventions [9]. Thus, there is a pressing need for digital youth mental health supports that are simultaneously evidence-based, easily accessible to diverse youths in moments of need, and optimized for uptake and completion in community settings.

Digital, evidence-based single-session interventions (SSIs) may help address the need for accessible, easily completable, and effective mental health interventions for adolescents. SSIs are defined as “structured programs that intentionally involve only one visit or encounter with a clinician, provider, or program; they may serve as stand-alone or adjunctive clinical services” [10]. SSIs can take multiple forms (eg, provider delivered and self-guided); however, the flexible and scalable nature of digital, self-administered SSIs allows them to be delivered and completed in low-resource settings relatively rapidly and broadly. Existing literature supports the effectiveness of SSIs for adolescents’ depression and anxiety, even when delivered as stand-alone mental health supports [11-14]. Furthermore, in a recent nationwide randomized trial including 2452 adolescents with elevated depressive symptoms, 2 different digital, self-guided SSIs (one teaching behavioral activation and another teaching that personal characteristics are malleable) significantly reduced 3-month depressive symptoms, hopelessness, and restrictive eating compared with a supportive control [15]. In another randomized, placebo-controlled trial of 555 adolescents endorsing self-injurious behaviors, a digital, self-guided SSI significantly reduced self-hatred and increased the desire to stop future nonsuicidal self-injury [16]. In both trials, adolescents completed the digital SSIs in the midst of the COVID-19 pandemic (between May and December 2020), and more than 80% of the adolescents who began a digital SSI completed it in full. Even when evaluated in naturalistic settings, where the completion rates for digital self-help tools drop as low as 1% (vs 44%-99% in paid research studies) [7], 34% of US adolescents completed digital mental health–focused SSIs that were publicly and freely accessible on the web [17]. When comparing the engagement rates of digital SSIs in randomized controlled trials versus naturalistic evaluations, the presence of participant payments emerged as the sole predictor of higher versus lower rates of SSI completion (neither the level of distress nor sexual orientation, race, ethnicity, and gender identity predicted differential completion rates) [17]. Nonetheless, even in the absence of monetary incentives, SSIs show feasibility and clinical utility. The completion rates for digital SSIs substantially surpass those seen for previously studied digital self-help tools in formal trials and naturalistic contexts alike.

Given their clinical utility, high completion rates, and low cost (the abovementioned SSIs are free and available on the web) and because youths increasingly turn to digital tools such as websites and apps for mental health information and support [18], SSIs represent a promising approach to supporting youths’ in-the-moment mental health needs. However, many questions remain regarding the dissemination and implementation of the existing SSIs within underserved communities. To date, no evidence-based SSIs have been systematically adapted to the culture, language, or context of specific underresourced and underserved populations—although such adaptations may both facilitate successful implementation and minimize the unintended consequences of failing to center population-specific needs (ie, inadvertently worsening treatment access disparities by disseminating English-only digital self-help tools in communities with many monolingual Spanish speakers). Cultural adaptations of interventions have demonstrated increased acceptability and retention in marginalized populations by including their stories and translations by talking to clinicians well versed in the cultural differences of specific populations [19,20]. However, startlingly, only a few youth-focused intervention trials—even those that include youths of color—actually use strategies to address culture within the interventions themselves [21]. Furthermore, very few culturally adapted interventions for adolescent anxiety and depression have been developed; those that exist rely mainly on clinician feedback, instead of youth involvement, to drive cultural adaptations [21]. This reflects an important and critical gap in the available digital supports.

Culturally adapted digital tools may be especially useful for low-resourced or minoritized communities because individuals belonging to these communities often rely on digital resources for health-related information [22]. A digital intervention app created for Spanish-speaking adults showed greater retention rates (72%) than most digital mental health apps. A pilot study testing this app demonstrated a preliminary reduction in depression severity and greater acceptability in the Spanish-speaking study population [23]. However, the use of digital interventions in these minoritized populations without careful adaptation can potentially have unintended negative consequences, such as alienating users with marginalized identities [22], making it crucial to rely on user and stakeholder feedback throughout the adaptation process. Overall, few evidence-based mental health interventions have been systematically adapted for specific minoritized or marginalized communities.
youth communities, and even when those adaptations have been deployed, youth feedback and perspectives on the interventions have rarely been formally incorporated (eg, via user-centered design approaches) [24]. Thus, efforts to culturally adapt youth-focused SSIs will need to proactively center on end users’ perspectives and experiences.

Latino, Latina, or Latine young people are a population with substantial and unmet mental health needs for whom culturally tailored digital mental health supports (including SSIs) may carry value. Latino, Latina, or Latine individuals are the largest ethnic minority in the United States, accounting for 18.5% of the US population [23]. Up to 13 millionLatine individuals meet the criteria for a mental illness; however only 9.6% of these individuals access any evidence-based mental health support in a given year [24]. Barriers to treatment access vary widely, from limited insurance coverage to legal status, stigma, and language barriers (up to 33% Latine individuals report speaking English less than “very well” [25]); together, these create a clear need for scalable mental health tools tailored to the needs of Latine and Spanish-speaking individuals. Not only do most Latine and Spanish-speaking individuals in the United States have internet access via mobile devices (up to 80%), but a large majority also endorse openness to using digital health supports [26]. In addition, there is some evidence that Spanish-translated digital mental health tools are effective (3 studies investigating Spanish-language apps reported decreases in the target mental health scores such as depression or substance abuse [27]). However, few such tools have been built and evaluated to date [27]. Accordingly, the creation of translated and culturally relevant digital mental health supports is a critical next step for digital and SSI research.

Importantly, both Spanish- and English-speaking communities across different regions of the United States are highly diverse in themselves, and as such, taking a community- or region-level approach to adapting digital mental health tools may yield supports that are particularly acceptable to (and likely to be used by) specific communities. A community that may benefit from such efforts is that of Texas, one of the largest states in the United States, which is ranked by Mental Health America as such efforts is that of Texas, one of the largest states in the United States, which is ranked by Mental Health America as among America’s worst-performing states when it comes to mental health support, given that many San Antonio youths’ lived experience narratives and descriptions of their own difficulties and coping strategies, along with adaptations to nonspecific intervention factors to increase cultural relevance (eg, the presence of a Spanish-translated version, youth feedback–informed language adaptations, and the inclusion of San Antonio youth voices throughout all programs). The specific platform adapted for this nonexperimental, observational project is called Project Youth Empowerment and Support (YES), which is a free-of-charge, open, and anonymous website wherein young people can anonymously and flexibly complete any of 3 digital SSIs, which have demonstrated short- and long-term effectiveness in reducing hopelessness, self-hate, and depression symptoms [12,15,31]. The 3 SSIs that adolescents may complete within Project YES are called “Project Personality” (which teaches that personal traits are malleable), “The ABC Project” (which teaches values-based activity engagement to elicit pleasure and accomplishment), and “Project CARE” (which teaches the benefits of self-kindness in social and academic success). These 30-minute SSIs were designed to instill adaptive self-relevant beliefs with known links to lower levels of depression and anxiety symptoms. The SSIs within Project YES have shown acceptability and both short- and long-term utility in reducing hopelessness, increasing agency, and mitigating depression and anxiety symptoms in young people across randomized and open trials alike [12,15,17,33]. Each SSI was created per a routinely used SSI design framework, which is detailed elsewhere [10]. Youths (1) learn the brain science that normalizes a core concept, (2) are invited to help researchers learn about their perspectives as “youth experts,” (3) are asked to convey the program’s messages in their own words and offer advice to their peers, and (4) hear stories from peers who used the program in their lives. Regardless of program selection, youths can anonymously and flexibly complete any of the 3 digital SSIs, which have demonstrated short- and long-term effectiveness in reducing hopelessness, increasing agency, and mitigating depression and anxiety symptoms in young people across randomized and open trials alike [12,15,17,33]. Each SSI was created per a routinely used SSI design framework, which is detailed elsewhere [10]. Youths (1) learn the brain science that normalizes a core concept, (2) are invited to help researchers learn about their perspectives as “youth experts,” (3) are asked to convey the program’s messages in their own words and offer advice to their peers, and (4) hear stories from peers who used the program in their lives. Regardless of program selection, youths can choose to offer their “best, anonymous coping advice” to other youths coping with depression or anxiety. Youths are also given the opportunity to share this advice in a public “YES advice center” [10].

**Goal of This Study**

In this project, the 3 digital SSIs in Project YES were adapted and revised in collaboration with youth stakeholders, translated into Spanish, and disseminated to youths across San Antonio, Texas, via collaborations with community organizations, clinics, and schools in the city. For both the English and Spanish versions of the interventions, we investigated youths’ acceptability of the programs and immediate effects on proximal, clinically relevant outcomes that the SSIs were designed to target (hopelessness, agency, perceived control, and self-hate).
We examined use-pattern variables (eg, SSI selection and SSI completion rates), user characteristics (age range, sex, gender identity, race and ethnicity, and depressive symptoms), and acceptability metrics to gauge which youths use Project YES and whether they view Project YES as valuable, helpful, and user-friendly.

Methods

Recruitment

The participants in this project were youths aged 11 through 17 years from San Antonio, Texas, and the surrounding areas (within a 100-mile [161 km] radius) who interacted with the Project YES platform between April 31, 2021, and December 31, 2021. The participants learned about Project YES through several sources, including paid advertisements on Instagram (Meta Platforms, Inc), friends, teachers, and the University of Texas Teen Health (UTTH) team. UTTH provided 12 opportunities for representatives from potential community partners (eg, schools and community centers) and community members to receive an orientation to Project YES, which covered the following topics: (1) overview of Project YES, (2) introduction to Project YES in San Antonio, (3) goals for Project YES San Antonio, (4) what youths will do in Project YES, (5) community partner roles and responsibilities, and (6) additional resources. The purpose of the orientation was to provide the community with an understanding of Project YES and resources to refer youths to the program. A total of 79 people attended the orientation. From April 1, 2021, to June 30, 2021, of those who attended the orientation, 2 (3%) school partners and 4 (5%) community organizations reported referring youths to Project YES. The partners made 2763 referrals during this reporting period.

To facilitate youth-level recruitment efforts, UTTH created advertising postcards with the QR code to access the website, along with phone numbers, on the back of the postcard for youths who may be in crisis and need immediate assistance. These postcards were distributed to youths in schools, community organizations, counseling offices, and clinics and anyone interested in the program. During the project year, a total of 12,839 postcards were distributed. UTTH also created flyers, with the assistance of the Stony Brook University team, which were posted on the Lab for Scalable Health’s Instagram page. These were also posted on UTTH’s social media sites and the UTTH program website and added to UTTH staff’s email signature blocks.

To facilitate community partners’ efforts to increase Project YES’s uptake, UTTH created a social media toolkit to aid partners in sharing Project YES with the youths in their organization. This comprehensive guide has information on the need for the project, the evidence base, information on how to engage with Project YES, sample social media posts, a sample script for introducing Project YES to young people, and frequently asked questions. When possible, UTTH also attended health fairs or school functions to inform attendees about Project YES, with an express focus on the San Antonio area.

Facilitating the Uptake of Project YES in Schools

Owing to COVID-19–related public health restrictions at the beginning of the 2021 school year, visitors were not allowed on campus for Project YES–related presentations. However, in October 2021, UTTH received the opportunity to present Project YES during a physical education class to middle school– and high school–aged students at a local school district. UTTH coordinated with district-based physical education coaches to offer Project YES to the students on the campus. Each coach reserved the computer laboratory or gymnasium as per availability. The coaches asked the students to bring their school laptops to the session. During these sessions, the students were informed about the program and logged in using the QR code for their phone or a computer desktop or laptop. There were some challenges with poor internet connectivity, specifically in the gymnasium, which prevented some students from completing an SSI within Project YES. Subsequently, this process was replicated with a second school district partnering with UTTH, again targeting the district’s middle school– and high school–aged students.

Ethical Considerations

Before launching Project YES, all procedures were reviewed and deemed “exempt” (as a program evaluation) by the UT Health San Antonio’s institutional review board (IRB).

Project Procedures

Overview

There are no inclusion or exclusion criteria for Project YES, as it is publicly accessible, and the data collected are nonidentifiable. Although the Project YES website states that the activities are designed for youths aged >18 years (primarily preadolescent and adolescent youths), individuals of any age may choose to participate. The participants are required to report their age range (11 to 13, 14 to 16, or 17 years) and whether they are aged ≥18 years (yes or no) before initiating Project YES. The participants are required to report whether they were from San Antonio (or within 100 miles; yes or no). Using these data, we limited the analyses to our target population (youths aged 11 to 17 years from San Antonio).

The structure of Project YES has been described in a previous manuscript [10]. To summarize, Project YES is a nonrandomized, ongoing, and exploratory program evaluation whose original procedures were preregistered on Open Science Framework [34]. Parent permission is not required to participate in Project YES (waived by the University’s IRB) to minimize access barriers, including discomfort disclosing psychological distress (as many parents are not aware of their children’s depressive symptoms), and to ensure that youths remain unidentifiable.

Once the participants begin Project YES, advance past the “Project Information” page, and agree to participate, they are prompted to provide nonidentifying demographic information. Next, the participants select 1 of 3 SSIs to complete before completing pre-SSI questionnaires, the SSI itself, and post-SSI questionnaires, which were designed to measure the SSI’s short-term effects and acceptability. Finally, the participants
have the option to anonymously share their “best advice for others dealing with depression, anxiety, or stress,” which is posted on the “YES Advice Center” for others to read.

The current version of Project YES was adapted in several ways to better serve the San Antonio community. Specifically, Project YES was translated entirely into Spanish, including the pre- and postintervention questionnaires and the 3 digital SSIs. Before participating in the SSIs, the participants are given the option to select the language (either English or Spanish) in which they would like to hear or view the SSI. In addition, the question “Do you live in San Antonio, TX, or the surrounding areas (ie, within 100 miles, like Atascosa, Medina, Bandera)?” was added. Using these data, we limited the analyses to our target population (youths from San Antonio or its surrounding areas).

**Inviting Teens to Share Their Stories for Inclusion in Project YES**

San Antonio youth volunteers were invited to contribute their lived experience–based stories of coping with depression, anxiety, and related difficulties for inclusion in the culturally adapted Project YES SSIs. The procedures for youths’ involvement in SSI adaptation were reviewed and deemed “Not Regulated Research” by the University IRB. Participating youths were members of the UTTH’s Youth Leadership Council who expressed interest in sharing their stories and being a part of a program geared toward helping San Antonio–based teens. UTTH also shared the opportunity with teenagers via their Facebook (Meta Platforms, Inc) and Instagram pages. Youths interested in sharing their stories were then contacted and provided with further information about Project YES and the process of gathering stories. In total, 14 San Antonio youths (aged 12 to 17 years) elected to contribute their personal stories of mental health and coping to Project YES; parents’ or guardians’ written permission was obtained for all 14 volunteers. Ultimately, UTTH gathered 33 stories from these 14 youths, all of which were integrated into Project YES.

**Collecting Youth Stories for Inclusion in Project YES**

UTTH and Stony Brook University representatives met with the youth volunteers via Zoom (Zoom Video Communications, Inc), in groups of 3 to 5, on multiple dates to ensure that each volunteer had an opportunity to write and submit their stories to UTTH. Each volunteer was asked to attend 2-hour-long Zoom meetings to construct their stories for inclusion in the interventions. Our focus on adapting and embedding San Antonio youths’ personal stories into Project YES reflects Heim and Kohrt’s Cultural Adaptation Framework for Scalable Interventions [32], which highlights the core importance of integrating cultural concepts of distress into adapted interventions. In other words, we aimed to situate each SSI’s core concepts and skills (eg, behavioral activation and self-kindness) within San Antonio youths’ lived experiences, perspectives, and narratives of how they have experienced and understood their own distress as well as how a particular skill has helped them overcome or manage that experience of distress. By framing the purpose and relevance of the SSI content through the lens of San Antonio youths’ voices and perspectives and by making key “non-specific” adaptation to signal cultural relevance (eg, a full Spanish translation), we aimed to increase the program’s relevance to users’ worldviews, thus improving the acceptability and clinical impact of the interventions.

Stony Brook University and UTTH staff facilitated small breakout sessions. Confidentiality was reviewed at the beginning of the session, and a mental health professional was on hand to provide assistance if any youth volunteer needed help when telling their stories. The youths were asked questions about their experiences at school, home, and community where they may have been stressed, anxious, or challenged and how they overcame those situations. The youth volunteers verbally shared their answers, and one of the facilitators scribed each volunteer’s stories. The youths were also offered the option of writing their stories, rather than narrating them, based on their comfort level and personal preference. At the end of the meeting, a written summary of their stories was provided to each youth volunteer; they were then invited to provide feedback and edit their transcribed stories to ensure that each story optimally reflected their lived experience and perspective. All youths’ stories were included (anonymously or using pseudonyms) in the final, adapted version of Project YES for San Antonio youths—either within one of the digital SSIs or immediately after the SSIs as part of a collection of “coping narratives” from peers, which all Project YES users had the chance to review.

**Translating Project YES Into Spanish**

UTTH staff, who were either native Spanish speakers or fluent in Spanish, translated each story into Spanish. Several youth volunteers were bilingual and translated their own stories into Spanish. The Project YES home page [35] and all 3 SSIs within Project YES were also translated into Spanish by an externally hired professional translator, along with input from UTTH.

**Recording Youths’ Stories for Inclusion in Project YES**

Within the Project YES SSIs, narratives from young people are available as both written stories and audio recordings to help users feel more connected to their peers’ mental health and coping narratives. Therefore, UTTH contracted the UT Health San Antonio Media Services Department to provide the studio and equipment to record all stories in English and Spanish. All youth volunteers were offered the opportunity to self-record their own stories, although none was required to do so.

Multiple recording dates were arranged to accommodate the youth volunteers’ school schedules. Each volunteer received a copy of the story or stories they had written, and they were guided by the media services director on how to properly use the recording equipment. The youths were able to make changes to their stories’ wording if deemed necessary, and the director lent periodic guidance to improve the flow and intonation. Two of the bilingual youth volunteers recorded each of their stories in Spanish. Media services staff edited the files to accommodate the multiple takes in each volunteer’s recording and then provided a final file to UTTH (1 audio file per story). After the recordings, the youth volunteers were provided with a “swag bag” and gift cards in appreciation for their time, dedication, and contribution to the project (US $85 for each volunteer, for several hours of effort). Parents of the youth volunteers also
received gift cards for supporting their children in this work (US $50).

**Interventions**

**Overview**

The SSIs in Project YES were designed to incorporate 4 design features common across effective, self-guided SSIs for youth mental health, as proposed by Schleider et al [10]. Each SSI within Project YES (1) incorporates true stories from trustworthy individuals, including older peers (in this case, stories and narratives from San Antonio youths; refer to Multimedia Appendix 1 for examples) and scientific experts; (2) use brain science–based explanations to increase the credibility of the content; (3) empowers users to act as an “expert” or “helper” throughout the SSI by leveraging their own experience to offer advice to others; and (4) offers guided writing activities, often referred to as “saying-is-believing” or “self-persuasion” exercises. A detailed explanation of these 4 SSI design features has been provided elsewhere [10]. The culturally adapted version of Project YES, which was included in the present evaluation, incorporated new narratives constructed with San Antonio youths via the processes described earlier.

Materials for all SSIs within Project YES are publicly available via the Open Science Framework (Project Personality [36], Project CARE [37], and The ABC Project [38]). Each SSI is a 30-minute, self-delivered program. All the materials that youths who participate in Project YES view during the program are publicly viewable on the Project YES website [35].

There are currently 2 published reports on the preliminary acceptability and utility of the Project YES interventions across all youths who completed an intervention between September 2019 and August 2020 [10,12]. The results demonstrated acceptability and positive effects on both hopelessness and perceived agency for all 3 interventions [10].

**Project Personality**

The original (unadapted) version of Project Personality has been described elsewhere [10], and its structure is summarized here for convenience. Project Personality opens with an introduction to the human brain and a lesson on neuroplasticity. This SSI includes true stories from older youths, which explain their views that personality traits are malleable and describe moments in their lives when they used “growth mindsets” to persevere during setbacks. Project Personality also explains how and why one’s personality can change and includes an exercise in which youths incorporate scientific information in the notes they write to younger youths about people’s capacity for change. This SSI was adapted to include stories provided by San Antonio youths via the processes described earlier.

**Project CARE**

The original (unadapted) version of Project CARE has been described elsewhere [10]; however, its structure is summarized here for convenience. Project CARE begins with an introduction to the science that explains why many youths believe that they must dislike themselves to be successful and thus fear self-compassion. This SSI contains scientific evidence and true stories from other youths explaining that being self-compassionate predicts greater social and academic success. Evidence-based tips for overcoming the fear of self-compassion–based obstacles are provided. Youths have the opportunity to author notes to younger adolescents using scientific information to explain the different ways in which self-kindness can be beneficial. This SSI was adapted to include stories provided by San Antonio youths for San Antonio youths.

**The ABC Project**

The original (unadapted) version of The ABC Project has been described elsewhere [10]; however, its structure is summarized here for convenience. The ABC Project incorporates components of behavioral activation and introduces the idea that participating in value-based activities can combat low self-esteem and a sad mood. Through The ABC Project, youths receive psychoeducation about depression, specifically about how one’s behavior can shape one’s thoughts and feelings. Youths are walked through a life-values assessment in which they identify key areas from which they gain enjoyment and meaning; next, they identify and personalize 3 activities to focus on for change. Finally, The ABC Project offers an activity in which youths write about engaging in each of their targeted activities and the benefits that may come from engaging in them; they also pinpoint obstacles that may stop them from doing the activities and outline strategies to overcome the obstacles.

**Measures**

The following measures on Project YES are the same as those that prior reports have described; however, in the context of this data collection, we focused on the version of Project YES that contains both the English and Spanish versions.

**Demographics**

The participants identified their age range (age was provided in ranges to maintain anonymity: 11 to 13, 14 to 16, or 17 years); biological sex; gender identity; sexual orientation; race and ethnicity; how they learned about Project YES; and whether they were from San Antonio, Texas, or the surrounding areas. If they selected “Yes,” they were asked in what part of San Antonio they lived (north, east, south, or west).

**Mood and Feelings Questionnaire–Short**

The Mood and Feelings Questionnaire—Short (SMFQ) is a valid, reliable, and commonly used assessment for depression symptoms in youths, which was previously translated into English and Spanish [41]. Before using an SSI, the participants rated their agreement with 13 statements reflecting thoughts and feelings over the previous 2 weeks (eg, “I felt lonely,” “I felt miserable or unhappy,” and “I felt I was no good anymore”) on a 5-point Likert scale (0=“not true,” 1=“sometimes,” and 2=“true”). Internal consistencies among the San Antonio youths who completed Project YES in English and Spanish, respectively, were Cronbach α=.93 and Cronbach α=.91. Note that the SMFQ does not measure suicidal ideation or suicidality, which are not assessed in the context of Project YES.

**State Hope Scale**

The State Hope Scale is a 6-item self-report scale created to evaluate hope in youths. The State Hope Scale includes 2
reliable subscales: agency and pathways [42]. The “agency” subscale measures one’s perceived ability to create plans and work to achieve goals (eg, “I can think of many ways to reach my current goals”); the “pathways” subscale reports one’s perceived success in meeting one’s goals (eg, “At this time, I am meeting the goals I have set for myself”). For Project YES, we anticipated shifts in agency but not in pathways scores. This is because participants may not have opportunities to pursue their goals in new ways immediately after SSI. Thus, hope was indexed using the 3-item agency subscale of the State Hope Scale. The participants rated 3 statements immediately before and after intervention to reflect how they felt about themselves at that moment on an 8-point Likert scale (1=“definitely false” to 8=“definitely true”). Internal consistency among the San Antonio youths who completed Project YES in English was Cronbach α=.78 and Cronbach α=.91 before and after SSI, respectively. Internal consistency among the San Antonio youths who completed Project YES in Spanish was Cronbach α=.86 and Cronbach α=.86 before and after SSI, respectively.

**Beck Hopelessness Scale-4**

The Beck Hopelessness Scale-4 is a reliable, commonly used, shortened version of the 20-item scale that measures hopelessness in youths [42,43]. The participants rated 4 statements immediately before and after intervention to indicate their sense of hopelessness “right now, in this moment” on a 4-point Likert scale (0=“absolutely disagree,” 1=“somewhat disagree,” 2=“somewhat agree,” and 3=“absolutely agree”). Internal consistency among the San Antonio youths who completed Project YES in English was Cronbach α=.87 and Cronbach α=.91 before and after SSI, respectively. Internal consistency among the San Antonio youths who completed Project YES in Spanish was Cronbach α=.76 and Cronbach α=.91 at before and after SSI, respectively.

**Self-hate Scale**

The Self-hate Scale is a reliable, 3-item measure designed to assess feelings of self-hate ([15,44]; adapted from the study by Turell et al [44]). Immediately before and after the intervention, the participants rated how true each of 3 statements was for them at that moment (“I hate myself,” “I feel disgusted when I think about myself,” and “I feel ashamed of myself”) on a 6-point Likert scale (1=“not at all true for me” to 6=“very true for me”). Internal consistency among the San Antonio youths who completed Project YES in English was Cronbach α=.93 and Cronbach α=.96 before and after SSI, respectively. Internal consistency among the San Antonio youths who completed Project YES in Spanish was Cronbach α=.86 and Cronbach α=.95 at before and after SSI, respectively.

**Perceived Change in Hopelessness and Problem-solving**

The participants were asked 2 questions immediately after intervention, which evaluated their perceived change in hopelessness and ability to solve problems. Questions were developed for this study based on established guidelines for assessing subjectively perceived change following an intervention [45]. These questions asked, “to what extent are you feeling hopeless right now?” and “to what extent are you able to solve the problems facing you right now?” when “compared to before doing this activity.” Both perceived change in hopelessness and problem-solving ability were rated on a 5-point Likert scale (“much more hopeless” to “a lot less hopeless”; “much less able to solve problems” to “a lot more able to solve problems”). These measures were developed based on previously established methods used to calculate the “smallest effect size of interest” (the smallest possible effect size associated with a detectable, subjective change within individuals) [46].

**Program Feedback Scale**

The Program Feedback Scale (PFS) is commonly used to evaluate the acceptability and user perceptions of SSIs [16,20,46,47]. It asks participants to rate their level of agreement with 7 statements that indicate the perceived acceptability and feasibility of the SSI they chose (eg, “I enjoyed the program”) on a 5-point Likert scale (1=“really disagree,” 2=“disagree,” 3=“neutral,” 4=“agree,” and 5=“totally agree”). The PFS was adapted from the existing, validated acceptability assessments of digital interventions. To exclude items that did not apply to web-based SSIs (ie, items that reference one’s interest in revisiting the program), adaptations from the existing scales were necessary. The PFS also assesses open-response feedback from participants. The PFS item scores can be evaluated either individually or across items via a mean score. Internal consistency across PFS items for the youths who completed Project YES in English and Spanish was Cronbach α=.93 and Cronbach α=.87, respectively; mean responses to each PFS item were evaluated separately to gain insight into the acceptability in specific domains (eg, ease of use and understanding and enjoyability).

**Analytic Plan**

**Sample Characterization and Use Patterns**

To evaluate the use patterns of Project YES, we quantified the number of youths who started Project YES and those who chose, began, and completed an SSI. In addition, we identified which SSI the youths chose as well as the demographics, symptom levels, hopelessness, and self-hate levels for youths who chose, began, and completed an SSI. Responses from Spanish and English respondents were evaluated separately. We calculated the overall and item-specific means for youths who completed an SSI and the PFS to evaluate each SSI’s feasibility and acceptability. Mean scores of >3 for any PFS item demonstrated item endorsement (eg, satisfactory acceptability). Mean scores of >3 across all items demonstrated overall SSI acceptability. Descriptive statistics for pre-to-post SSI “perceived change” items were calculated using responses from the subsample of individuals who completed an SSI. Mean ratings >0 for each item demonstrated a subjectively detectable overall pre-to-post SSI change for that dimension (problem-solving ability or hopelessness).

**SSI Effects on Proximal Outcomes**

We calculated within-group effect sizes (Cohen d, including 95% CIs), which reflected the change in pre-to-post SSI levels of each post-SSI outcome variable (agency, hopelessness, and self-hate) across SSIs. Because the previous reports of outcomes for Project YES did not indicate significant differences across
SSIs were designed and tested for scientific validity as part of a randomized controlled trial [10,12], all outcome data were collapsed for analytical purposes. There are several ways to compute Cohen’s d for within-subject designs [48]. Here, we report Cohen’s $d_{pe}$ which accounts for within-subject correlations between pre- and post-SSI measures:

$$d_{pe} = \frac{M_{SSSI}}{\sqrt{\sum((x_{SSSI} - M_{SSSI})^2 / (N - 1))}}$$

### Data Quality and Exclusions

Within self-report surveys, particularly within community-based program evaluations (such as this project), it is common for a subset of participants not to pay sufficient attention or put sufficient effort into providing valid questionnaire responses. Because prior work demonstrates that even a small percentage of invalid responses can undermine the interpretability of results [49], it is necessary to identify and filter careless or invalid effort (CIE) responses to optimize the interpretation and improve the accuracy of results. Because of the naturalistic nature of data collection in this project, we used a filtering strategy that prioritized specificity (detecting and removing only the most clearly CIE responses) over sensitivity (detecting and removing all potentially CIE responses). Specifically, rather than filtering data based on less-diagnostic metrics (such as time spent on the survey), we identified and excluded responses that demonstrated a “straightlining” pattern, whereby an individual provides identical responses to all survey items regardless of their content and direction [50]. Of the various approaches to identifying CIE responses, straightlining has been shown to have the most pronounced impact on data properties [50]. Here, we defined “straightlining” as providing numerically identical responses across all 3 Likert-scale based outcomes, either before SSI or after SSI (the Beck Hopelessness Scale-4 item version, for which higher numeric responses reflect poorer functioning; the State Hope Scale—Agency subscale, on which higher numeric responses reflect more positive functioning; and the Self-hate Scale, on which higher numeric responses reflect poorer functioning). To optimize the validity of the results, the individuals who followed “straightlining” response patterns (ie, responding to all pre- or post-SSI Likert-scale items with “1,” regardless of item direction or content) were removed from the effect size computation analyses.

All available data meeting the above-described inclusion criteria were used for each test described above, and data from Spanish and English respondents were evaluated separately. As use patterns (including attrition) were of direct empirical interest, missing data rates are reported but not imputed. Anonymized data and codes for all analyses are available via the Open Science Framework.

### Results

#### Sample and Use Patterns in Project YES

Between April and December 2021, a total of 1801 San Antonio youths began Project YES, of whom 894 (49.64%) completed a 30-minute, SSI. Specifically, 1705 youths began Project YES in English and 855 of them completed it (completion rate: 50.15%). A total of 96 youths began Project YES in Spanish and 39 of them completed it (completion rate: 41%). The overall completion rate of 49.64% is considerably higher than those previously observed for Project YES (34.2%). The youths who participated in Project YES were demographically diverse. Across all youths who began Project YES in English, 94.78% (1616/1705) identified as people of color, 53.96% (920/1705) as biologically female, and 39.3% (670/1705) as nonheterosexual. There were 1464 youths who began an SSI activity in English. Among those who started an SSI in English, 29.71% (435/1464) chose Project CARE (257/435, 59.1% completion rate among those who began the SSI), 23.43% (343/1464) chose The ABC Project (206/343, 60.1% completion rate among those who began the SSI), and 46.86% (686/1464) chose Project Personality (392/686, 57.1% completion rate among those who began the SSI). Completion rates did not substantially differ between the 3 SSIs.

Across all youths who began Project YES in Spanish, 99% (95/96) identified as people of color, 43% (41/96) as biologically female, and 33% (32/96) as nonheterosexual. There were 77 youths who began an SSI in Spanish. (Notably, beginning an SSI requires the completion of all pre-SSI questionnaires; as such, 96 youths began Project YES in Spanish, but only 77 youths completed the pre-SSI questionnaires and initiated an intervention in Spanish.) Among those who started an SSI in Spanish, 29% (22/77) chose Project CARE (8/22, 36% completion rate among those who began the SSI), 25% (19/77) chose The ABC Project (11/19, 58% completion rate among those who began the SSI), and 47% (36/77) chose Project Personality (20/36, 56% completion rate among those who began the SSI). Completion rates did not substantially differ between the 3 SSIs. Across the total sample (both Spanish and English completers), sexual orientation (nonheterosexual vs heterosexual) was associated with the odds of completion; specifically, nonheterosexual participants were less likely to complete their selected SSI. Across the total sample, racial and ethnic identity, biological sex (female vs intersex vs male), and depressive symptom severity (total SMQF score) were not associated with the odds of completion.

Youths who completed Project YES in English in its entirety spent 34.6 (SD 21.2; median 32.7; range 6.27-409) minutes on the YES website on average; this included the time spent on all questionnaires, the SSI they chose, and authoring anonymous advice for the YES Advice Center. Youths who completed Project YES in Spanish in its entirety spent 40.3 (SD 20.0; median 37.2; range 19.1-105) minutes on the YES website on average. Across all youths who accessed the YES website (including those who neither started nor completed an SSI), the average amount of time spent on Project YES was 29.8 minutes for the English version and 28.6 minutes for the Spanish version.

#### Did the Youths Perceive Project YES as Acceptable?

The youths who completed both an SSI and the PFS (794/1801, 44.09%) in English, collapsing both across and within each SSI, found Project YES to be acceptable. Overall, these youths rated the SSI they chose as enjoyable (3.57/5.00), easy to understand (3.94/5.00), easy to use (3.99/5.00), likely to help their peers (3.89/5.00), and worth recommending to others (3.77/5.00). In addition, the youths endorsed that they tried their hardest on the SSI they chose (3.65/5.00) and that they agreed with the SSIs message (4.02/5.00).
The youths who completed both an SSI and the PFS (37/1801, 2.05%) in Spanish, collapsing both across and within each SSI, found Project YES to be acceptable. Overall, these youths rated the SSI they chose as enjoyable (3.95/5.00), easy to understand (4.05/5.00), easy to use (4.22/5.00), likely to help their peers (4.14/5.00), and worth recommending to others (4.24/5.00). In addition, the youths endorsed that they tried their hardest on the SSI they chose (4.16/5.00) and that they agreed with the SSIs message (4.27/5.00; Table 1).

Table 1. Means and SDs of the Program Feedback Scale items among single-session intervention (SSI) completers, across all SSIs in English and Spanish.

<table>
<thead>
<tr>
<th>Item</th>
<th>All SSIs—English, mean (SD)</th>
<th>All SSIs—Spanish, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enjoy</td>
<td>3.57 (1.04)</td>
<td>3.95 (1.13)</td>
</tr>
<tr>
<td>Understood</td>
<td>3.94 (0.97)</td>
<td>4.05 (1.15)</td>
</tr>
<tr>
<td>Easy to use</td>
<td>3.99 (1.00)</td>
<td>4.22 (1.03)</td>
</tr>
<tr>
<td>Tried hardest</td>
<td>3.65 (1.10)</td>
<td>4.16 (1.14)</td>
</tr>
<tr>
<td>Helpful</td>
<td>3.89 (1.11)</td>
<td>4.14 (1.23)</td>
</tr>
<tr>
<td>Recommend to friend</td>
<td>3.77 (1.17)</td>
<td>4.24 (0.93)</td>
</tr>
<tr>
<td>Agree with message</td>
<td>4.02 (1.03)</td>
<td>4.27 (1.04)</td>
</tr>
<tr>
<td>Full scale</td>
<td>3.84 (0.88)</td>
<td>4.15 (0.83)</td>
</tr>
</tbody>
</table>

The respondents who completed the PFS in English left the following comments in it: “User friendly and the examples of kids my age made me feel understood and not alone”; “I like that it is interactive and has reflection built in. The balance of science and real life experiences was great”; “I learned how to be nicer to myself”; and “It was very helpful for me to improve on things.” The respondents who completed the PFS in Spanish left the following comments: “Me gusto que le cambió la vida a otros y ami misma” (I liked that it changed the lives of others and myself); “Que puede aplicar mis futuros problemas en el ejemplo” (That I can apply my future problems in the example); and “Me gusto como me hizo pensar en vez de nada más dando ejemplos sobre otros” (I liked how it made me think instead of just giving examples about others).

Did Hopelessness, Self-hate, and Perceived Agency Improve From Before to After Project YES?

To optimize the validity and accuracy of the effect size estimates, we identified and excluded the youths who demonstrated a “straightlining” pattern of responses across all pre- or post-SSI Likert-scale items that assessed the psychosocial outcomes of interest (hopelessness, self-hate, and agency). In total, 3.9% (33/855) and 2.9% (25/855) of the English-language respondents showed a straightlining pattern in the pre-SSI and post-SSI surveys, respectively; 3% (1/39) and 8% (3/39) of the Spanish-language respondents showed a straightlining pattern in the pre-SSI and post-SSI surveys, respectively. The results reported subsequently reflect the effect sizes observed after the removal of these responses.

SSI short-term utility was tested both across SSIs, as they have shared principles and common structures, and separately, as each SSI is distinct in content. The effect sizes Cohen $d_z$ and 95% CIs both across SSIs and for each SSI are reported (Table 2). Across all 3 SSIs in the English version of Project YES, the youths reported significant improvements in all proximal outcomes pre-to-post SSI. Regarding overall reductions in hopelessness, small-medium effects emerged ($t_{712}=8.87$; $P<.001$; 95% CI 0.26-0.41, Cohen $d_z=0.33$), with post-SSI hopelessness showing a 57.6% chance of being lower than pre-SSI hopelessness (per the “common language effect size” estimate; refer to the study by Lakens [48]). For overall reductions in self-hate, small-medium effects emerged ($t_{698}=7.11$; $P<.001$; 95% CI 0.19-0.34, Cohen $d_z=0.27$), with post-SSI self-hate showing a 55% chance of being lower than pre-SSI self-hate. For overall improvements in perceived agency, small-medium effects emerged ($t_{707}=6.54$; $P<.001$; 95% CI 0.17-0.32, Cohen $d_z=0.25$), with post-SSI perceived agency showing a 56.2% chance of being higher than pre-SSI perceived agency.

Across all 3 SSIs in the Spanish version of Project YES, the youths reported a significant improvement in self-hate from before to after SSI. For overall reductions in self-hate, small-medium effects emerged ($t_{29}=2.05$; $P=0.049$; 95% CI 0.001-0.74, Cohen $d_z=0.37$), with post-SSI self-hate showing a 55% chance of being lower than pre-SSI self-hate (per the “common language effect size” estimate; refer to the study by Lakens [48]). The youths did not report a substantial improvement in hopelessness or perceived agency.

SSI-specific effect sizes were not calculated, as the programs do not appear to have differential effects; therefore, there was no reason to expect differential effects in this study [10,15].
Among the youths who completed Project YES in English, after the intervention, 32.9% (259/785) reported feeling “much less hopeless,” 30.8% (242/785) felt “a little less hopeless,” 23.5% (185/785) felt “the same amount hopeless,” 5.3% (42/785) felt “a little more hopeless,” and 7.5% (59/785) felt “a lot more hopeless” compared with before beginning the SSI. Separately, 43% (163/378) of the youths reported feeling “Mucho más capaz de resolver los problemas” (“much more able to solve problems”), 41% (154/378) felt “Un poco más capaz de resolver los problemas” (“a little more able to solve problems”), 22% (83/378) felt “La misma capacidad de resolver los problemas” (“the same amount able to solve problems”), 8% (31/378) felt “Un poco menos capaz de resolver los problemas” (“a lot less able to solve problems”), and 3% (11/378) felt “Mucho menos capaz de resolver los problemas” (“a lot less able to solve problems”) compared with before beginning the SSI. Separately, 43% (163/378) of the youths reported feeling “Mucho más capaz de resolver los problemas” (“much more able to solve problems”), 22% (83/378) felt “La misma capacidad de resolver los problemas” (“the same amount able to solve problems”), 8% (31/378) felt “Un poco menos capaz de resolver los problemas” (“a lot less able to solve problems”), and 3% (11/378) felt “Mucho menos capaz de resolver los problemas” (“a lot less able to solve problems”) compared with before beginning the SSI.

**Discussion**

**Principal Findings**

This academic-community partnership project sought to evaluate the acceptability and short-term utility of an open-access, culturally adapted digital platform for English- and Spanish-speaking adolescents, providing three 30-minute self-administered SSIs to young people living in the city of San Antonio, Texas. From before to after the intervention, the youths who completed Project YES in English reported short-term improvements in hopelessness (Cohen $d=0.33$), self-hate (Cohen $d=0.27$), and perceived agency (Cohen $d=0.25$). In addition, the

---

**Table 2.** Means, SDs, and effect sizes by single-session intervention (SSI) and across all SSIs in English and Spanish.*

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>English</th>
<th>Spanish</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ABC Project</td>
<td>Project CARE</td>
</tr>
<tr>
<td>Agency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before SSI, mean (SD)</td>
<td>5.3 (1.7)</td>
<td>5.2 (1.8)</td>
</tr>
<tr>
<td>After SSI, mean (SD)</td>
<td>5.8 (1.9)</td>
<td>5.5 (2.1)</td>
</tr>
<tr>
<td>Cohen $d$ (95% CI)</td>
<td>0.25 (0.10 to 0.40) b</td>
<td>0.24 (0.10 to 0.38)</td>
</tr>
<tr>
<td>Hopelessness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before SSI, mean (SD)</td>
<td>1.2 (0.9)</td>
<td>1.1 (0.9)</td>
</tr>
<tr>
<td>After SSI, mean (SD)</td>
<td>0.8 (0.9)</td>
<td>0.8 (0.8)</td>
</tr>
<tr>
<td>Cohen $d$ (95% CI)</td>
<td>0.37 (0.22 to 0.52)</td>
<td>0.38 (0.24 to 0.52)</td>
</tr>
<tr>
<td>Self-hate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before SSI, mean (SD)</td>
<td>2.7 (1.8)</td>
<td>2.6 (1.7)</td>
</tr>
<tr>
<td>After SSI, mean (SD)</td>
<td>2.2 (1.6)</td>
<td>2.3 (1.6)</td>
</tr>
<tr>
<td>Cohen $d$ (95% CI)</td>
<td>0.37 (0.22 to 0.53)</td>
<td>0.21 (0.07 to 0.35)</td>
</tr>
</tbody>
</table>

For hopelessness and self-hate measures, lower scores indicate better functioning, and for perceived agency, higher scores indicate better functioning. Where applicable, Cohen $d$ values are corrected (multiplied by −1.0) such that positive values indicate greater improvements from before to after SSI.

bSignificant improvements are italicized.

---

*For hopelessness and self-hate measures, lower scores indicate better functioning, and for perceived agency, higher scores indicate better functioning. Where applicable, Cohen $d$ values are corrected (multiplied by −1.0) such that positive values indicate greater improvements from before to after SSI.

---

**Did the Youths Subjectively Detect Changes in Hopelessness and Problem-Solving Ability From Before to After Project YES?**

Among the youths who completed Project YES in English, after the intervention, 32.9% (259/785) reported feeling “much less hopeless,” 30.8% (242/785) felt “a little less hopeless,” 23.5% (185/785) felt “the same amount hopeless,” 5.3% (42/785) felt “a little more hopeless,” and 7.5% (59/785) felt “a lot more hopeless” compared with before beginning the SSI. Separately, 27.2% (214/785) of the youths reported feeling “much more able to solve problems,” 31.3% (246/785) felt “a little more able to solve problems,” 28.6% (225/785) felt “the same amount able to solve problems,” 7% (55/785) felt “a little less able to solve problems,” and 5.9% (47/785) felt “a lot less able to solve problems” compared with before beginning the SSI.

Among the youths who completed Project YES in Spanish, after the intervention, 38% (14/37) reported feeling “Mucho menos desesperanzado” (“much less hopeless”), 27% (10/37) felt “Un poco menos desesperanzado” (“a little less hopeless”), 8% (3/37) felt “Lo mismo de desesperanzado” (“the same amount hopeless”), 8% (3/37) felt “Un poco más desesperanzado” (“a little more hopeless”), and 19% (7/37) felt “Mucho más desesperanzado” (“a lot more hopeless”) compared with before beginning the SSI. Separately, 43% (16/37) of the youths reported feeling “Mucho más capaz de resolver los problemas” (“much more able to solve problems”), 24% (9/37) felt “Un poco más capaz de resolver los problemas” (“a little more able to solve problems”), 22% (8/37) felt “La misma capacidad de resolver los problemas” (“the same amount able to solve problems”), 8% (3/37) felt “Un poco menos capaz de resolver los problemas” (“a little less able to solve problems”), and 3% (1/37) felt “Mucho menos capaz de resolver los problemas” (“a lot less able to solve problems”) compared with before beginning the SSI.
youths who completed Project YES in Spanish reported improvements in self-hate (Cohen d=0.37) from before to after the intervention. The youths who completed an SSI in either language rated it as enjoyable, easy to understand, likely to help peers, and worth recommending to others. On the basis of the largely overlapping CIs for Cohen d,, no evidence emerged for the differential effects of individual SSIs based on proximal outcomes. That is, the youths who completed Project YES reported similar short-term improvements in self-hate, agency, and hopelessness regardless of the specific SSI they opted to complete—consistent with prior trials comparing the impacts of the SSIs in Project YES [10,15].

Findings build on a growing body of evidence for single-session digital interventions as scalable and accessible mental health tools for young people [10,15]. Past studies have reported the acceptability and utility of culturally adapted internet-based interventions for mental disorders [51]. This project provides evidence of the acceptability of cultural adaptations of SSIs. The youth stories, focus groups, and translations involved teens directly from the local community during the adaptation process. Furthermore, the mean SMFQ score for the sample was 9.97, with users’ scores ranging from 0 to 26, suggesting usefulness for both young people with lower symptoms and those with higher symptoms (ie, as a preventive tool), and for youths already experiencing substantial distress. This project suggests its utility and acceptability as a mental health resource when adapted for the needs of a specific underserved community or population of San Antonio, Texas.

The composition of the sample was highly representative of the community and very diverse relative to most youth mental health studies, with >94% the teens identifying as people of color (predominantly Latino, Latina, Latine, or Hispanic; African American; Asian; and other). Therefore, the findings of this study are likely to be generalizable to other youths in this area. Furthermore, the high percentage of lesbian, gay, bisexual, transgender, queer and more (LGBTQ+) youths in the sample (approximately 33%-39%) provides evidence for the project’s generalizability and usability. However, LGBTQ+ youths were less likely to complete their selected SSI, and further work should investigate this notable finding. The sample in this study consisted of a more even gender or biological sex balance than those in other SSI trials [10,11,15], potentially because of community-facilitated intervention dissemination (eg, in classrooms). Future work on digital mental health supports may benefit from using community-facilitated dissemination as a tool for engaging more males.

Similar to other web-based SSI evaluations [10,15,52], the youths in this project showed an SSI completion rate of 49.6%. Across interventions, among the youths who began an SSI, 36.6% to 60.1% completed the full activity. This relatively high completion rate provides further evidence of youth acceptability for web-based SSIs, as prior studies of self-guided digital mental health programs have shown substantially lower completion rates (0%-28%, on average) [7]. Furthermore, pre-SSI youth dropout (ie, dropout occurring during the pre-SSI questionnaire stage) was only 14.4% in this project, which was substantially lower than the pre-SSI dropout rate observed in a previous program evaluation of Project YES (37.2%) [17]. Proactive, community-partnered dissemination efforts (rather than relying exclusively on social media–based dissemination) may have contributed to the notably higher completion rates in this project. Cultural adaptations may have likewise increased the youths’ engagement with the SSIs and willingness to complete the programs in full.

In future efforts to disseminate youth-focused web-based SSIs, to further minimize pre-SSI dropouts (which was 14.4% in this project), we strongly suggest minimizing or eliminating pre-SSI questionnaires. As evidence for the acceptability, utility, and safety of these SSIs in diverse populations continues to grow, offering SSIs beyond the context of program evaluations and randomized trials will become increasingly feasible. Relatively few youths chose to complete the SSIs in Spanish. Among the youths who did complete Project YES in Spanish, the completion rates did not differ as a function of the selected SSI, and they reported all SSIs as acceptable and likely to help. Many youths in the San Antonio area are bilingual English-Spanish speakers. Although many of their parents might have been monolingual Spanish speakers, the youths may have chosen to complete Project YES in English out of personal preference or comfort level. Nonetheless, it is possible that the mere availability of a Spanish-translated version of Project YES might have been viewed positively by San Antonio youths. For example, it might have signaled that the program was built with their needs and community in mind, thereby strengthening the feelings of belonging and relatedness in the context of the SSIs. Future studies are needed to empirically examine this possibility. However, it is notable that the exact percentages of primarily Spanish- and English-speaking students at the participating schools were not publicly available; therefore, the possibility of differential Project YES engagement based on primary language remains unclear. Additional research is needed to gauge whether treatment access disparities are maintained or reduced by making Spanish-language youth mental health supports freely available.

Although our results demonstrated overall acceptance of the culturally adapted English and Spanish SSIs in Project YES, our project is not without limitations. As this was a nonexperimental, observational, and anonymous project because of the goals of the study, follow-up data were not collected; therefore, the findings should be interpreted cautiously. However, the same SSIs (albeit not the present culturally adapted versions) have demonstrated efficacy in large randomized control trials across 3- to 9-month follow-up periods [33,38]. Additional trials oversampling Spanish-speaking youths and using the newly adapted versions of the SSIs are needed to gauge the broader and longer-term utility of Project YES, both within and beyond the San Antonio youth community. Furthermore, implementation challenges will be ongoing for the community. Although the resource is free, raising awareness about the platform poses various challenges. Moving ahead, there is a need to examine pathways for integrating Project YES and similar tools into community settings, including schools, to ensure that youths who might benefit from the tool are aware of it and can access it easily, privately, and independently.
Conclusions

Overall, the cultural adaptation of Project YES demonstrated an acceptable, accessible, and useful mental health support for English- and Spanish-speaking San Antonio youths. Community-facilitated dissemination of Project YES may have helped lower the dropout rates, relative to recent evaluations of web-based youth-focused SSIs, and reach a more racially and ethnically diverse population, including engaging more males than in prior SSI trials, and a sizable LGBTQ+ youth population. There remains a need for additional work on effective strategies for disseminating and implementing web-based SSI platforms as a community-wide resource. Moving ahead, web-based SSIs may remain a valuable resource and a low-cost, accessible, and youth-centered means for augmenting, complementing, and expanding resource-strapped mental health care systems such as that of San Antonio, Texas.
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Abstract

Background: Mental disorders are prevalent during adolescence. Among the digital phenotypes currently being developed to monitor mental health symptoms, typing behavior is one promising candidate. However, few studies have directly assessed associations between typing behavior and mental health symptom severity, and whether these relationships differ between genders.

Objective: In a cross-sectional analysis of a large cohort, we tested whether various features of typing behavior derived from keystroke metadata were associated with mental health symptoms and whether these relationships differed between genders.

Methods: A total of 934 adolescents from the Future Proofing study undertook 2 typing tasks on their smartphones through the Future Proofing app. Common keystroke timing and frequency features were extracted across tasks. Mental health symptoms were assessed using the Patient Health Questionnaire-Adolescent version, the Children’s Anxiety Scale-Short Form, the Distress Questionnaire 5, and the Insomnia Severity Index. Bivariate correlations were used to test whether keystroke features were associated with mental health symptoms. The false discovery rates of \( P \) values were adjusted to \( q \) values. Machine learning models were trained and tested using independent samples (ie, 80% train 20% test) to identify whether keystroke features could be combined to predict mental health symptoms.

Results: Keystroke timing features showed a weak negative association with mental health symptoms across participants. When split by gender, females showed weak negative relationships between keystroke timing features and mental health symptoms, and weak positive relationships between keystroke frequency features and mental health symptoms. The opposite relationships were found for males (except for dwell). Machine learning models using keystroke features alone did not predict mental health symptoms.

Conclusions: Increased mental health symptoms are weakly associated with faster typing, with important gender differences. Keystroke metadata should be collected longitudinally and combined with other digital phenotypes to enhance their clinical relevance.

Trial Registration: Australian and New Zealand Clinical Trial Registry, ACTRN12619000855123; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=377664&isReview=true

(JMIR Ment Health 2023;10:e44986) doi:10.2196/44986
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Introduction

Mental disorders are prevalent among adolescents worldwide and have significantly increased over recent years [1,2]. Approximately half of the mental disorders emerge before the age of 18 years [3], with more than 1 in 8 young people (ie, 4-17 years) meeting criteria for a diagnosis of a mental disorder in the last 12 months [1]. Despite the existence of evidence-based treatments, few adolescents who seek professional help receive effective treatment [4]. Of those who seek professional help, up to 50% do not respond to treatment [5]. To address the rising rates of youth mental illness, digital phenotyping (ie, using smartphone data to build a rich, personalized digital picture of behavior) has been proposed as a novel solution to enhance all aspects of clinical care, including diagnosis, symptom monitoring, and predicting response to treatment [6-8].

Among the digital phenotypes currently being developed, typing behavior, such as keystroke dynamics presents, is one of the most relevant. Keystroke dynamics refers to the detailed timing information captured when pressing and releasing of keys on a keyboard [9]. Although keystroke dynamics have historically been used as a behavioral biometric to verify individuals’ identities for security purposes (eg, phone banking and security systems), they have more recently been leveraged from individuals’ smartphones to remotely diagnose mental disorders and monitor mental health symptoms (for a review, see Alfalahi et al [10]). Typing behavior is especially relevant to adolescents, given smartphones are now almost universally owned and where typing behavior, such as instant messaging is among the most frequently used features [11-13].

Recent studies applying keystroke dynamics to mental health diagnostics and symptom monitoring have shown promising findings. For example, Cao et al [14] and Huang et al [15] first applied deep learning models to keystroke metadata to predict depression and mania symptoms in participants with bipolar disorder from the BiAffect study, yielding high predictive accuracies (~90%). Using the same sample, Stange et al [16] showed that an increased instability of typing speed (ie, root-mean-square successive difference) predicted higher future depression but not mania symptoms, whereas Zulueta, Zulueta et al [17] found that increased average interkey delay (ie, the average time between keystrokes) predicted higher depression but not mania symptoms. Mastoras et al [18] found a random forest classifier was the best-performing model among common machine learning models using various keystroke features to predict depression status. Vesel et al [19] used a larger mixed clinical sample to show higher depression was associated with more variable typing speed, and Bennett et al [20] found a random forest classifier best predicted change in depression severity (ie, change of 4 or more on the Patient Health Questionnaire [PHQ]) using keystroke features with high accuracy (ie, 90%). Together, these studies suggest that some keystroke dynamics features can provide useful information for predicting symptoms of depression and mania and diagnosing depression status.

However, these studies have several limitations. First, most of the studies have used small sample sizes (ie, n ≤25 [14-18]). Second, extraction and application of keystroke timing and frequency features vary greatly between studies. Third, samples have mostly been limited to adults with bipolar disorder and outcome measures of depression and mania symptoms. Finally, all studies (except for Mastoras et al [18]) have used keystroke metadata collected during participants’ routine use of their smartphone using the same platform (ie, BiAffect [17]), limiting the generalizability to other data collection methodologies (eg, task-derived metadata) and other platforms. Together, these limitations impact the validity, replicability, and translatability of the findings.

Recently, the Future Proofing study [21,22] has collected digital data from n > 6000 adolescents in a high school setting to facilitate prevention and early intervention of depression. Initial findings suggest that the sample is broadly representative of the Australian adolescent population, with digital data actively and passively collected continuously throughout the study [22]. Although not all participants were involved in typing data collection, data from this study provides an excellent opportunity to explore keystroke features associated with mental health symptom severity in a large sample using various keystroke features across a range of mental health measures.

This paper aims to examine the associations between common keystroke timing and frequency features and mental health symptoms in adolescence using data from the Future Proofing study [21,22]. Keystroke typing features were derived from 2 typing tasks completed by 934 participants in the custom-built Future Proofing app within 2 weeks of their baseline assessment. It was hypothesized that increased severity in depression symptoms would be associated with slower keystrokes and less frequent keystrokes due to increased psychomotor impairment [17,18]. It was also hypothesized that machine learning models using keystroke features would significantly predict symptoms of depression [14,15,18,20]. Relationships between keystroke features and other mental health symptoms (ie, anxiety, distress, and insomnia) were exploratory.

Methods

Design

This study was a secondary analysis of baseline data from a prospective cohort study with an embedded cluster randomized controlled trial. The trial protocol [21] and baseline characteristics [22] have been published elsewhere. Ethics approvals were obtained from the University of New South Wales Human Research Ethics Committee (HC180836), the State Education Research Applications Process for the New South Wales Department of Education (SERAP2019201), and relevant Catholic Schools Dioceses across Australia.

Setting

The Future Proofing study was conducted in 134 secondary schools located across Australia, including government and non-government (independent and Catholic) schools. Recruitment was conducted from March 2019 to March 2022. All New South Wales government and independent secondary schools and
eligible New South Wales Catholic secondary schools were invited to participate. Independent schools in capital cities from around Australia were also invited to participate. Consent was provided on the internet from a parent or guardian and the adolescent before study participation. Data collection took place across 3 separate year 8 cohorts (students aged 13-14 years): the 2019 Cohort from August to September 2019; the 2020 Cohort from August to November 2020; the 2021 Cohort from April-December 2021 (extended to March 2022 due to COVID-19).

**Participants**

Participants (N=6388) were secondary school adolescents from year 8 who attended participating schools. All adolescents enrolled in year 8 at each participating school were eligible to participate in the trial if they had a smartphone with iOS or Android operating system and an active phone number. All participants were invited to undertake the typing tasks, as part of an omnibus of digital tasks [22]. Participants were limited to those who completed the typing speed tasks and had their digital data available for analysis (1208/6388, 18.9%) and those who completed the tasks within the first 2 weeks of completing their baseline questionnaires (ie, 934/1208, 77.3%; for distributions of days between baseline assessment and typing task completion, see Figure S1 in Multimedia Appendix 1).

**Procedure**

Participants with parental consent completed the study questionnaires through a secure web-based portal, accessible using their phone number and a 1-time password sent through SMS text messaging. Following the completion of baseline questionnaires, participants were instructed to open the Future Proofing app and complete the typing speed tasks during class time and in their own time.

**Typing Task**

Participants completed 2 typing tasks through the Future Proofing app—the prose task and the composition task. During the prose task, participants were asked to copy (type) as much text from a given script as possible within 30 seconds. For the composition task, participants were asked to type between 200 and 250 characters on a randomly given topic with no time constraints. Scripts and topics were randomly allocated to participants from a pool of 8 (see Figure S2 and Text S1 in Multimedia Appendix 1 for task screenshots, scripts, and topics).

**Measures**

**Depressive Symptoms**

The PHQ for Adolescents (PHQ-A) is a validated modification of the PHQ-9 for adolescents, a 9-item self-administered depression severity screening and diagnostic tool based on Diagnostic and Statistical Manual of Mental Disorders, fourth edition (DSM-IV) criteria [23]. The scale assesses the frequency of occurrence of 9 depression symptom criteria during the previous 2 weeks, with items rated on a 4-point scale ranging from 0 “Not at all” to 3 “Nearly every day.” Total scale scores on the PHQ-A depression scale can range from 0 to 27, with higher scores reflecting more severe depressive symptoms. The accepted clinical cutoff points are as follows: a score of 0-4 indicates nil to minimal symptoms, 5-9 indicates mild symptoms, 10-14 indicates moderate symptoms, 15-19 indicates moderately severe symptoms and 20-27 indicates severe symptoms. A threshold of ≥15, reflecting moderately severe symptoms was used to determine caseness. The internal consistency of the PHQ-A in this study was high (α=.88 [22]).

**Anxiety Symptoms**

The Spence Children’s Anxiety Scale Short-Form (CAS-8) is an 8-item brief measure of anxiety for children and adolescents, based on the Spence Children’s Anxiety Scale [24]. The Spence Children’s Anxiety Scale was designed to measure the severity of children’s and adolescents’ anxiety symptoms based broadly on Diagnostic and Statistical Manual of Mental Disorders, fourth edition criteria for anxiety disorders [25]. Respondents rate the degree to which they experience each symptom on a 4-point frequency scale, ranging from 0 “Never” to 3 “Always.” Total scale scores on the 8-item CAS-8 can range from 0 to 24, with higher scores reflecting greater anxiety. A threshold of ≥14 was used to determine caseness. The internal consistency of the CAS-8 in this study was high (α=.88 [22]).

**Distress**

The Distress Questionnaire-5 (DQ-5; [26]) is a 5-item brief screening tool for identifying general psychological distress. Respondents rate each item on a 5-point scale, ranging from 1 “Never” to 5 “Always.” The total scores on the scale range from 5 to 25, with higher scores indicating greater psychological distress. A threshold of ≥14 was used to determine high distress caseness. The internal consistency of the DQ-5 in this study was high (α=.88 [22]).

**Insomnia**

The Insomnia Severity Index (ISI) is a psychometrically sound, 7-item self-report measure of insomnia symptoms over the previous 2 weeks [27]. Responses are reported on a Likert scale ranging from 0 “Not at all” to 4 “Very,” producing total scores of 0-28. Cutoff scores are as follows: 0-7 reflects no clinically significant insomnia, 8-14 indicates subthreshold insomnia, 15-21 suggests moderate severity insomnia, and 22-28 indicates severe insomnia. A threshold of ≥15, reflecting moderately severe symptoms was used to determine high insomnia caseness. The ISI was designed for use in adults but has been widely administered to, and validated in, adolescent samples [28,29].

**Preprocessing and Feature Extraction**

Data were restricted to participants who completed their first composition and prose tasks within 2 weeks from their baseline questionnaires. In total, 54 features were extracted (for a full list, see Table S1 in Multimedia Appendix 1). For the keystroke timing features of dwell (ie, the time interval between a key press and release of the same key), latency (ie, the time interval between a key press of a keystroke and key release of the following keystroke), interval (ie, the time interval between a key press of a keystroke and key release of the following key), up up (ie, the time interval between the key press of a keystroke and key release of the following keystroke), and down down (ie, the time interval between key press of a keystroke and key press of the following keystroke), extracted features included the median, mean, variance, minimum, maximum, Q1, Q3, etc.
Q3, and skewness, kurtosis. Keystroke frequency features include total keystrokes, total backspace, total spaces, total nonalphanumeric, and total null keys (ie, unlabeled or undetermined keys), as well as the proportion of total backspace, total spaces, total nonalphanumeric, and total null keys to total keystrokes. Features were extracted using metadata from both typing tasks, as well as separately from the task to investigate whether the task impacted the relationship between keystroke features and mental health symptoms.

**Statistical Analysis**

Pearson correlations were used to test associations between keystroke features and mental health symptoms. The false discovery rate of P values was adjusted to q values using the Benjamini and Hochberg [30] approach. Correlations were also tested separately by gender (restricted to males and females due to limited numbers in other categories) and likely clinical caseness to investigate whether these groups differed in their patterns of association.

Various machine learning models including linear and nonlinear support vector machines, neural nets, random forest, extreme gradient boosting, and elastic net models were used to test whether all keystroke features and demographic variables could be combined to predict mental health symptoms. Machine learning models were chosen based on their performance and use among the keystroke dynamics literature [18,20,31] and more widely in precision psychiatry [32,33]. Highly correlated features (r>0.95) were first removed from the 54 keystroke features, leaving 34 features. Data were then split into training (80%) and test (20%) sets so models developed using the training set could be validated through hold-out cross-validation in the test set. Hyperparameters were manually optimized using logarithmically spaced values between $2^{-10}$ and $2^{10}$ where appropriate (except for random forest models, where the number of features was set between 1:34) in the training set using 10-fold cross-validation with 20 repeats based on the root mean standard error with and without recursive feature elimination. The best-performing models were then validated on the test set. Model performance was assessed by correlating the predicted values with the observed values in the test sets. Models were also developed with the demographic variables gender and age included among the pool of features to determine whether demographic variables could improve model performance beyond keystroke features alone.

All analyses were performed using R 4.2.1 [34]. Correlation plots were created using the “corrplot” package in R [35]. Machine learning models were trained using the “caret” package in R [36].

**Results**

**Participants**

Participant characteristics are presented in Table 1. The mean age was 13.8 (SD 0.6, range 11.1-16.3) years and 64.0% (598/934) were female. The mean PHQ-A score was 7.9 (SD 6.5), with 16.8% (157/934) meeting the clinical cut-off for depression (for distributions of mental health scores, see Figure S3 in Multimedia Appendix 1). Latency had the longest duration (mean 0.30, SD 0.08) and dwell had the shortest duration (mean 0.08, SD 0.01) among keystroke timing features. The mean total keystrokes was 98.5 (SD 37.1) with few nonalphanumeric (mean 1.7, SD 1.4) or null keys (mean 0.4, SD 1.3) used. Most participants self-reported that they typed with both hands (72.7%; 679/934) and 34.4% (321/934) used iPhones.
Table 1. Demographic and clinical characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total sample (N=934)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>13.84 (0.56)</td>
</tr>
<tr>
<td>Depressive symptoms (PHQ-A(^a)), mean (SD)</td>
<td>7.87 (6.5)</td>
</tr>
<tr>
<td>Anxiety symptoms (CAS-8(^b)), mean (SD)</td>
<td>9.11 (5.6)</td>
</tr>
<tr>
<td>Distress symptoms, mean (SD)</td>
<td>11.65 (5.1)</td>
</tr>
<tr>
<td>Insomnia symptoms, mean (SD)</td>
<td>7.62 (5.86)</td>
</tr>
<tr>
<td><strong>Keystroke timing features (median), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Dwell</td>
<td>0.08 (0.01)</td>
</tr>
<tr>
<td>Latency</td>
<td>0.30 (0.07)</td>
</tr>
<tr>
<td>Interval</td>
<td>0.14 (0.06)</td>
</tr>
<tr>
<td>Up up</td>
<td>0.21 (0.07)</td>
</tr>
<tr>
<td>Down down</td>
<td>0.22 (0.07)</td>
</tr>
<tr>
<td><strong>Keystroke frequency features (total), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Keystrokes</td>
<td>337.97 (168.54)</td>
</tr>
<tr>
<td>Spaces</td>
<td>57.15 (31.93)</td>
</tr>
<tr>
<td>Backspaces</td>
<td>42.01 (36.75)</td>
</tr>
<tr>
<td>Nonalphanumeric</td>
<td>4.66 (7.39)</td>
</tr>
<tr>
<td>Null keys</td>
<td>0.92 (3.55)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>598 (64)</td>
</tr>
<tr>
<td>Typing hand, n (%)</td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td>8 (0.9)</td>
</tr>
<tr>
<td>Right</td>
<td>60 (6.4)</td>
</tr>
<tr>
<td>Both</td>
<td>679 (72.7)</td>
</tr>
<tr>
<td>Not reported</td>
<td>187 (20)</td>
</tr>
<tr>
<td>Device, n (%)</td>
<td></td>
</tr>
<tr>
<td>iOS</td>
<td>321 (34.4)</td>
</tr>
<tr>
<td>Android</td>
<td>98 (10.5)</td>
</tr>
<tr>
<td>Not reported</td>
<td>515 (55.1)</td>
</tr>
<tr>
<td>Likely clinical case, n (%)</td>
<td></td>
</tr>
<tr>
<td>Depressive symptoms (PHQ-A) (≥15)</td>
<td>157 (16.8)</td>
</tr>
<tr>
<td>Anxiety symptoms (CAS-8) (≥14)</td>
<td>208 (22.3)</td>
</tr>
<tr>
<td>Distress symptoms (DQ-5(^c)) (≥14)</td>
<td>317 (34)</td>
</tr>
<tr>
<td>Insomnia symptoms (ISI(^d)) (≥15)</td>
<td>133 (14.3)</td>
</tr>
</tbody>
</table>

\(^a\)PHQ-A: Patient Health Questionnaire for Adolescents.
\(^b\)CAS-8: Children’s Anxiety Scale-Short Form.
\(^c\)DQ-5: Distress Questionnaire-5.
\(^d\)ISI: Insomnia Severity Index.

**Associations Between Keystroke Features and Mental Health Symptoms**

Associations between mental health symptoms and commonly reported keystroke features (ie, median timing and total frequency features) are presented in Figure 1 (for all features, see Figures S4 and S5 in Multimedia Appendix 1). Keystroke metadata was combined across tasks and prompts due to similar patterns of association being observed when assessing associations separately by task (see Figure S6 in Multimedia Appendix 1) and by emotionally valanced prompts (see Figure S7 in Multimedia Appendix 1). All measures of mental health symptoms (ie, depression, anxiety, distress, and insomnia) showed weak negative associations with all keystroke timing features.
features, indicating that increased mental health symptoms were associated with faster typing. However, after correcting for multiple comparisons, only the association between distress and latency remained significant ($r=0.07$, $q=0.045$). Measures of mental health symptoms showed a mix of weak positive and negative associations with keystroke frequency features, although none of these relationships were significant (all $q>0.05$).

Associations between mental health symptoms and keystroke features by gender are presented in Figure 2 (for all features, see Figures S8-S11 in Multimedia Appendix 1). In females, a similar pattern emerged between mental health symptoms and keystroking timing features, whereby increased mental health symptoms were associated with faster typing. Generally, positive associations were also seen between mental health symptoms and keystroke frequency features, whereby increased mental health symptoms were associated with more frequent keystrokes. In males, the opposite patterns emerged with mental health symptoms showing a weak positive association with keystroke timing features (except for dwell) and weak negative associations with timing features. However, all associations were nonsignificant after correcting for multiple comparisons (all $q>0.05$).

Associations between mental health symptoms and keystroke features by likely clinical caseness are presented in Figure 3 (for all features, see Figures S12-S16 in Multimedia Appendix 1). In people who did not meet PHQ-A caseness, all measures of mental health symptoms showed weak negative associations with all keystroke timing features, whereas people who did meet PHQ-A caseness showed the opposite pattern (except for depression). All measures of mental health symptoms generally showed weak positive associations with all keystroke frequency features. However, these associations were nonsignificant after correcting for multiple comparisons (all $q>0.05$).

In people who did not meet CAS-8 caseness, all measures of mental health symptoms showed weak negative associations with all keystroke timing features, with significant associations between distress and dwell ($r=-0.08$, $q=0.048$), latency ($r=-0.09$, $q=0.026$), and down down ($r=-0.08$, $q=0.045$), as well as insomnia and dwell ($r=-0.08$, $q=0.042$) and latency ($r=-0.09$, $q=0.037$). People who did meet CAS-8 caseness showed the opposite pattern (except for depression). All measures of mental health symptoms generally showed weak positive associations with all keystroke frequency features in people who did not meet CAS-8 caseness, whereas the opposite pattern was seen in people who did meet CAS-8 caseness. However, these associations were nonsignificant after correcting for multiple comparisons (all $q>0.05$).

In people who did not meet DQ-5 caseness, all measures of mental health symptoms showed weak negative associations with all keystroke features. In people who did meet DQ-5 caseness, all measures of mental health symptoms showed weak positive associations with all keystroke timing features and weak negative associations between mental health symptoms (except for insomnia) with keystroke frequency features. However, all associations were nonsignificant after correcting for multiple comparisons (all $q>0.05$).

In people who did not meet criteria for ISI caseness, all measures of mental health symptoms showed weak negative associations with all keystroke timing features, with significant associations between distress and latency ($r=-0.09$, $q=0.023$) and down down ($r=-0.08$, $q=0.046$), as well as insomnia and latency ($r=-0.08$, $q=0.035$). People who did meet ISI caseness showed the opposite pattern (except for depression). Both people who did and did not meet criteria for ISI caseness showed a mix of weak positive and negative associations between mental health symptoms and keystroke frequency features. However, these associations were nonsignificant after correcting for multiple comparisons (all $q>0.05$).

Figure 1. Associations between mental health symptoms and common keystroke features.
Figure 2. Associations between mental health symptoms and keystroke features for females and males.

<table>
<thead>
<tr>
<th></th>
<th>Females</th>
<th></th>
<th>Males</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dwel</td>
<td>Latency</td>
<td>Interval</td>
<td>Down Down</td>
</tr>
<tr>
<td>Depression</td>
<td>-0.01</td>
<td>-0.07</td>
<td>-0.05</td>
<td>-0.07</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.01</td>
<td>-0.04</td>
<td>-0.03</td>
<td>-0.05</td>
</tr>
<tr>
<td>Distress</td>
<td>0.00</td>
<td>-0.06</td>
<td>-0.06</td>
<td>-0.06</td>
</tr>
<tr>
<td>Insomnia</td>
<td>-0.04</td>
<td>-0.09</td>
<td>-0.07</td>
<td>-0.09</td>
</tr>
<tr>
<td></td>
<td>Dwell</td>
<td>Latency</td>
<td>Interval</td>
<td>Down Down</td>
</tr>
<tr>
<td>Depression</td>
<td>-0.07</td>
<td>0.00</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>Anxiety</td>
<td>-0.02</td>
<td>0.07</td>
<td>0.09</td>
<td>0.07</td>
</tr>
<tr>
<td>Distress</td>
<td>-0.07</td>
<td>0.01</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Insomnia</td>
<td>-0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.07</td>
</tr>
</tbody>
</table>
Figure 3. Associations between mental health symptoms and common keystroke features for people who do and do not meet likely clinical caseness. CAS-8: Children’s Anxiety Scale-Short Form; DQ-5: Distress Questionnaire-5; ISI: Insomnia Severity Index; PHQ-A: Patient Health Questionnaire for Adolescents.

Keystroke Features Predicting Mental Health Symptoms

Results from machine learning models using keystroke features and demographics to predict mental health symptoms are presented in Table 2. The best-performing models for predicting mental health symptoms were elastic net models. No significant models could be produced using keystroke features alone (all $P>.05$). When using keystroke features and gender, predicted and observed values were correlated for depression ($r=0.30, P<.001$), anxiety ($r=0.38, P<.001$), distress ($r=.33, P<.001$), and insomnia ($r=0.19, P=.01$) in the test sets. However, keystroke features were minimally weighted compared to gender (see Figure S17 in Multimedia Appendix 1). Models were also developed using additional multiplicative features between gender and keystroke features to test whether including these additional features would improve prediction accuracy, but these models were similarly poor performing. No significant models could be produced when developed separately by gender (all $P>.05$).
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Supplemental Analysis of Total Keystrokes and Total Spaces Split by Task

Although most keystroke features showed similar patterns across tasks, we performed additional supplemental analyses of the frequency features “total keystrokes” and “total spaces” due to their stronger associations with mental health symptoms in the prose task when compared to the composition task. Although females show similar patterns of association between composition and prose tasks for total keystrokes and total spaces, males showed different patterns. However, none of the associations split by gender and task were significant (see Figure S18 in Multimedia Appendix 1). Noncases showed similar patterns of association between composition and prose tasks for total keystrokes and total spaces. However, cases showed different patterns between tasks, with a significant association between insomnia and total spaces for the composition task ($r=0.22$, $q=0.032$). No other associations split by caseness and task were significant (see Figure S19 in Multimedia Appendix 1).

Discussion

Overview

This study investigated associations between common keystroke timing and frequency features and mental health symptoms in a large cohort of adolescents. We found increased mental health symptoms (ie, depression, anxiety, distress, and insomnia) were weakly associated with faster keystroke timing features. When split by gender, females with higher mental health symptoms exhibited faster keystroke timing features and fewer keystroke frequency features, whereas males showed opposite patterns. When split by likely clinical caseness, various patterns of association were found. However, most associations were no longer significant following corrections to multiple comparisons. Machine learning models using keystroke features alone also did not predict mental health symptoms and contributed minimally when models included gender.

Few studies have directly assessed correlations between keystroke features and mental health symptoms [16,20]. Of those studies, only Bennett et al [20] provided a correlation matrix assessing associations between a range of keystroke features and depression severity (measured using the PHQ-8) and similarly found a mix of weak positive and negative associations ($r=0.16$ to $0.10$). Our finding of increased mental health symptoms being associated with faster keystroke timing features is in line with suggestions that increased psychomotor agitation could lead to a general speeding up of behaviors, including typing speed [17]. However, increased mental health symptoms, such as depression can also lead to psychomotor impairment, which will produce slower typing speeds. The diverse symptom profiles experienced by people with mental disorders and differences in associations between various subgroups seen in this study highlight the need for more personalized approaches to assessment and treatment [6,7,37-39]. The relative weakness of cross-sectional associations between keystroke features and mental health symptoms also highlights the importance of needing to combine various digital phenotyping features in prediction models.

Previous studies leveraging keystroke features to predict mental health symptoms using machine learning and deep learning models have all yielded high predictive accuracies (~90%) [14,15,18,20]. The poor predictive performance yielded from the models in our study could be attributed to several factors. First, all previous studies (except for Bennett et al [20]) used small sample sizes (ie, n≤25 [14,15,18]). And while Bennett et al [20] used a larger sample size with methods to rebalance the data, no previous study used independent data sets to evaluate their models performance, which can strongly bias performance estimates [40]. Second, our models used cross-sectional task-derived keystroke metadata and measures of mental health symptoms, whereas previous studies have used session-level keystroke data collected during routine use to predict future mental health symptoms [14,15,18,20], which provides a richer pool of predictive features. Third, most studies dichotomized mental health symptoms rather than treating the measures as continuous (eg, Hamilton Depression Rating Scale scores ≤7 as negative depression and >7 as positive [14]), losing important information and ignoring the variation within each group [41]. Lastly, most studies leveraged data sets made up of a single clinical population [14,15,18], increasing uniformity and impacting generalizability. Together, our findings suggest that keystroke features provide minimal use in predicting mental health symptoms cross-sectionally.

### Table 2. Results from machine learning models where predicted values significantly correlated with observed values in test sets to predict mental health symptoms.

<table>
<thead>
<tr>
<th>Mental health symptoms</th>
<th>Model</th>
<th>Hyperparameters, $\alpha$, $\lambda$</th>
<th>RMSE$^c$</th>
<th>MAE$^d$</th>
<th>$r$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>Elastic Net</td>
<td>1, 0.50</td>
<td>6.22</td>
<td>5.10</td>
<td>0.30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Anxiety</td>
<td>Elastic Net</td>
<td>8.25</td>
<td>5.23</td>
<td>4.25</td>
<td>0.38</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Distress</td>
<td>Elastic Net</td>
<td>1, 0.25</td>
<td>4.75</td>
<td>3.93</td>
<td>0.33</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Insomnia</td>
<td>Elastic Net</td>
<td>125, 0.5</td>
<td>5.68</td>
<td>4.65</td>
<td>0.19</td>
<td>.01</td>
</tr>
</tbody>
</table>

$^a$\textit{a}: alpha.

$^b$\textit{b}: lambda.

$^c$\textit{RMSE}: root-mean-square error.

$^d$\textit{MAE}: mean absolute error.
Limitations
This study includes several limitations. Keystroke metadata was collected from typing tasks completed within 2 weeks of participants’ baseline assessments and metadata collected temporally closer to their baseline assessment may provide more accurate reflections of mental health symptoms. However, most participants completed the typing task on the same day as their baseline assessments (see Figure S1 in Multimedia Appendix 1). Metadata related to the distance between keys was not collected, so additional features previously calculated (eg, speed [18]) could not be replicated. We combine metadata across typing tasks and prompts. Although patterns of association were generally similar across tasks and prompts, some differences in patterns of association were observed for total keystrokes and total spaces when split by task. Future studies should consider how these and other methodological considerations (eg, text length and typing accuracy) may impact associations between keystroke features and mental health symptoms. As the Future Proofing study is still being completed, longitudinal typing and mental health data were not yet available for analysis.

Conclusions
In conclusion, our findings suggest keystroke features are weakly associated with mental health symptoms with differing patterns for males and females. Keystroke features also provide minimal clinical use in predicting mental health symptoms cross-sectionally. Future research should focus on collecting keystroke metadata longitudinally and combining these data with other digital phenotypes being developed to enhance their potential for aiding clinical care.
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Abstract

Background: ChatGPT, a linguistic artificial intelligence (AI) model engineered by OpenAI, offers prospective contributions to mental health professionals. Although having significant theoretical implications, ChatGPT’s practical capabilities, particularly regarding suicide prevention, have not yet been substantiated.

Objective: The study’s aim was to evaluate ChatGPT’s ability to assess suicide risk, taking into consideration 2 discernable factors—perceived burdensomeness and thwarted belongingness—over a 2-month period. In addition, we evaluated whether ChatGPT-4 more accurately evaluated suicide risk than did ChatGPT-3.5.

Methods: ChatGPT was tasked with assessing a vignette that depicted a hypothetical patient exhibiting differing degrees of perceived burdensomeness and thwarted belongingness. The assessments generated by ChatGPT were subsequently contrasted with standard evaluations rendered by mental health professionals. Using both ChatGPT-3.5 and ChatGPT-4 (May 24, 2023), we executed 3 evaluative procedures in June and July 2023. Our intent was to scrutinize ChatGPT-4’s proficiency in assessing various facets of suicide risk in relation to the evaluative abilities of both mental health professionals and an earlier version of ChatGPT-3.5 (March 14 version).

Results: During the period of June and July 2023, we found that the likelihood of suicide attempts as evaluated by ChatGPT-4 was similar to the norms of mental health professionals (n=379) under all conditions (average Z score of 0.01). Nonetheless, a pronounced discrepancy was observed regarding the assessments performed by ChatGPT-3.5 (May version), which markedly underestimated the potential for suicide attempts, in comparison to the assessments carried out by the mental health professionals (average Z score of –0.83). The empirical evidence suggests that ChatGPT-4’s evaluation of the incidence of suicidal ideation and psychache was higher than that of the mental health professionals (average Z score of 0.47 and 1.00, respectively). Conversely, the level of resilience as assessed by both ChatGPT-4 and ChatGPT-3.5 (both versions) was observed to be lower in comparison to the assessments offered by mental health professionals (average Z score of –0.89 and –0.90, respectively).

Conclusions: The findings suggest that ChatGPT-4 estimates the likelihood of suicide attempts in a manner akin to evaluations provided by professionals. In terms of recognizing suicidal ideation, ChatGPT-4 appears to be more precise. However, regarding psychache, there was an observed overestimation by ChatGPT-4, indicating a need for further research. These results have implications regarding ChatGPT-4’s potential to support gatekeepers, patients, and even mental health professionals’ decision-making. Despite the clinical potential, intensive follow-up studies are necessary to establish the use of ChatGPT-4’s capabilities in clinical practice. The finding that ChatGPT-3.5 frequently underestimates suicide risk, especially in severe cases, is particularly troubling. It indicates that ChatGPT may downplay one’s actual suicide risk level.

(JMIR Ment Health 2023;10:e51232) doi:10.2196/51232
Introduction

Background

Large language models (LLMs), a subset of natural language processing (NLP) models, are trained with ample textual data to generate advanced language predictions [1]. Recently, a ChatGPT-based agent from OpenAI in California gained significant internet attention due to its ability to produce human-like text from varied prompts [2,3]. In fact, since its launch in November 2022, ChatGPT swiftly gained millions of users [1]. Its ability to handle complex tasks and generate human-like language marks a breakthrough in artificial intelligence (AI) and natural language processing [3,4]. However, despite extensive study in academia, its applications in applied psychology [5-7], particularly its efficacy in addressing critical mental health issues such as suicide prevention, remain unclear.

Suicide represents a significant global health issue and a leading cause of mortality [8,9]. Despite numerous comprehensive studies over the past few decades, the issue of suicide risk assessment remains unresolved in the mental health field [10,11]. The currently used questionnaires and clinical evaluations have yet to overcome notable psychometric challenges [12]. Another difficulty is the lack of communities’ sufficient access to suicide risk assessment [13]. In an extensive review of linguistic markers linked to suicidal tendencies, 75 studies involving 279,032 individuals were analyzed. Suicidal ideation was associated with increased use of intensifiers and superlatives, while suicidal actions correlated with more pronouns, varying verb usage, and other specific linguistic patterns [14]. Fernandes et al [15] used a machine learning algorithm on electronic health records to detect “suicidal thoughts” or “suicide attempt” mentions. Although successful, the algorithm’s ability to predict future suicidal actions is yet uncertain. Aladag et al [16] used machine learning on 10,000 forum posts classified by a clinician for suicidal content. Using metrics from the Linguistic Inquiry and Word Count software, they achieved high prediction accuracy, but did not specify the key metrics. Similarly, Tadesse et al [17] analyzed Reddit posts using NLP, comparing those with and without suicidal content without clinical validation.

A previous study evaluated the potential of ChatGPT-3.5 (March 14, 2023, version), a linguistic AI model, versus mental health professionals in assessing suicide risk [6]. The results showed that ChatGPT-3.5 (March 14 version) generally underestimated the risk of suicide, which raised concerns about its reliability for such assessments. Thus, our previous study indicated that until further evidence could support its accuracy, mental health professionals should consider ChatGPT’s assessments to be nonprofessional [6]. However, considering recent developments, including the launch of ChatGPT-4 and the release of a new version of ChatGPT-3.5 (May 24, 2023, versions of both), we aimed in the previous study to examine whether these new versions exhibited improvements over their predecessors.

In recent times, the potential of AI to augment mental health services has been the subject of intense scrutiny. The envisaged applications range from aiding diagnostics [18], to streamlining administrative tasks that would afford clinicians more patient time [19], to enhancing social motivation and attentional performance via AI-powered games that foster mental health [20]. A recent review [21] shed light on the prospective utility of AI-driven chatbots in the mental health sphere.

In terms of linguistic diversity, ChatGPT-4 exhibits enhanced multilingual abilities [22,23] compared to ChatGPT-3.5. Specifically, it represents a substantial advance in model progression, with amplified capabilities such as multilingual expertise, extended context length, and image processing, thus presenting intriguing possibilities across diverse fields [24]. Yet the cost of ChatGPT-4 and its inherent limitations underline the necessity of scrutinizing a specific application before choosing it [22]. It should be noted that ChatGPT-4 has been acknowledged for its superior performance relative to its antecedents [25]. In a study evaluating ChatGPT-4’s performance on the Ophthalmic Knowledge Assessment Program examination versus its predecessor, ChatGPT-3.5, the results demonstrated that ChatGPT-4 notably outperformed ChatGPT-3.5 (81% vs 57%), indicating progress in medical knowledge evaluation [26]. Another study contrasting the performance of ChatGPT-3.5 and ChatGPT-4 on the Japanese Medical Licensing Examination revealed that ChatGPT-4 surpassed ChatGPT-3.5 in terms of accuracy, particularly with regard to general, clinical, and clinical sentence queries [27].

This Study

The capacity of clinicians to identify signs of potential suicide is paramount for the administration of proper crisis management and suicide intervention tactics, particularly during times of severe crisis [28]. Given the seriousness of the issue, a substantial commitment toward evaluating suicide risk is vital [29-31].

AI, in theory, could assist gatekeepers in their decision-making processes and enhance the efficacy of formal psychometric tools and clinical evaluations in predicting suicidal behavior. Current methods often fall short in their predictive capabilities [29,32,33].

In this study, we evaluated the ability of ChatGPT-3.5 and ChatGPT-4 (May 24 versions) to identify the risk of suicide based on the interpersonal theory of suicide (ITS), an established and empirically backed theoretical model proposed by Joiner et al [34,35] for assessing suicide risk and identifying associated factors. We performed these evaluations on the same day. We specifically evaluated how the 2 key dimensions of ITS—perceived burdensomeness and thwarted belongingness— Influence therapists’ perceptions and assessments of suicidal ideation and behavior. Perceived
burdensomeness refers to a psychological state wherein individuals feel their existence imposes a burden on their family, friends, or society. This perception leads individuals to believe their death might be more beneficial than their continued existence [34]. Thwarted belongingness, as defined by Van Orden et al [35], alludes to feelings of alienation from others and emphasizes the distressing sensation of exclusion from one’s family, friends, or other valued groups. This construct plays a critical role in suicide, as belongingness represents a fundamental psychological need, and failure to meet this need can lead to profound distress [36]. In a previous study, the tendency of ChatGPT-3.5 (March 14 version) to consistently underestimate the risk of suicide attempts, compared to estimates by professionals in the mental health field, was unveiled [6]. This trend was maintained irrespective of the influence of resilience, perceived burdensomeness, or thwarted belongingness on the evaluation of suicidal ideation and the potential risk of a suicide attempt. Alarmingly, we observed that the extent of underestimation of suicide risk by ChatGPT-3.5 (March 14 version) was at its highest when the severity of the case was at its maximum. This striking discovery poses a significant point of concern.

The Objectives of This Study

We aimed to (1) assess the ability of ChatGPT-3.5 and ChatGPT-4 (May 24 versions) to evaluate suicidal behavior and risk factors across 2 identifiable variables—perceived burdensomeness and thwarted belongingness—compared to the ability of mental health professionals and to the earlier version of ChatGPT-3.5 (March 14 version) and (2) evaluate whether ChatGPT-4 (May 24 version) evaluates suicide risk more accurately than ChatGPT-3.5 (May 24 version).

Methods

AI Procedure

Using ChatGPT-4 and the free version of ChatGPT-3.5 (both May 24), we conducted 3 evaluations during the period of June and July 2023 to examine the ability of these two versions of ChatGPT to evaluate various aspects of suicide risk compared to the performance of mental health professionals and to the previous version of ChatGPT-3.5 (March 14).

Input Source

In this investigation, we adopted the text vignette methodology as elucidated by Bresin et al [37] to examine the observer’s perspective on suicidal acts. A specific vignette from Levi-Belz and Gamliel [38] was entered into the ChatGPT interface. The chosen vignette contained general background details and 2 additional paragraphs; one paragraph portrayed either low or high perceived burdensomeness and the other either low or high thwarted belongingness, for a total of 4 possible combinations and 4 vignettes (Multimedia Appendix 1). Each of the vignettes was presented 3 times to both the ChatGPT-4 and ChatGPT-3.5 models, each time in a new tab.

Measures

After each of the 4 vignette conditions, that is, (1) low burdensomeness and low belongingness, (2) low burdensomeness and high belongingness, (3) high burdensomeness and low belongingness, and (4) high burdensomeness and high belongingness, we submitted 6 questions to ChatGPT-4 and 3.5 (May 24 versions), taken from Levi-Belz and Gamliel [38]. Each question was categorized into one of four subscales: (1) psychache, that is, psychological pain (Q1: “What do you think is Jane’s level of distress?” and Q2: “What do you think is Jane’s level of mental pain?”), (2) suicidal ideation (Q3: “What is the likelihood Jane will have suicidal thoughts?”), (3) risk of suicide attempt (Q4: “What is the likelihood Jane will attempt suicide?” and Q5: “What is the likelihood Jane will make a serious suicide attempt?”), and (4) resilience (Q6: “How do you assess Jane’s level of resilience?”). All 6 questions used a 7-point Likert scale, estimating intensity (Q1, Q2, Q6) and likelihood (Q3-Q5), ranging from 1 (very slight) to 7 (very high). Multimedia Appendix 2 shows examples of ChatGPT answers to the questions.

Scoring

The performance of ChatGPT-4 and ChatGPT-3.5 (May 24 versions) was scored and compared to the results of professional mental health professionals, which were previously published in accordance with Levi-Belz and Gamliel [38]. Subsequently, we compared the ChatGPT scores to the norms of 379 mental health professionals (n=80, 21% male; mean age 36, SD 8.8 years). Of these, 53 were graduate students in psychology, 266 held a master’s degree, and 60 held a PhD. Regarding their professional roles, 43 participants were supervisors, 108 were certified experts, 128 were interns, and 100 either had not begun their internship or were in professions that did not require an internship. The majority of the sample (n=318, 84%) were currently practicing, whereas the remaining participants had previously worked in the mental health field but were currently not working [38].

Statistical Analysis

The data are presented as the mean (SD) scores of the first, second, and third evaluations of ChatGPT. Percentage and Z scores were used to evaluate the differences between the different ChatGPT versions’ performance and the norms of the mental health professionals reported by Levi-Belz and Gamliel [38].

Results

Overview

Table 1 depicts the ChatGPT-4 and 3.5 (May 24 versions) mean (SD) scores for all four conditions, that is, (1) low burdensomeness and low belongingness, (2) low burdensomeness and high belongingness, (3) high burdensomeness and low belongingness, and (4) high burdensomeness and high belongingness, for the four dependent variables: (1) psychache, (2) suicidal ideation, (3) risk of suicide attempt, and (4) resilience, compared to the norms of the health professionals reported by Levi-Belz and Gamliel [38] and the results of ChatGPT-3.5 (March 14 version) reported by Elyoseph and Levkovich [6].
Table 1. Descriptive statistics of the mental health professionals (reported by Levi-Belz and Gamliel [38]), ChatGTP-4 (May 24), ChatGTP-3.5 (May 24), and ChatGTP-3.5 (March 14) for the 4 dependent variables (risk for suicide attempt, suicidal ideation, psychache, and resilience) in the 4 conditions.

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Low perceived burdensomeness and low thwarted belongingness, mean score (SD)</th>
<th>Low perceived burdensomeness and high thwarted belongingness, mean score (SD)</th>
<th>High perceived burdensomeness and low thwarted belongingness, mean score (SD)</th>
<th>High perceived burdensomeness and high thwarted belongingness, mean score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk for suicide attempt</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health professionals</td>
<td>2.3 (1.0)</td>
<td>2.9 (1.3)</td>
<td>3.1 (1.2)</td>
<td>4.1 (1.2)</td>
</tr>
<tr>
<td>ChatGPT 4 (May)</td>
<td>2.0 (0.6)</td>
<td>3.0 (1.5)</td>
<td>3.5 (0.6)</td>
<td>4.0 (0.6)</td>
</tr>
<tr>
<td>ChatGPT 3.5 (May)</td>
<td>1.5 (0.8)</td>
<td>2.2 (0.7)</td>
<td>2.0 (0.6)</td>
<td>2.8 (0.7)</td>
</tr>
<tr>
<td>ChatGPT 3.5 (March)</td>
<td>1.5 (0.0)</td>
<td>1.5 (0.0)</td>
<td>1.5 (0.0)</td>
<td>2.7 (0.5)</td>
</tr>
<tr>
<td>Suicidal ideation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health professionals</td>
<td>3.6 (1.3)</td>
<td>4.3 (1.4)</td>
<td>5.0 (1.3)</td>
<td>5.4 (1.1)</td>
</tr>
<tr>
<td>ChatGPT 4 (May)</td>
<td>4.0 (0.0)</td>
<td>4.6 (0.5)</td>
<td>6.0 (0.0)</td>
<td>6.0 (0.0)</td>
</tr>
<tr>
<td>ChatGPT 3.5 (May)</td>
<td>3.3 (0.5)</td>
<td>4.7 (0.5)</td>
<td>4.3 (0.5)</td>
<td>5.7 (0.5)</td>
</tr>
<tr>
<td>ChatGPT 3.5 (March)</td>
<td>4.0 (0.0)</td>
<td>4.0 (0.0)</td>
<td>4.0 (0.0)</td>
<td>5.3 (0.5)</td>
</tr>
<tr>
<td>Psychache</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health professionals</td>
<td>5.5 (0.8)</td>
<td>5.9 (0.6)</td>
<td>5.9 (0.7)</td>
<td>6.2 (0.7)</td>
</tr>
<tr>
<td>ChatGPT 4 (May)</td>
<td>6.0 (0.0)</td>
<td>6.3 (0.5)</td>
<td>6.8 (0.4)</td>
<td>7.0 (0.0)</td>
</tr>
<tr>
<td>ChatGPT 3.5 (May)</td>
<td>6.0 (0.0)</td>
<td>6.0 (0.0)</td>
<td>6.2 (0.4)</td>
<td>6.3 (0.5)</td>
</tr>
<tr>
<td>ChatGPT 3.5 (March)</td>
<td>6.0 (0.0)</td>
<td>6.0 (0.0)</td>
<td>6.0 (0.0)</td>
<td>6.3 (0.2)</td>
</tr>
<tr>
<td>Resilience</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health professionals</td>
<td>5.1 (0.8)</td>
<td>4.5 (1.0)</td>
<td>4.2 (1.0)</td>
<td>3.4 (1.2)</td>
</tr>
<tr>
<td>ChatGPT 4 (May)</td>
<td>4.7 (0.5)</td>
<td>4.0 (0.0)</td>
<td>2.7 (0.5)</td>
<td>2.3 (0.5)</td>
</tr>
<tr>
<td>ChatGPT 3.5 (May)</td>
<td>4.7 (0.5)</td>
<td>4.0 (0.0)</td>
<td>2.6 (0.5)</td>
<td>2.3 (0.5)</td>
</tr>
<tr>
<td>ChatGPT 3.5 (March)</td>
<td>3.7 (0.5)</td>
<td>3.3 (0.0)</td>
<td>3.0 (0.0)</td>
<td>3.0 (0.0)</td>
</tr>
</tbody>
</table>

Risk of Suicide Attempt

Figure 1 shows the level of risk of suicide attempts as assessed by ChatGPT-4 and 3.5 (May 24 versions) as compared to the norms of the health professionals reported by Levi-Belz and Gamliel [38] and the results of ChatGPT-3.5 (March 14 version) reported by Elyoseph and Levkovich [6]. The level of risk of suicide attempts evaluated by ChatGPT-4 was similar to that of the mental health professionals in all conditions ($t_{86}=0.13-0.57$, $P=1.56-9$; average $Z$ score$=0.01$, average $Z$ score in absolute value$=0.17$). In contrast, ChatGPT-3.5 (May 24 version) provided a significantly lower assessment of the level of risk of suicide attempts than did the mental health professionals (percentile range 15-27; average $Z$ score$=-0.83$; average $Z$ score in absolute value$=0.83$). This underestimation is similar to what was found by the ChatGPT-3.5 March 14 version (percentile range 5-23; average $Z$ score$=-1.21$; average $Z$ score in absolute value$=1.21$), but to a lesser extent.
Suicidal Ideation

Figure 2 shows the level of risk of suicidal ideation as assessed by ChatGPT-4 and 3.5 (May 24 versions) as compared to the norms of the health professionals reported by Levi-Belz and Gamliel [38] and the results of ChatGPT-3.5 (March 14 version) reported by Elyoseph and Levkovich [6]. ChatGPT-4 evaluated the likelihood of suicidal ideation higher than the mental health professionals in all conditions (percentile range 59-78; average $Z$ score=0.47, average SD in absolute value=0.47). In contrast, ChatGPT-3.5 (May 24 version) assessed the likelihood of suicidal ideation quite similarly to the way in which the mental health professionals did (percentile range 31-61; average $Z$ score=–0.04; average $Z$ score in absolute value=0.31). This estimation was also quite similar to the results of the ChatGPT-3.5 March 14 version (percentile range 22-62; average $Z$ score=–0.17; average $Z$ score in absolute value=0.33).

Psychache

Figure 3 shows the level of psychache as assessed by ChatGPT-4 and 3.5 (May 24 versions) as compared to the norms of the health professionals reported by Levi-Belz and Gamliel [38] and the results of ChatGPT-3.5 (March 14 version) reported by Elyoseph and Levkovich [6]. The level of psychache evaluated by ChatGPT-4 was higher than the level evaluated by the mental health professionals in all conditions (percentile range 76-90; average $Z$ score=1.00, average SD in absolute value=1.00). In contrast, ChatGPT-3.5 (May 24 version) assessed the level of psychache quite similarly to how it was assessed by the mental health professionals (percentile range 55-76; average $Z$ score=0.38; average $Z$ score in absolute value=0.38). This estimation was also quite similar to the results of the ChatGPT-3.5 March 14 version (percentile range 22-62; average $Z$ score=–0.17; average $Z$ score in absolute value=0.31).
Figure 3. The level of psychache (mean, SD) assessed by ChatGPT-4 and 3.5 (May 24 versions) as compared to the norms of the health professionals and ChatGPT-3.5 (March 14 version).

Resilience

Figure 4 shows the level of resilience as assessed by ChatGPT-4 and 3.5 (May 24 versions) as compared to the norms of the health professionals reported by Levi-Belz and Gamliel [38] and the results of ChatGPT-3.5 (March 14 version) reported by Elyoseph and Levkovich [6]. The level of resilience evaluated by ChatGPT-4 was lower than the level evaluated by the mental health professionals in all conditions (percentile range 6-31; average \(Z\) score=-0.89, average SD in absolute value=0.89). Similarly, ChatGPT-3.5 (May 24 version) provided a lower assessment of resilience than did the mental health professionals (percentile range 5-31; average \(Z\) score=-0.90; average \(Z\) score in absolute value=0.90). This estimation was quite similar to the results of the ChatGPT-3.5 March 14 version (percentile range 4-30; average \(Z\) score=-1.13; average \(Z\) score in absolute value=1.13).

Figure 4. The level of resilience (mean, SD) assessed by ChatGPT-4 and 3.5 (May 24 versions) as compared to the norms of the health professionals and ChatGPT-3.5 (March 14 version).

Discussion

Principal Findings

In this study, we aimed to examine the efficacy of ChatGPT in conducting suicide risk assessments, with a particular focus on 2 discernible factors—sense of perceived burdensomeness and feelings of thwarted belongingness—across a period of 2 months. In addition, we wished to compare and analyze the precision of suicide risk assessment between two AI models, ChatGPT-4 and ChatGPT-3.5 (both the March 14 and May 24 versions), to ascertain which demonstrated superior performance. Parallels were found between the propensity for suicide attempts as assessed by ChatGPT-4 and as assessed by a sample of mental health professionals, under all conditions. However, there was a notable disparity between the evaluations made by ChatGPT-3.5 (both the March 14 and May 24 versions), which discernibly underestimated the risk of suicide attempts, and the assessments conducted by the mental health professionals.

This particular discovery carries substantial weight given the widespread and unrestricted use of AI chatbot technology by the general public. In a cross-sectional investigation, it was ascertained that 78.4% of the respondents exhibited a willingness to use ChatGPT for the purpose of self-diagnosis [39]. In a
variety of circumstances—including mental health evaluations, therapeutic consultations, medication management, and patient education—it has been substantiated that ChatGPT effectively delivers pertinent information and support to patients [40]. A recent review scrutinized the benefits conferred by ChatGPT and analogous LLMs in enhancing medical education, refining clinical decision-making processes, and propelling superior patient outcomes [41]. The findings of this study constitute preliminary evidence that ChatGPT-4 can provide an assessment similar to that provided by professionals on critical matters such as predicting the likelihood of suicidal behavior. The implications are vast; namely, ChatGPT-4 could serve as a decision-making support tool for clinicians and possibly offer professionals a second opinion. All of these possibilities necessitate continued research and development.

That said, we found that compared to the estimations made by mental health professionals across all conditions, ChatGPT-4 overestimated suicidal ideation. Surprisingly, the evaluation of suicidal ideation by ChatGPT-3.5 (May 24 version) was similar to the assessments made by the mental health professionals in all conditions as compared to the assessments of ChatGPT-4. Notably, these assessments by the May 24 version of ChatGPT-3.5 were consistent with the findings obtained from the March 14 version of the same ChatGPT-3.5 model.

The ability to competently use assessments identifying suicidal ideation in client interactions is of utmost importance for mental health professionals. It is estimated that approximately 1 in 4 such professionals will encounter client suicide [42]. The accurate discernment of suicidal ideation thus marks a fundamental stride toward its prevention and efficient management. Although no tool can guarantee absolute certainty, having access to reliable instruments for clinical assessment can prove indispensable for practitioners. Standardized assessments ought to be used in tandem with a clinical interview, mnemonic devices, and the evaluation of risk factors in order to conduct a comprehensive appraisal of patient risk [43]. Although it is evident that ChatGPT-4 showed a tendency to overestimate suicidal ideation compared to the mental health professionals, it did so by only a small margin. Currently, we do not know whether this gap resulted from the AI’s overestimation or from mental health professionals’ underestimation.

The findings of this study highlight that there was a higher degree of psychache, as assessed by ChatGPT-4, than that rendered by a group of mental health professionals in all observed conditions. By contrast, the assessment of psychache by the May 24 version of ChatGPT-3.5 aligned closely with the mental health professionals’ assessment. The ChatGPT-3.5 (May 24 version) findings are congruent with the outcomes from its March version. A potential explanation for these findings might be that ChatGPT-4 tends to overestimate certain metrics. Furthermore, these findings suggest that different ChatGPT versions should still be used in a balanced manner, not exclusively, but in combination with the professional expertise of health care practitioners. This suggestion seems to align with the positions of professionals regarding the use of ChatGPT. In a survey assessing health care workers’ interactions with ChatGPT, a significant majority of respondents (75.1%) expressed comfort with the idea of integrating ChatGPT into their health care practice, including in the aiding of medical decision-making (39.5%) [44].

Contrary to the other findings, this study indicates that the level of resilience as evaluated by ChatGPT-4 was lower than the level as assessed by the mental health professionals in all conditions. Similarly, ChatGPT-3.5 (March and May) provided a lower assessment of the level of resilience than did the mental health professionals. Despite the common use of the resilience concept, it should be noted that it has different definitions and a variety of measurement methods [45]. Resilience is a multifaceted concept shaped by various elements that span the individual, environmental, organizational, and cultural spheres [46]. This inherent complexity and multidimensionality renders resilience a challenging construct to operationalize and measure [46]. Experienced professionals, when confronted with case descriptions, are likely to consider an amalgamation of these factors, exhibiting a nuanced understanding that may be challenging to encapsulate fully in technological iterations. Thus, although the different versions of the technology offer significant value, their assessments must be contextualized within this wider understanding of resilience, highlighting the importance of a balanced approach that includes professional insight.

This research highlights the complexity of evaluating an individual’s risk for suicide. The foregoing evidence demonstrates the potential advantages of using ChatGPT-4 to bolster clinical decision-making in the realm of suicide risk assessments among professionals [18,19,21]. Furthermore, ChatGPT-4 could play a crucial role in enhancing training and clinical procedures among mental health and medical professionals [26,27,47]. The easy access to ChatGPT and the possibility of reducing feelings of stigma may in the future drive the use of mental health assessment services by the general public.

However, the incorporation of ChatGPT into suicide risk detection mechanisms also presents a series of complexities. The reliability of ChatGPT predictions is intrinsically linked to the quality and demographic inclusivity of the training data [31]. Data biases or inadequate demographic representation could lead to erroneous predictions or exacerbate existing health disparities. Moreover, ChatGPT algorithms often function as opaque entities, obscuring the reasoning behind their predictive mechanisms. This lack of clarity can impede the development of trust and acceptance among users [48]. The deployment of ChatGPT for the identification of depression raises several ethical issues [48]. Ensuring data privacy and security is paramount, particularly given the sensitive nature of mental health information [49]. Research on the ethical facets of mental health within the broader populace suggests that participants express reservations about the widespread acceptance of AI and the implications of its capabilities for human welfare. Furthermore, there is apprehension regarding the potential for medical inaccuracies [50]. Moreover, there is expressed concern from patients regarding the potential discriminatory implications stemming from the use of AI [51]. The potential misuse that could exacerbate health disparities is an imperative issue. There is also the necessity of respecting patient autonomy, as AI can
spread misleading medical information or endorse unverified treatments, which may compromise a general practitioner’s understanding of medical conditions [52]. While AI offers the unique capability to craft authentic patient scenarios—thus enhancing medical training—it is vital to remain cognizant of the risks associated with the misuse or misrepresentation of these tools [52]. Users must be thoroughly informed about the use and protection of their data. Importantly, ChatGPT should not replace human clinical judgment in the diagnostic process, but rather supplement it, thereby aiding professionals in making more-informed clinical decisions.

Limitations
This study, although informative, is not without limitations. To begin with, the assessment of the risk of suicide is based on a limited number of vignettes that centered on a woman in relatively stable condition of an age bracket not typically associated with high suicide risk and with no history of previous suicide attempts. Such a narrow representation does not adequately encapsulate the broad spectrum of suicide risk. As a result, we suggest that future research should expand to include a more diverse demographic. Vignettes should be created featuring varied demographics, such as male participants, individuals with psychiatric conditions, adolescents, and the elderly, to ensure a more holistic understanding of suicide risk. Secondly, our comparison of ChatGPT data was limited to a sample drawn from mental health professionals in Israel. To achieve a more comprehensive evaluation and to understand cross-cultural nuances in suicide risk assessment, we advocate for the exploration of therapists’ assessments from various global contexts. Additionally, we used norms from a study about professionals as published by Levi-Belz and Gamliel [38]. We were unable to compare other statistical characteristics between the groups. We recommend further examination between an existing sample and ChatGPT. A further limitation of our study was that it relied heavily on the ITS as a theoretical basis. Although this theory provided a useful framework, it could potentially have constrained the breadth of our understanding. Moreover, our research delved into the complex domain of suicide risk assessment via AI; however, to gain more extensive insights, additional studies are required. Such studies should examine additional risk factors, integrate more expansive language models, assess data at different time intervals, and compare results with a broader array of clinical samples. Finally, given the rapid advances in the AI field, there is an inherent challenge in generalizing the results for stable, long-term abilities. Therefore, long-term studies are a necessity to keep pace with the evolving landscape and ensure a lasting understanding of suicide risk assessment.

Conclusion
In summary, this study yields critical knowledge on the potential of AI chatbots, particularly ChatGPT-4, to carry out suicide risk evaluations, while also highlighting the intricacies and subtleties entailed. Even though ChatGPT-4 overassessed suicidal thoughts, it showed an assessment accuracy on par with mental health experts in regard to suicidal behaviors. This research underlines the significance of AI tools such as ChatGPT serving as a supplement rather than as a substitute for professionals. The research also illustrates the rapid development of AI in the field of applied psychology and the need for research at multiple points in time and in regard to multiple versions in order to achieve reliable results.
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Abbreviations

- **AI**: artificial intelligence
- **ITS**: interpersonal theory of suicide
- **LLM**: large language model
- **NLP**: natural language processing