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Abstract

Background: The onset of the COVID-19 pandemic necessitated the rapid transition of many types of substance use disorder (SUD) treatments to telehealth formats, despite limited information about what makes treatment effective in this novel format.

Objective: This study aims to examine the feasibility and effectiveness of virtual intensive outpatient programming (IOP) treatment for SUD in the context of a global pandemic, while considering the unique challenges posed to data collection during an unprecedented public health crisis.

Methods: The study is based on a longitudinal study with a baseline sample of 3642 patients who enrolled in intensive outpatient addiction treatment (in-person, hybrid, or virtual care) from January 2020 to March 2021 at a large substance use treatment center in the United States. The analytical sample consisted of patients who completed the 3-month postdischarge outcome survey as part of routine outcome monitoring (n=1060, 29.1% response rate).

Results: No significant differences were detected by delivery format in continuous abstinence ($\chi^2=0.4, P=.81$), overall quality of life ($F_{2,826}=2.06, P=.13$), financial well-being ($F_{2,767}=2.30, P=.10$), psychological well-being ($F_{2,918}=0.72, P=.49$), and confidence in one's ability to stay sober ($F_{2,941}=0.21, P=.81$). Individuals in hybrid programming were more likely to report a higher level of general health than those in virtual IOP ($F_{2,917}=4.19, P=.01$).

Conclusions: Virtual outpatient care for the treatment of SUD is a feasible alternative to in-person-only programming, leading to similar self-reported outcomes at 3 months postdischarge. Given the many obstacles presented throughout data collection during a pandemic, further research is needed to better understand under what conditions telehealth is an acceptable alternative to in-person care.

(JMIR Ment Health 2022;9(3):e36263) doi:10.2196/36263
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Introduction

Substance use disorder (SUD) is a chronic relapsing disease associated with numerous psychosocial harms and health sequelae. Addiction was a leading global cause of disability and death prior to the COVID-19 pandemic [1], which has since disproportionately impacted individuals suffering from SUD. Recent studies indicate that individuals with SUD may be more susceptible to severe disease and have higher rates of mortality and postvaccination breakthrough infections [2-4]. Isolation, uncertainty, and financial instability have also compounded substance use and the challenges of early recovery [5-7]. These vulnerabilities have reinforced the critical need for ongoing and safe access to treatment throughout the course of the pandemic through virtual services.

Prior to the COVID-19 pandemic, virtual services showed promise but were slow to develop. Early applications have shown promise as a means of preventing premature dropout from SUD treatment [8]. The pandemic rapidly accelerated the implementation of telehealth services for mental health and substance use treatment [9], and both providers and participants have viewed these types of services favorably [10,11]. Unfortunately, little is known about the actual efficacy or effectiveness of individual SUD treatment in telehealth treatment settings [12-14], and even less about traditional group treatment formats [15].

The onset of the pandemic became a catalyst for addiction treatment programs to quickly pivot to provision of services through telehealth formats despite limited data to guide their delivery. Change was facilitated by paradigm shifts in federal, state, and local policies and in organizational and provider practices [16,17]. Although these policies allowed for the continuity of care through available technology, stakeholders within the addiction field are now facing decisions on which elements of policies and programs to sustain, adapt, or discontinue. Continuation of these policies is dependent upon rigorous assessment of clinical data to define the new standard of SUD treatment through virtual platforms. Unfortunately, the pandemic had a devastating impact on research, with ongoing disruptions to recruitment and study progress, as well as a dramatic reduction in survey participation and response rates across many fields of study [18-20].

There is still a significant need for research related to the application and assessment of telehealth for SUD. Unfortunately, best practices for patient outcome collection for SUD treatment in mixed settings have yet to be established. In this paper, we describe how the COVID-19 pandemic presented a novel opportunity to bridge the gap and assess the effectiveness of a virtual intensive outpatient programming (IOP) for substance use treatment through the examination of short-term postprogram outcomes of adults who received IOP services through different delivery formats at the largest SUD treatment provider in the United States.

Methods

Study Design and Population

The Hazelden Betty Ford Foundation (HBFF) is the largest national provider of addiction services in the United States. The HBFF utilizes evidence-based practices through a multidisciplinary and integrated approach to addiction treatment across varying levels of care. In 2019, the HBFF piloted a single virtual intensive outpatient group with planned expansion of virtual services in 2020, as informed by routine outcome monitoring (ROM) data. The HBFF has an established infrastructure and process for collection of ROM data that has been used and refined since 1974. ROM data provide an understanding of real-world conditions, offering applied generalizability to community-based treatment settings where the majority of care is provided [21,22]. These data can be designed as a feedback loop, intended to quickly translate findings into treatment implementation [23,24]. In a rapidly evolving global pandemic, this type of real-world feedback is invaluable to informing the refinement of virtual treatment, despite potentially lower response rates than a formal randomized controlled trial [22].

This study presents 3-month findings (n=1060, 29.1%) from a 12-month longitudinal assessment of patients, 18 years and older, who were discharged from IOP between January 2020 and March 2021 (N=3642). Patients were separated by 3 distinct treatment delivery settings in response to pandemic changes: (1) in-person care only (n=957, 26.3%); (2) hybrid, in-person, and virtual care (n=541, 14.9%); and (3) virtual care only (n=2144, 58.9%).

Ethics Approval

The study was reviewed and approved by Emory University’s Institutional Review Board (STUDY00001822) and was determined to have met the human research exemption since all data were collected within the context of the HBFF’s standard ROM practices.

Data Collection Procedures

Trained research data collection specialists (RDCS) utilized a systematic and manualized process for data collection. Web-based surveys were automatically assigned to IOP patients at 1, 3, 6, 9, and 12 months postdischarge, with survey completion windows open for 30 days. Survey links were emailed to patients, with reminder prompts every 3 days for up to 2 weeks. Patients were contacted by an RDCS every 4-7 days to complete the survey over the phone or to encourage patients to complete it online if not initially completed. Patients were still prompted to provide responses if admitted to a different level of care.

Impact of the Pandemic on Data Collection

In response to a notable decline in response rates at the beginning of the pandemic, RDCS spent over 1200 hours attempting to contact patients to complete the 3-month survey throughout the course of the virtual IOP study. The timing of data collection was also impacted. Virtual IOP began in March 2020, while data collection began in May 2020, largely due to...
reallocation of resources to facilitate the transition of direct care to virtual services. To retrospectively capture an in-person IOP comparison group, all patients discharged from an in-person IOP on or after January 1, 2020, were opted into receiving IOP outcome surveys. However, due to the 30-day survey windows, the majority of in-person and hybrid patients were excluded from completing the baseline survey at admission and the 1-month postdischarge survey, impacting response rates for those time points (Figure 1).

Figure 1. Data completeness from baseline to 3-month follow-up. IOP: intensive outpatient program; ROM: routine outcome monitoring.

### Measures

Demographic information was collected from patient electronic medical records. The majority of the full sample of patients were White (n=3296, 91.3%) and male (n=2258, 62.0%), with a mean age of 39.1 (SD 13.5) years.

### Outcome Measures

A variety of self-reported outcome measures were used to assess for health and well-being at 3-month follow-up. Continuous abstinence from drugs and alcohol (abstinent since discharge vs relapsed) during the follow-up period was assessed using a question from a modified Form 90 Alcohol Questionnaire (Form 90-AQ) [25], adapted to ask about the use of any substances and to include the specific time period for clarity: “Have you used any drugs or alcohol since your last survey on (last survey date)?” Compliance to prescribed anticraving medications (eg, buprenorphine, naltrexone, or acamprosate) was assessed with a single-item, binary question: “Have you taken your anticraving medication, as prescribed?” Peer support group engagement was measured by 1 item from the Alcoholics Anonymous (AA) Involvement Scale [26] and adapted to include a reference to other peer group support beyond AA: “About how often have you been attending 12-step/peer support/mutual aid group meetings since you were discharged?” Participants rated their frequency of attendance on a 6-point scale: daily, 4 or more times per week, 1-3 times per week, 2-4 times per month, once a month or less, and never.

Quality of life was measured using the 4-item self-reported Centers for Disease Control Healthy Days Survey [27,28]. An additional question assessing overall quality of life was also added: “How would you rate your overall quality of life?” Patients were asked to rate their overall quality of life and quality of general health using a 5-point Likert rating, from 1 (poor) to 5 (excellent), and indicated the number of days out of the previous 30 that they experienced poor mental or physical health. Higher numbers of unhealthy days indicated a lower
quality of life. Psychological well-being was assessed by the summed composite of the 8-item Flourishing Scale [29]. For each item, patients rated their level of agreement on a 7-point Likert scale, from 1 (strongly disagree) to 7 (strongly agree). The scale yielded high internal consistency (α=.94). Financial well-being was measured using the 5-item Consumer Financial Protection Bureau (CFPB) Financial Well-Being Scale, with higher scores illustrating greater perceived financial well-being [30]. The CFPB Financial Well-Being Scale showed good internal consistency (α=.85). Patients' confidence in their ability to stay sober was measured using an adapted form of the Brief Situational Confidence Questionnaire (BSCQ) to create a sobriety self-efficacy scale [31]. The 7-point Likert response categories were reworded to maintain consistency across the different scales, and the original BSCQ question 5, “I could probably go back to social drinking or other moderate drug use if I wanted to,” was removed as initial interitem correlations and α values indicated that this question did not adequately add to the measure of sobriety self-efficacy. After removal of question 5, the adapted scale of sobriety self-efficacy showed high internal consistency (α=.89).

Statistical Analyses
Analyses were performed using IBM SPSS Statistics version 28 [32]. Data were examined using chi-square tests of independence and one-way ANOVAs to ascertain the relationship between IOP delivery setting and patient outcomes. Direct comparisons between the different settings of IOP were not indicated because the virtual IOP study was not prospectively designed and was instead reactively implemented as a result of the pandemic. This pandemic reality resulted in differences in the timing of care, akin to a cohort effect within a single year, where those in-person care reached the 3-month survey earlier in the pandemic (eg, May-July 2020), while those in virtual-only care completed the 3-month survey over a much longer period (eg, June 2020-June 2021).

Results
Sample Characteristics
Sample characteristics are reported by IOP modality in Table 1. Differences between IOP settings emerged in biological sex, age, and length-of-stay distributions. In comparison to in-person and virtual groups, the hybrid group members were more likely to be male (133/192 [69.3%] in the hybrid group vs 161/256 [62.9%] in the in-person group and 363/612 [59.3%] in the virtual group). The virtual group had a greater number of individuals aged from 45 to 64 years (293/612 [47.9%] in the virtual group vs 92/256 [35.9%] in the in-person group and 67/192 [34.9%] in the hybrid group). Individuals in the hybrid group had significantly longer lengths of stay (mean 74.67 [SD 41.78] days) than those who participated in in-person IOP (mean 53.88 [SD 34.79] days) or virtual IOP (mean 54.67 [SD 33.31] days). No significant differences were detected between formats by race, ethnicity, marital status, employment status, education level, whether a patient was discharged against staff/medical advice, use of insurance for services, or type or number of active SUD diagnoses.

Demographic and clinical characteristics of noncompleters of the 3-month survey were compared with those who completed the survey (Table 2). There were no significant differences in completer status in regard to biological sex, race, identification as Latinx, or the highest level of education attained. However, a few differences emerged in age, marital/relational status, and employment type. Completers of the 3-month survey were slightly older (mean age 42.26 [SD 12.93] years) than noncompleters (mean age 38.26 [SD 13.17] years). In addition, completers were more likely to be employed full-time (672/1060 [63.4%] vs 1400/2503 [55.9%]) and to be married/cohabiting (550/1060 [51.9%] vs 985/2503 [39.8%]). A greater number of differences arose in regard to clinical characteristics. Those who completed the 3-month survey were less likely to have multiple active SUDs (336/1060 [31.7%] vs 1014/2503 [40.5%]) and to get discharged against staff/medical advice (107/1060 [10.1%] vs 531/2503 [21.2%]). Completers also showed a longer length of stay in IOP care (mean 58.10 [SD 36.16] days) than noncompleters (mean 49.57 [SD 38.73] days). There was no difference between those who stepped down into IOP from a higher level of programming within the HBFF (eg, residential vs day treatment).
Table 1. Baseline characteristics of 3-month outcomes survey respondents (N=1060).\(^a\)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>In-person only (N=256)</th>
<th>Hybrid (N=192)</th>
<th>Virtual only (N=612)</th>
<th>Overall (N=1060)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biological sex, n (%); (\chi^2 = 6.3, P = .04)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>161 (62.9)</td>
<td>133 (69.3)</td>
<td>363 (59.3)</td>
<td>657 (62.0)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>N/A(^b)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Missing</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td>Age (years), n (%); (\chi^2 = 19.5, P = .003)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>34 (13.3)</td>
<td>33 (17.2)</td>
<td>64 (10.5)</td>
<td>131 (12.4)</td>
</tr>
<tr>
<td>26-44</td>
<td>120 (46.9)</td>
<td>86 (44.8)</td>
<td>241 (39.4)</td>
<td>447 (42.2)</td>
</tr>
<tr>
<td>45-64</td>
<td>92 (35.9)</td>
<td>67 (34.9)</td>
<td>293 (47.9)</td>
<td>452 (42.6)</td>
</tr>
<tr>
<td>65+</td>
<td>10 (3.9)</td>
<td>6 (3.1)</td>
<td>14 (2.3)</td>
<td>30 (2.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td>Race(^c), n (%); (\chi^2 = 11.3, P = .88)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>2 (0.8)</td>
<td>1 (0.5)</td>
<td>6 (1.0)</td>
<td>9 (0.8)</td>
</tr>
<tr>
<td>Asian or Asian American</td>
<td>3 (1.2)</td>
<td>2 (1.0)</td>
<td>3 (0.5)</td>
<td>8 (0.8)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>3 (1.2)</td>
<td>4 (2.1)</td>
<td>12 (2.0)</td>
<td>19 (1.8)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>1 (0.4)</td>
<td>0</td>
<td>1 (0.2)</td>
<td>2 (0.2)</td>
</tr>
<tr>
<td>White</td>
<td>233 (91.0)</td>
<td>180 (93.8)</td>
<td>560 (91.5)</td>
<td>973 (91.8)</td>
</tr>
<tr>
<td>Biracial or multiracial (2+)</td>
<td>6 (2.3)</td>
<td>3 (1.6)</td>
<td>9 (1.5)</td>
<td>18 (1.7)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (2.7)</td>
<td>2 (1.0)</td>
<td>13 (2.2)</td>
<td>22 (2.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.4)</td>
<td>0</td>
<td>8 (1.3)</td>
<td>9 (0.9)</td>
</tr>
<tr>
<td>Ethnicity, n (%); (\chi^2 = 2.3, P = .31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latinx or Spanish origin</td>
<td>16 (6.3)</td>
<td>6 (3.1)</td>
<td>29 (4.7)</td>
<td>51 (4.8)</td>
</tr>
<tr>
<td>Not Hispanic or Latinx or Spanish origin</td>
<td>232 (90.6)</td>
<td>180 (93.8)</td>
<td>551 (90.0)</td>
<td>963 (90.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>8 (3.1)</td>
<td>6 (3.1)</td>
<td>32 (5.2)</td>
<td>46 (4.3)</td>
</tr>
<tr>
<td>Marital status(^c), n (%); (\chi^2 = 6.3, P = .18)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single/never married</td>
<td>87 (34.0)</td>
<td>78 (40.6)</td>
<td>204 (33.3)</td>
<td>369 (34.8)</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>4 (1.6)</td>
<td>3 (1.6)</td>
<td>11 (1.8)</td>
<td>18 (1.7)</td>
</tr>
<tr>
<td>Married/life partner</td>
<td>125 (48.8)</td>
<td>95 (49.5)</td>
<td>312 (50.9)</td>
<td>532 (50.1)</td>
</tr>
<tr>
<td>Married but separated</td>
<td>14 (5.5)</td>
<td>6 (3.1)</td>
<td>19 (3.1)</td>
<td>39 (3.7)</td>
</tr>
<tr>
<td>Divorced</td>
<td>21 (8.2)</td>
<td>9 (4.7)</td>
<td>57 (9.3)</td>
<td>87 (8.2)</td>
</tr>
<tr>
<td>Widowed</td>
<td>3 (1.2)</td>
<td>1 (0.5)</td>
<td>1 (0.2)</td>
<td>5 (0.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (0.8)</td>
<td>0</td>
<td>8 (1.3)</td>
<td>10 (0.9)</td>
</tr>
<tr>
<td>Employment status(^c), n (%); (\chi^2 = 1.9, P = .76)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time employment/Self-employed</td>
<td>164 (64.1)</td>
<td>119 (62.0)</td>
<td>389 (63.6)</td>
<td>672 (63.4)</td>
</tr>
<tr>
<td>Part-time employment</td>
<td>12 (4.7)</td>
<td>4 (2.1)</td>
<td>21 (3.4)</td>
<td>38 (3.6)</td>
</tr>
<tr>
<td>Home and family manager</td>
<td>6 (2.3)</td>
<td>3 (1.6)</td>
<td>9 (1.5)</td>
<td>18 (1.7)</td>
</tr>
<tr>
<td>Student (full- or part-time) or retired</td>
<td>18 (7.0)</td>
<td>21 (11.0)</td>
<td>36 (5.9)</td>
<td>74 (7.0)</td>
</tr>
<tr>
<td>Unemployment, actively seeking a job</td>
<td>16 (6.3)</td>
<td>6 (3.1)</td>
<td>25 (4.1)</td>
<td>47 (4.4)</td>
</tr>
<tr>
<td>Unemployment, not seeking a job</td>
<td>36 (14.1)</td>
<td>36 (18.8)</td>
<td>113 (18.5)</td>
<td>185 (17.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>4 (1.6)</td>
<td>3 (1.5)</td>
<td>19 (2.9)</td>
<td>26 (2.5)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>In-person only (N=256)</td>
<td>Hybrid (N=192)</td>
<td>Virtual only (N=612)</td>
<td>Overall (N=1060)</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------------</td>
<td>----------------</td>
<td>----------------------</td>
<td>------------------</td>
</tr>
<tr>
<td><strong>Education level</strong>, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some high school or less, no diploma</td>
<td>1 (0.4)</td>
<td>3 (1.5)</td>
<td>6 (1.0)</td>
<td>10 (1.0)</td>
</tr>
<tr>
<td>High school diploma or equivalent (General Educational Development [GED])</td>
<td>17 (6.6)</td>
<td>23 (12.0)</td>
<td>66 (10.8)</td>
<td>106 (10.0)</td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>31 (12.1)</td>
<td>34 (17.7)</td>
<td>73 (11.9)</td>
<td>138 (13.0)</td>
</tr>
<tr>
<td>Associate degree/vocational-technical studies</td>
<td>15 (5.9)</td>
<td>14 (7.3)</td>
<td>36 (5.9)</td>
<td>65 (6.1)</td>
</tr>
<tr>
<td>College graduate/bachelor’s degree</td>
<td>85 (33.2)</td>
<td>56 (29.2)</td>
<td>166 (27.1)</td>
<td>307 (29.0)</td>
</tr>
<tr>
<td>Graduate/professional degree</td>
<td>35 (13.7)</td>
<td>18 (9.4)</td>
<td>61 (10.0)</td>
<td>114 (10.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>72 (28.1)</td>
<td>44 (22.9)</td>
<td>204 (33.4)</td>
<td>320 (30.2)</td>
</tr>
<tr>
<td><strong>Length of IOP</strong> stay, mean (SD); Welch $F_{2,411.943}=19.67, P&lt;.001$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average length of stay (in days)</td>
<td>53.88 (34.79)</td>
<td>74.67 (41.78)</td>
<td>54.67 (33.31)</td>
<td>58.10 (38.156)</td>
</tr>
<tr>
<td>Missing</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td><strong>Discharged against staff advice</strong>, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>24 (9.4)</td>
<td>17 (8.9)</td>
<td>66 (10.8)</td>
<td>107 (10.1)</td>
</tr>
<tr>
<td>No</td>
<td>232 (90.6)</td>
<td>175 (91.1)</td>
<td>546 (89.2)</td>
<td>953 (89.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td><strong>Used insurance for services</strong>, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>247 (96.5)</td>
<td>185 (96.4)</td>
<td>599 (97.9)</td>
<td>1,031 (97.3)</td>
</tr>
<tr>
<td>Self-pay</td>
<td>9 (3.5)</td>
<td>7 (3.6)</td>
<td>13 (2.1)</td>
<td>29 (2.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td><strong>Active SUD</strong> diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol use disorder; $\chi^2=0.2, P=.93$</td>
<td>227 (88.7)</td>
<td>172 (89.6)</td>
<td>542 (88.6)</td>
<td>941 (88.8)</td>
</tr>
<tr>
<td>Cannabis use disorder; $\chi^2=0.3, P=.88$</td>
<td>51 (19.9)</td>
<td>42 (21.9)</td>
<td>128 (20.9)</td>
<td>221 (20.8)</td>
</tr>
<tr>
<td>Cocaine use disorder; $\chi^2=5.0, P=.08$</td>
<td>22 (8.6)</td>
<td>15 (7.8)</td>
<td>30 (4.9)</td>
<td>67 (6.3)</td>
</tr>
<tr>
<td>Hallucinogen use disorder; $\chi^2=1.5, P=.48$</td>
<td>2 (0.8)</td>
<td>3 (1.6)</td>
<td>4 (0.7)</td>
<td>9 (0.8)</td>
</tr>
<tr>
<td>Inhalant use disorder; $\chi^2=4.5, P=.10$</td>
<td>0</td>
<td>1 (0.5)</td>
<td>0</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>Opioid use disorder; $\chi^2=0.7, P=.71$</td>
<td>19 (7.4)</td>
<td>17 (8.9)</td>
<td>56 (9.2)</td>
<td>92 (8.7)</td>
</tr>
<tr>
<td>Sedative use disorder; $\chi^2=0.3, P=.85$</td>
<td>24 (9.4)</td>
<td>15 (7.8)</td>
<td>53 (8.7)</td>
<td>92 (8.7)</td>
</tr>
<tr>
<td>Other stimulant use disorder; $\chi^2=2.4, P=.30$</td>
<td>31 (12.1)</td>
<td>15 (7.8)</td>
<td>59 (9.6)</td>
<td>105 (9.9)</td>
</tr>
<tr>
<td>Other psychoactive use disorder; $\chi^2=1.0, P=.61$</td>
<td>4 (1.6)</td>
<td>4 (2.1)</td>
<td>7 (1.1)</td>
<td>15 (1.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td><strong>Number of co-occurring SUD diagnoses</strong>, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>168 (65.6)</td>
<td>134 (69.8)</td>
<td>422 (69.0)</td>
<td>724 (68.3)</td>
</tr>
<tr>
<td>2</td>
<td>61 (23.8)</td>
<td>31 (16.1)</td>
<td>135 (22.1)</td>
<td>227 (21.4)</td>
</tr>
<tr>
<td>3</td>
<td>21 (8.2)</td>
<td>20 (10.4)</td>
<td>37 (6.0)</td>
<td>78 (7.4)</td>
</tr>
<tr>
<td>4</td>
<td>6 (2.3)</td>
<td>7 (3.6)</td>
<td>18 (2.9)</td>
<td>31 (2.9)</td>
</tr>
</tbody>
</table>
Clinical variables associated with a patient’s treatment measured included the patient’s length of IOP stay (in days), whether the patient was discharged against staff advice (yes/no), whether the patient used insurance or self-pay to finance their treatment (yes/no), the patient’s active SUD diagnoses (e.g., alcohol, opioids), and the number of co-occurring SUD diagnoses.

Variables where categories were collapsed into 2-4 levels in order to test for group differences due to small cell sizes.

N/A: not applicable.

IOP: intensive outpatient programming.

SUD: substance use disorder.

Table 2. Sample characteristics of completers of the 3-month follow-up survey and noncompleters.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Completers (N=1060)</th>
<th>Noncompleters (N=2503)</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean (SD)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Demographic characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biological sex: male</td>
<td>657 (62.0)</td>
<td>N/A (^b)</td>
<td>1554 (62.1)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>1060 (100.0)</td>
<td>42.26 (12.93)</td>
<td>2503 (100.0)</td>
</tr>
<tr>
<td>Race: White</td>
<td>973 (91.8)</td>
<td>N/A</td>
<td>2249 (89.8)</td>
</tr>
<tr>
<td>Ethnicity: Latinx</td>
<td>51 (4.8)</td>
<td>N/A</td>
<td>135 (5.4)</td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>672 (63.4)</td>
<td>N/A</td>
<td>1400 (55.9)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>232 (21.9)</td>
<td>N/A</td>
<td>677 (27.0)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General Educational Development (GED) or less</td>
<td>116 (10.9)</td>
<td>N/A</td>
<td>306 (12.2)</td>
</tr>
<tr>
<td>Some college or bachelor’s degree</td>
<td>510 (48.1)</td>
<td>N/A</td>
<td>1180 (47.1)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/life partner</td>
<td>550 (51.9)</td>
<td>N/A</td>
<td>985 (39.4)</td>
</tr>
<tr>
<td>Single</td>
<td>369 (34.8)</td>
<td>N/A</td>
<td>1160 (46.3)</td>
</tr>
<tr>
<td>Clinical characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single active SUD(^c)</td>
<td>724 (68.3)</td>
<td>N/A</td>
<td>1489 (59.5)</td>
</tr>
<tr>
<td>Discharged against staff advice</td>
<td>107 (10.1)</td>
<td>N/A</td>
<td>531 (21.2)</td>
</tr>
<tr>
<td>Length of stay</td>
<td>1060 (100.0)</td>
<td>58.10 (36.16)</td>
<td>2503 (100.0)</td>
</tr>
<tr>
<td>Step down into IOP(^d)</td>
<td>559 (52.7)</td>
<td>N/A</td>
<td>1259 (50.3)</td>
</tr>
</tbody>
</table>

Multivariate Comparisons

A few differences emerged between IOP settings across multiple domains of functioning (Table 3). There was no significant difference by setting in self-reported continuous abstinence, with over two-thirds of the sample (680/960, 70.8%) reporting no drug or alcohol use since discharge. Approximately one-third (332/1060, 31.3%) overall reported still being prescribed an anticonvulsant medication. Of those, no difference in medication compliance emerged between in-person, hybrid, or virtual IOP respondents. Individuals across all settings reported attending peer support meetings, on average, of 1 or 2 times per week. Further, there were no differences across settings in the overall perceived quality of life or in the total number of poor physical and mental health days at 3-month follow-up. Finally, there were no differences detected between IOP setting and the individuals’ confidence in their ability to stay sober, financial well-being, or psychological well-being.
The only significant difference by IOP setting that emerged was in the overall quality of one’s general health, where those in the hybrid group (mean 4.08 [SD 0.75]) were more likely than those in the virtual group (mean 3.89 [SD 0.83]) to report a higher level of general health.

### Table 3. Differences by IOP setting at 3-month follow-up.

<table>
<thead>
<tr>
<th>Variable</th>
<th>In-person (N=256)</th>
<th>Hybrid (N=192)</th>
<th>Virtual (N=612)</th>
<th>Statistics</th>
<th>$\chi^2$ (df)</th>
<th>$P$ value</th>
<th>F test (df)</th>
<th>$\chi^2$ (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous abstinence</td>
<td>162/231 (70.1)</td>
<td>131/180 (72.8)</td>
<td>387/549 (70.5)</td>
<td>N/A</td>
<td>0.4 (2)</td>
<td>.81</td>
<td>N/A</td>
<td>N/A</td>
<td>.80</td>
</tr>
<tr>
<td>Craving medication compliance</td>
<td>58/75 (77.3)</td>
<td>46/55 (83.6)</td>
<td>154/202 (76.2)</td>
<td>N/A</td>
<td>0.35 (2.979)</td>
<td>.66</td>
<td>0.26 (2.826)</td>
<td>N/A</td>
<td>.18</td>
</tr>
<tr>
<td>Peer support meeting attendance</td>
<td>235/256 (91.8)</td>
<td>180/192 (93.8)</td>
<td>567/612 (92.6)</td>
<td>0.14 (2)</td>
<td>2.60 (1.52)</td>
<td>.44</td>
<td>1.4 (2)</td>
<td>.23</td>
<td>.19</td>
</tr>
<tr>
<td>Overall quality of life</td>
<td>231/256 (90.2)</td>
<td>176/192 (91.7)</td>
<td>422/612 (69.0)</td>
<td>0.39 (0.81)</td>
<td>3.95 (0.81)</td>
<td>0.01</td>
<td>2.06 (2.826)</td>
<td>N/A</td>
<td>.13</td>
</tr>
<tr>
<td>Overall quality of general health</td>
<td>225/256 (87.9)</td>
<td>175/192 (91.1)</td>
<td>520/612 (85.0)</td>
<td>0.41 (0.83)</td>
<td>3.89 (0.83)</td>
<td>0.01</td>
<td>4.19 (2.917)</td>
<td>N/A</td>
<td>.01</td>
</tr>
<tr>
<td>Total number of poor physical and mental health days</td>
<td>224/256 (87.5)</td>
<td>176/192 (91.7)</td>
<td>531/612 (86.8)</td>
<td>0.58 (0.65)</td>
<td>3.83 (6.43)</td>
<td>.30</td>
<td>0.10 (2.928)</td>
<td>N/A</td>
<td>.90</td>
</tr>
<tr>
<td>Self-efficacy for staying sober</td>
<td>220/256 (85.9)</td>
<td>173/192 (90.1)</td>
<td>551/612 (90.0)</td>
<td>0.59 (1.27)</td>
<td>5.95 (1.27)</td>
<td>.21</td>
<td>0.21 (2.941)</td>
<td>N/A</td>
<td>.81</td>
</tr>
<tr>
<td>Psychological well-being</td>
<td>219/256 (85.5)</td>
<td>170/192 (88.5)</td>
<td>532/612 (86.9)</td>
<td>0.72 (0.86)</td>
<td>4.49 (8.86)</td>
<td>.39</td>
<td>0.72 (2.918)</td>
<td>N/A</td>
<td>.49</td>
</tr>
<tr>
<td>Financial well-being</td>
<td>220/256 (85.9)</td>
<td>170/192 (88.5)</td>
<td>380/612 (62.1)</td>
<td>2.20 (8.16)</td>
<td>47.20 (8.16)</td>
<td>0.01</td>
<td>2.30 (2.767)</td>
<td>N/A</td>
<td>.10</td>
</tr>
</tbody>
</table>

*a* IOP: intensive outpatient programming.

*b* Mean (SD) reported for continuous variables and proportions (%) of samples reported for categorical variables. Pairwise differences calculated with chi-square tests and ANOVAs, as appropriate.

*c* N/A: not applicable.

### Discussion

**Principal Findings**

This study is the first of its kind to assess telehealth for SUD in the IOP setting in a large cohort of patients (N=1000+). No meaningful differences in outcome measures were identified between delivery settings at 3-month follow-up, with individuals reporting similar levels of continuous abstinence, quality of life, and social/emotional well-being. Our findings in regard to continuous abstinence were consistent with previous studies following patients at 3-6 months postdischarge from IOP (eg, 65/103 [63.1%]) [33]. These results are promising and suggest a potential continuing role for virtual IOP as an effective component in addiction treatment settings. Advocacy is needed to maintain these services as a standard offering within the SUD treatment continuum.

Historically, peer-based connections and the therapeutic milieu have been integral parts of addiction treatment. Concern has been expressed by the addiction treatment community regarding the shift to virtual services and its impact on group engagement and patient-centered outcomes [34]. These preliminary results demonstrate the feasibility of offering services virtually. Further research is necessary to obtain feedback on patient experience and measures of group cohesion, such as secure emotional expression, as they apply to virtual addiction treatment [35].

Our findings aid in establishing a platform for future evaluation of data collection processes that inform the effective development of standardized protocols for routine outcomes data practices, including frequency of contact, method of outreach, and training of staff. Standardized protocols must consider the context for accurate interpretation of collected data. For example, differences in response rates emerged in this study based on the timing of data collection in relation to the global pandemic and due to unanticipated staff burden and should be interpreted in this context. At 3-month follow-up, response rates were lowest for those in in-person IOP (256/957, 26.8%). These rates are likely attributable to these being completed by patients between May and August 2020, timing that coincided with major city- and statewide lockdowns and great uncertainty about the unknowns presented by the pandemic. Furthermore, because of the large opt-in of the in-person cohort at the beginning of data collection (May 2020), many participants at 3-month follow-up were given access to the survey well into the 30-day response window, reducing the likelihood that they would have adequate time to complete it prior to survey close. In contrast, response rates for those in virtual IOP (612/1532, 28.5%) were most impacted by a higher-than-projected admission rate of individuals into IOP throughout the study period, resulting in
a larger sample size than originally anticipated. As a result, there were proportionally lower staffing levels than would be typically allocated for the final sample size, which may explain the lower response rates for the virtual group.

**Strengths and Limitations**

A key strength of this study is the breadth of data collected from such a large number of patients receiving SUD treatment during a period of extensive change. Although these results are mainly descriptive, these analyses are necessary to carefully evaluate the impacts of a global shift in treatment approach. A number of limitations should be considered when interpreting results. Similar to existing research used with ROM data [36-39], response rates at 3-month follow-up were low. Nonresponse bias is a risk inherent to survey analysis. However, even in studies with high response rates, research has shown that nonresponse rates are not always directly predictive of nonresponse bias [37,40-42]. Research supports that highly resource-intensive recruitment deployed to capture late responders does not necessarily alter the outcomes found at lower, less resource-intensive response rates, and this type of recruitment can be both cost- and time-prohibitive [40,42].

Despite COVID-induced high nonresponse rates, we expect these data to accurately reflect the effectiveness of IOP services during the COVID-19 pandemic. Substance use at follow-up was based on retrospective self-report of use. Utilizing additional methods for verification, such as urine drug analyses, would strengthen the validity of these reports in future studies. As discussed earlier, due to the sudden onset of the pandemic and subsequent data collection for this unique cohort, baseline and 1-month follow-up data were unable to be collected from a substantial portion of the full sample. The missing data influenced our ability to directly compare the effectiveness of IOP across delivery type, given the inherent confounding effect of the timing of patient care in relation to the unfolding public health crisis. We recommend future prospective studies be designed to compare in-person and virtual treatment directly, with inclusion of a formal evaluation of the ideal conditions for patient success (ie, dosage, treatment duration, frequency).

Finally, although our sample was representative of HBFF program participants, it differs from the general population in a few specific ways that are important to acknowledge when considering the generalizability of the findings. First, patients in the sample were primarily White and non-Latinx. As a result, there may have been too few non-White/Latinx participants to detect differences. However, this sample directly compares to findings from the 2020 National Survey on Drug Use and Health (NSDUH) [43] in terms of full- and part-time employment (United States: 67.3% vs sample: 67.0%) and bachelor’s degree attainment (United States: 27.7% vs sample: 29%) among adults 18+ years old with a SUD in the past year. This demonstrates that addiction affects individuals across varying educational and employment statuses. This is in contrast to stereotypes of individuals struggling with addiction, which may characterize this as a disease of the uneducated and unemployed. Even though a higher percentage of patients employed full-time completed the 3-month survey (672/1060 [63.4%] vs 1400/2503 [55.9%]), post hoc analyses revealed no difference in outcomes based on employment status; therefore, we believe this had minimal impact on our findings. Future research should endeavor to improve the representation of racial and ethnic minorities in order to improve generalizability across a wider cross section of demographic variables.

**Conclusions**

Results from this study suggest that virtual outpatient care for the treatment of SUDs is a feasible alternative to in-person care, leading to similar rates of self-reported continuous abstinence, health, and well-being in patients at 3-month follow-up. This study should serve as a baseline for the assessment and refinement of the role of virtual services in the field of addiction treatment in order to better understand under what circumstances telehealth can function as an effective alternative to the established in-person standard of care.

---
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Abstract
Background: The mobility of an individual measured by phone-collected location data has been found to be associated with depression; however, the longitudinal relationships (the temporal direction of relationships) between depressive symptom severity and phone-measured mobility have yet to be fully explored.

Objective: We aimed to explore the relationships and the direction of the relationships between depressive symptom severity and phone-measured mobility over time.

Methods: Data used in this paper came from a major EU program, called the Remote Assessment of Disease and Relapse–Major Depressive Disorder, which was conducted in 3 European countries. Depressive symptom severity was measured with the 8-item Patient Health Questionnaire (PHQ-8) through mobile phones every 2 weeks. Participants’ location data were recorded by GPS and network sensors in mobile phones every 10 minutes, and 11 mobility features were extracted from location data for the 2 weeks prior to the PHQ-8 assessment. Dynamic structural equation modeling was used to explore the longitudinal relationships between depressive symptom severity and phone-measured mobility.

Results: This study included 2341 PHQ-8 records and corresponding phone-collected location data from 290 participants (age: median 50.0 IQR 34.0, 59.0) years; of whom 215 (74.1%) were female, and 149 (51.4%) were employed. Significant negative correlations were found between depressive symptom severity and phone-measured mobility, and these correlations were more significant at the within-individual level than the between-individual level. For the direction of relationships over time, Homestay (time at home) (φ=0.09, P=.01), Location Entropy (time distribution on different locations) (φ=-0.04, P=.02), and Residential Location Count (reflecting traveling) (φ=0.05, P=.02) were significantly correlated with the subsequent changes in the PHQ-8 score, while changes in the PHQ-8 score significantly affected (φ=-0.07, P<.001) the subsequent periodicity of mobility.

Conclusions: Several phone-derived mobility features have the potential to predict future depression, which may provide support for future clinical applications, relapse prevention, and remote mental health monitoring practices in real-world settings.

(JMIR Ment Health 2022;9(3):e34898) doi:10.2196/34898
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Introduction

Depression is a prevalent and serious mental health disorder that is a leading cause of disability worldwide [1]. It can cause physical health and psychological function problems, resulting in loss of productivity and a high social burden [2-5]. Currently, diagnosis of depression relies on skilled clinicians and self-report questionnaires, which have limitations that include subjective bias and dynamic information loss [6]. Consequently, many people with depression do not receive timely and effective treatment [7], and more efficient methods for detecting and monitoring depression are needed. Recently, the use of mobile phones with embedded sensors for depression detection and monitoring, to provide new ways for supporting both depressed people and clinicians, has been investigated [8].

We focused on exploring how phone-collected location data could link individuals’ mobility and depression. Past survey-based studies found that mobility is significantly and negatively associated with depression [9-11]. Several longitudinal survey-based studies reported a bidirectional relationship between depression and mobility over time, that is, decreased mobility worsened subsequent depressive symptoms and vice versa [10,11]. If the changes in mobility that occur before changes in depression can be captured by mobile phone technologies, early intervention can take place, which could prevent depression relapse or deterioration. Therefore, it is valuable to investigate relationships between depressive symptom severity and phone location data over time.

In recent years, there have been several studies [12-22] exploring the associations between depressive symptom severity and mobility features extracted from phone-collected location data that have shown that mobility measured by phones is negatively associated with the severity of depressive symptoms which is consistent with past survey-based studies; however, not many have explored the direction of the relationships between depression and mobility over time. Meyerhoff et al [22] recently found that phone-derived mobility features were correlated with subsequent changes in depression, but not vice versa. However, the autoregressive nature of depressive states and mobility levels [23-25] and the influence of individual differences may affect the results. In addition, the limitations of many previous phone-based studies [12-14,18-21] included relatively small and homogeneous (eg, university students) populations and the lack of comparison of between-individual and within-individual differences. To address these limitations, we aimed to explore the relationships and the direction of relationships over time between phone-derived mobility features and depressive symptom severity on a large multicenter data set.

Methods

Study Design

We used a large longitudinal data set of an EU research program called Remote Assessment of Disease and Relapse–Major Depressive Disorder, which explored the utility of remote measurement technologies in long-term (up to 2 years) depression monitoring [26]. We first used existing mobility features and then designed several new mobility features, which were extracted from this data set. Then, we assessed the relationships and direction of the relationships between depressive symptom severity and mobility features over time.
using dynamic structural equation models [27]. Furthermore, we investigated the effects of individual differences (such as demographics) on the models at the between-individual level.

**Study Participants and Settings**

All participants in the study had at least one diagnosis of depression in the most recent 2 years and were recruited from 3 countries (Netherlands, Spain, and the United Kingdom); additional details descriptions are reported in [28]. Participants’ passive data (eg, location, steps, and sleep) and active data (eg, questionnaires) were respectively collected via passive remote measurement technologies and active remote measurement technologies apps provided by an open-source platform (RADAR-base) [29]. A patient advisory board comprising service users co-developed the study and were involved in the choice of measures, the timing, and issues of engagement and in developing the analysis plan.

**Ethics**

Ethical approval was obtained from the Camberwell St. Giles Research Ethics Committee (17/LO/1154) in London, from the Fundacio Sant Joan de Deu Clinical Research Ethics Committee (CI: PIC-128-17) in London, and from the Medische Ethische Toetsingscommissie VUM (2018.012–NL63557.029.17) in the Netherlands.

**Phone Location and Depression Questionnaire Data**

We focused on phone location data and data from the 8-item Patient Health Questionnaire (PHQ-8) [30]. The passive remote measurement technologies app measured participants’ location coordinates (longitude and latitude) using 2 providers (GPS and network sensors) periodically every 10 minutes. To protect participants’ private information, raw locations were obfuscated by adding a unique and random reference location which was assigned to each participant at the start of the study [31]. The participant’s self-reported depressive symptom severity was measured via the PHQ-8, with a score between 0 and 24 [30], which was assessed through the active remote measurement technologies app every 2 weeks (thus, the 2 weeks preceding each PHQ-8 record was the PHQ-8 interval).

**Data Inclusion Criteria**

Several factors may affect our analysis, such as the COVID-19 pandemic, location data accuracy, and missing data. Notably, the COVID-19 pandemic and related lockdown policies greatly impacted European people’s mobility behaviors [32]. Therefore, according to suggestions in previous studies [6,14,16,19,33] and our experiences, we selected a subset of the data set [26] using the 3 criteria: (1) data from before February 2020 (prior to COVID-19 interventions in Europe) [6,33] were included, (2) location records with an error larger than 165 meters were removed [14,16], and (3) the amount of missing location data in a given PHQ-8 interval was limited to 50% [14,16,19].

**Data Preprocessing**

We calculated the distances between consecutive location records and the instantaneous speeds at all location records. The distance between 2 consecutive location records was computed using the Haversine formula [34]. The instantaneous speed was approximated by dividing the distance by the time between 2 consecutive location records. We regarded one location record as a stationary point if its instantaneous speed was less than 1 km/h; otherwise, we considered it a moving point [14,19].

The second procedure was location clustering. Since the density-based spatial clustering of applications with noise method [35] can treat low-density location points as outliers, avoiding overestimating the number of locations clusters [14], we used this method for location clustering, using hyperparameters and the method for handling unequal sampling intervals from [14].

**Feature Extraction**

We extracted 11 mobility features (Table 1) from location data in each PHQ-8 interval (14 days), of which 4 features (3 frequency-domain features to reflect periodic characteristics of mobility and 1 feature to represent the number of temporary residential locations during the past 14 days) are new.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location Variance</td>
<td>Variance of longitude and latitude coordinates</td>
</tr>
<tr>
<td>Moving Time</td>
<td>Percentage of time spent in moving</td>
</tr>
<tr>
<td>Moving Distance</td>
<td>Distance between all location points weighted by available time</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>The number of location clusters found using density-based spatial clustering of applications with noise</td>
</tr>
<tr>
<td>Location Entropy</td>
<td>Entropy of time distribution over different locations</td>
</tr>
<tr>
<td>Normalized Entropy</td>
<td>Location Entropy normalized by the number of clusters</td>
</tr>
<tr>
<td>Homestay</td>
<td>Percentage of time spent at home</td>
</tr>
<tr>
<td>Residential Location Count</td>
<td>The number of temporary residential locations</td>
</tr>
<tr>
<td>Long-term Rhythm</td>
<td>Percentage of frequency bins within the long-term period (&gt;1 day) of spectrum for longitude and latitude coordinates</td>
</tr>
<tr>
<td>Circadian Rhythm</td>
<td>Percentage of frequency bins within the circadian period (24 hours) of spectrum for longitude and latitude coordinates</td>
</tr>
<tr>
<td>Short-term Rhythm</td>
<td>Percentage of frequency bins within the short-term period (&lt;1 day) of spectrum for longitude and latitude coordinates</td>
</tr>
</tbody>
</table>
**Time-Domain Features**

**Location Variance**
The Location Variance represented the variability of each participant’s locations [19] and was calculated as \( \log (\text{Var}(\text{Lon}) + \text{Var}(\text{Lat})) \), where \( \log \) is the logarithm, and \( \text{Var}(\text{Lon}) \) and \( \text{Var}(\text{Lat}) \) represent the variances of the longitude and latitude coordinates, respectively, in one PHQ-8 interval.

**Moving Time**
The Moving Time represented the percentage of time that a participant spent moving in one PHQ-8 interval [19]. The feature was computed by dividing the sum duration for all moving points by the sum of available time in one PHQ-8 interval.

**Moving Distance**
The Moving Distance was adjusted by dividing the total distance by the available time (in hours) in one PHQ-8 interval. In previous studies [18,19], the total distance obtained by accumulating distances between all location records; however, this total distance was affected by the missing data rate.

**Number of Clusters**
The number of the unique location clusters that a participant visited in one PHQ-8 interval was calculated using density-based spatial clustering of applications with noise [14].

**Location Entropy**
Location Entropy represented the distribution of time spent by a participant at different location clusters in one PHQ-8 interval [19] and was calculated as:

\[
\text{Location Entropy} = \log \left( \frac{1}{P_i} \right)
\]

where \( p_i \) is the percentage of time spent at location cluster \( i \), thus the greater the average time, the higher the Location Entropy and vice versa [19].

**Normalized Entropy**
Because the number of location clusters varies across participants and the number of clusters is positively correlated with Location Entropy [14,16,19], we also used Normalized Entropy which was given by \( \frac{\text{Location Entropy}}{\log (\text{Number of Clusters})} \).

**Homestay**
In previous studies [13,14,16,18,19,21], each participant was assigned only one home location, which was the most visited location cluster between 12 AM to 6 AM; however, in our study, due to the long follow-up time and community-based population, participants may have more than one residential location in one PHQ-8 interval (for example, for reasons, such as traveling, business trips, or moving to a new house). Therefore, we adjusted the method of determining the residential locations.

We first selected all location clusters visited at night (12 AM to 6 AM) in one PHQ-8 interval. Then, if multiple clusters were visited in the same night, the location cluster with the most location records was selected as the home location. This step partially excluded the impact of activities at night. The Homestay was the time spent at all stationary location points belonging to all home locations as the percentage of the available time in one PHQ-8 interval.

**Residential Location Count**
This new feature represented the number of residential locations. Since temporary home locations could reflect traveling [36], we used the number of residential locations in one PHQ-8 interval to reflect traveling.

**Frequency-Domain Features**
People’s life rhythms (such as circadian rhythm, sleep rhythm, and social rhythm) are related to depression [37]. We proposed 3 frequency-domain features to reflect the periodicity of participants’ mobility. To compute frequency-domain features, we used linear interpolation and the fast Fourier transformation to get the spectrums of longitude and latitude data, respectively (Figure 1). The frequency axis of the spectrum was scaled in cycles per day to reflect the number of periodic patterns that occurred daily. To explore the periodic rhythms of different period lengths, we used the same frequency-domain division as in our previous publication [6], that is, frequency bands of low frequency (0 to 0.75 cycles per day), middle frequency (0.75 to 1.25 cycles per day), and high frequency (>1.25 cycles per day). The power in the middle frequency was used to represent the strength of the circadian rhythm (around 1 cycle/day) of the participant’s mobility. Likewise, the power in low frequency and high frequency represent the long-term (>1 day) periodic rhythm and short-term (<1 day) rhythm, respectively. We extracted 3 features to reflect the percentages of these 3 periodic rhythms (long-term, circadian, and short-term rhythms) in individuals’ mobility. We summed the power in the same frequency band of longitude and latitude, then divided it by the sum of the total spectral power of longitude and latitude. The formulas of these 3 features are:

- **Long-term Rhythm**:
  \[
  \text{Long-term Rhythm} = \frac{\text{PSD}_{\text{lon}}(\text{LF}) + \text{PSD}_{\text{lat}}(\text{LF})}{\text{PSD}_{\text{lon}}(\text{Total}) + \text{PSD}_{\text{lat}}(\text{Total})}
  \]

- **Circadian Rhythm**:
  \[
  \text{Circadian Rhythm} = \frac{\text{PSD}_{\text{lon}}(\text{LF}) + \text{PSD}_{\text{lat}}(\text{LF})}{\text{PSD}_{\text{lon}}(\text{Total}) + \text{PSD}_{\text{lat}}(\text{Total})}
  \]

- **Short-term Rhythm**:
  \[
  \text{Short-term Rhythm} = \frac{\text{PSD}_{\text{lon}}(\text{LF}) + \text{PSD}_{\text{lat}}(\text{LF})}{\text{PSD}_{\text{lon}}(\text{Total}) + \text{PSD}_{\text{lat}}(\text{Total})}
  \]

where \( \text{PSD}_{\text{lon}} \) and \( \text{PSD}_{\text{lat}} \) represent the power spectral density of longitude and latitude, respectively, and \( \text{LF}, \text{MF}, \text{HF}, \) and \( \text{Total} \) are the low frequency, middle frequency, high frequency, and total spectral power, respectively. If the individuals’ mobility is regular, the Long-term Rhythm or Circadian Rhythm will be high, otherwise, Short-term Rhythm will be high.
Data Analyses

We used dynamic structural equation modeling to explore the relationships and the direction of relationships between mobility features and PHQ-8 scores over time. Dynamic structural equation modeling is a broad integrated framework that blends multilevel, time-series, and structural equation modeling [27,38,39] and which has shown to be particularly useful for intensive longitudinal data [38,39]. Specifically, the 2-level vector autoregressive model can estimate the lagged effects and cross-lagged effects between 2 outcome variables while considering the variability at both within-individual and between-individual levels [27,39]. The lagged effect is the impact of one variable on itself over time, which was used to represent the autoregressive nature of depressive states and mobility levels [23-25]. The cross-lagged effect is the impact of one variable on the other variable over time, which was used to explore the direction of relationships between mobility features and PHQ-8 score. In this study, we only considered the lag-1 model (Figure 2), that is, the lagged effects and cross-lagged effects between a time point \( t \) and the immediately subsequent (2 weeks later) time point \( t + 1 \).

We built a vector autoregressive model with each mobility feature and PHQ-8 score as outcome variables and used age, gender, and work status as covariates [40-42] at the between-individual level for adjusting individual differences. The correlations between the PHQ-8 score and the mobility feature (Figure 2) at both within-individual and between-individual levels were also estimated by the vector autoregressive model. We established a total of 11 vector autoregressive models for all mobility features. All \( P \) values of coefficients in vector autoregressive models and correlations were adjusted using the Benjamini-Hochberg method [43] for multiple comparisons. Findings were considered significant at adjusted \( P \) value <0.05. Vector autoregressive models were implemented in Mplus (version 8) [44] and multiple comparison corrections were performed in R software (version 3.6.3).
Results

Data Summary

The 2341 PHQ-8 intervals of 290 participants collected between November 2017 and February 2020 were included in our analysis. The sample had a median age of 50.0 (IQR 34.0, 59.0) years, with 215 (74.14%) female participants and 149 (51.38%) employed participants, with a median of 10 (IQR 5, 15) PHQ-8 scores and a median of 8.0 (IQR 3.0, 14.0) PHQ-8 intervals for each participant. The pairwise Spearman correlations between all 11 mobility features are presented in Figure 3.

Vector Autoregressive Models

Correlation

Except for Moving Time ($P=.11$), all mobility features were significantly correlated with the PHQ-8 score at the within-individual level (Table 2); Homestay ($\rho=0.11$, $P<.001$) and Short-term Rhythm ($\rho=0.07$, $P=.004$) were positively correlated, while other mobility features were negatively correlated. Between individuals, Location Variance ($\rho=-0.22$, $P=.04$) and Moving Distance ($\rho=-0.26$, $P=.04$) were significantly and negatively correlated with PHQ-8 scores.
Table 2. Mobility features’ correlations with PHQ-8 scores at within- and between-individual levels.

<table>
<thead>
<tr>
<th>Mobility feature</th>
<th>Within-individual level</th>
<th>Between-individual level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted ρ</td>
<td>Adjusted P value</td>
</tr>
<tr>
<td>Location Variance</td>
<td>−0.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moving Time</td>
<td>0.03</td>
<td>.11</td>
</tr>
<tr>
<td>Moving Distance</td>
<td>−0.08</td>
<td>.002</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>−0.09</td>
<td>.001</td>
</tr>
<tr>
<td>Location Entropy</td>
<td>−0.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Normalized Entropy</td>
<td>−0.05</td>
<td>.02</td>
</tr>
<tr>
<td>Homestay</td>
<td>0.11</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residential Location Count</td>
<td>−0.09</td>
<td>.001</td>
</tr>
<tr>
<td>Long-term Rhythm</td>
<td>−0.07</td>
<td>.004</td>
</tr>
<tr>
<td>Circadian Rhythm</td>
<td>−0.12</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Short-term Rhythm</td>
<td>0.07</td>
<td>.004</td>
</tr>
</tbody>
</table>

**Lagged and Cross-lagged Effects**

There were significant and positive lagged effects exist in both PHQ-8 scores (φ1=0.45-0.51, P<.001) and mobility features (φ2=0.11-0.53, P<.001) (Table 3). For cross-lagged effects, PHQ-8 scores were significantly and negatively correlated with the subsequent Circadian Rhythm of mobility (φ3=−0.07, P<.001), while Location Entropy (φ4=−0.04, P=.02), Homestay (φ4=0.09, P=.01), and Residential Location Count (φ4=0.05, P=.02) were significantly correlated with subsequent PHQ-8 scores.

Table 3. Lagged and cross-lagged effects between mobility features and PHQ-8 scores estimated by vector autoregressive models.

<table>
<thead>
<tr>
<th>Mobility feature</th>
<th>Lagged effects</th>
<th>Cross-lagged effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>φ1</td>
<td>Adjusted P value</td>
</tr>
<tr>
<td>Location Variance</td>
<td>0.49</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moving Time</td>
<td>0.47</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moving Distance</td>
<td>0.48</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>0.49</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Location Entropy</td>
<td>0.47</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Normalized Entropy</td>
<td>0.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Homestay</td>
<td>0.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residential Location Count</td>
<td>0.51</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Long-term Rhythm</td>
<td>0.49</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Circadian Rhythm</td>
<td>0.48</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Short-term Rhythm</td>
<td>0.48</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**The Influence of Individual Differences**

Older and employed participants had significantly lower intercepts of the PHQ-8 score than younger and unemployed participants (Table 4). For mobility features, age was significantly and negatively correlated with Number of Clusters (γ=−0.12, P=.01), Location Entropy (γ=−0.18, P<.001), and Residential Location Count (γ=−0.16, P<.001), while work status was significantly correlated with most mobility features (except for Moving Time [P=.42] and Residential Location Count [P=.09]). For lagged effects, older participants had significantly lower lagged effects on Moving Distance (γ=−0.16, P=.02) and Homestay (γ=−0.14, P=.03) than younger participants. Female participants had significantly lower lagged effects on Location Entropy (γ=−0.15, P=.02) and Residential Location Count (γ=−0.24, P=.01) than male participants. Compared with unemployed participants, employed participants have significantly lower lagged effects on the PHQ-8 score (γ=−0.14, P=.03) and significantly higher lagged effects on Normalized Entropy (γ=0.25, P=.01). For cross-lagged effects, age was significantly and negatively correlated with the φ3 coefficient of Circadian Rhythm (γ=−0.49, P=.004) in the corresponding vector autoregressive model.
Table 4. Significant effects of individual difference at the between level of the vector autoregressive models. Only significant effects of at least one covariate are reported.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Age</th>
<th>Female</th>
<th>Employed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\gamma$</td>
<td>Adjusted $P$ value</td>
<td>$\gamma$</td>
</tr>
<tr>
<td>Effects on the intercept of</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient Health Questionnaire–8</td>
<td>–0.21</td>
<td>.01</td>
<td>–0.07</td>
</tr>
<tr>
<td>Location Variance</td>
<td>–0.08</td>
<td>.06</td>
<td>0.03</td>
</tr>
<tr>
<td>Moving Distance</td>
<td>0.01</td>
<td>.47</td>
<td>–0.01</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>–0.12</td>
<td>.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Location Entropy</td>
<td>–0.18</td>
<td>.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Normalized Entropy</td>
<td>–0.09</td>
<td>.09</td>
<td>–0.01</td>
</tr>
<tr>
<td>Homestay</td>
<td>0.01</td>
<td>.32</td>
<td>0.03</td>
</tr>
<tr>
<td>Residential Location Count</td>
<td>–0.16</td>
<td>.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Long-term Rhythm</td>
<td>–0.07</td>
<td>.07</td>
<td>0.02</td>
</tr>
<tr>
<td>Circadian Rhythm</td>
<td>–0.07</td>
<td>.08</td>
<td>0.06</td>
</tr>
<tr>
<td>Short-term Rhythm</td>
<td>0.10</td>
<td>.06</td>
<td>–0.06</td>
</tr>
<tr>
<td>Effects on the lagged effect of</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient Health Questionnaire–8</td>
<td>0.01</td>
<td>.47</td>
<td>–0.07</td>
</tr>
<tr>
<td>Moving Distance</td>
<td>–0.16</td>
<td>.02</td>
<td>–0.04</td>
</tr>
<tr>
<td>Location Entropy</td>
<td>–0.01</td>
<td>.46</td>
<td>–0.15</td>
</tr>
<tr>
<td>Normalized Entropy</td>
<td>0.09</td>
<td>.19</td>
<td>–0.19</td>
</tr>
<tr>
<td>Homestay</td>
<td>–0.14</td>
<td>.03</td>
<td>–0.09</td>
</tr>
<tr>
<td>Residential Location Count</td>
<td>0.01</td>
<td>.48</td>
<td>–0.24</td>
</tr>
<tr>
<td>Effects on the cross-lagged effect of</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Circadian Rhythm ($\phi_3$)</td>
<td>–0.49</td>
<td>.004</td>
<td>0.01</td>
</tr>
</tbody>
</table>

\*\*\* represents the effect of the Patient Health Questionnaire–8 on the subsequent mobility feature.

Discussion

Principal Findings

This study provides a comprehensive understanding of the relationships and the direction of the relationships between depressive symptom severity and phone-measured mobility over time by using dynamic structural equation modeling on a large longitudinal data set and considering correlations at both individual and population levels, lagged effects (the autoregressive nature over time), cross-lagged effects (direction of the relationships over time), and the influences of individual differences (demographic characteristics).

Most mobility features extracted in this paper were significantly correlated with the PHQ-8 score at the within-individual level (Table 2), which indicated that, for a participant, the higher the severity of depressive symptoms, the lower mobility. This is consistent with both past survey-based [9] and phone-based studies [18,19]. These findings reaffirmed that the link between depressive symptom severity and mobility can be captured by mobile phones. However, many of the mobility features’ correlations with PHQ-8 score were not significant at the between-individual level, possibly due to the significant effects of individual differences (age and work status) on both PHQ-8 score and mobility features (Table 4). Notably, features of Location Variance (\(\rho=-0.22, P=.04\)) and Moving Distance (\(\rho=-0.26, P=.04\)) were still significantly correlated with PHQ-8 score at the between-individual level, which indicated these features are relatively robust for reflecting depressive symptom severity in the whole population. Compared with the results of previous phone-based studies, our results showed that population diversity affects correlations between mobility features and the depression score. Most mobility features were significantly correlated with depression scores in student-based studies [16,18], while several features lost their significance in a community-based population with a wide age distribution [19]. These findings indicated that individual differences need to be considered during exploring relationships between depression and mobility.

PHQ-8 score and mobility features both had significant and positive lagged effects (Table 3), indicating that the autoregressive nature of individuals’ depressive states [24] and movement habits [25] could be captured by mobile phones. For the direction of relationships over time, we found 3 mobility features significantly correlated with the subsequent PHQ-8 score. Specifically, increases in PHQ-8 score are probably preceded by one or more following changes in the mobility: (1)
lower average time spent at different places (Location Entropy), (2) more time at home (Homestay), and (3) more traveling (Residential Location Count). Conversely, change in PHQ-8 score was significantly and negatively correlated ($\phi_{3}=-0.07, P<.001$) with the subsequent circadian rhythm measured by location data. The findings of a recent study [22] showed changes in several mobility features were associated with subsequent depression changes, but not vice versa. The differences in populations and applied methods could be potential reasons for the slightly inconsistent results. Both our study and that study [22] have shown that the changes in mobility prior to changes in depressive symptom severity can be captured by mobile phones. An interesting finding is that the number of residential locations was positively correlated ($\phi_{3}=0.05, P=.02$) with the subsequent PHQ-8 score (Table 3), which is opposite to their negative correlation ($\rho_{3}=-0.29, P=.001$) at the within-individual level (Table 2). As the number of temporary residential locations could reflect traveling [36], this finding indicated that traveling may reduce the current depressive symptoms but may worsen some existing depressive feelings. This finding may provide insight into a phenomenon called “post-travel depressed feelings” [45,46]. The causes of “post-travel depressed feelings” are fatigue from trips, the shock of re-entry of ordinary life, and jet lag [46,47].

For influences of individual differences on the levels of depressive symptom severity and mobility, we found that PHQ-8 scores tended to be lower in participants who are older or have jobs, which can be expected because previous survey-based studies have shown that depression is negatively correlated with age, and the unemployment rate in the depressed population is high [40-42]. Gender was not significantly correlated with the PHQ-8 score ($\gamma_{3}=0.07, P=.09$) in our population, possibly due to all participants in our study having at least one diagnosis of depression in recent 2 years [26], which may reduce the link between gender and depressive symptom severity. For the effects of demographic characteristics on mobility features, we found that the mobility in older participants or participants without jobs tended to be lower, which is also expected. For influences of individual differences on the lagged and cross-lagged effects, we found the participants with jobs had lower autocorrelation of the PHQ-8 score, indicating more depressive symptoms severity changes over time in employed participants than unemployed participants. Female participants, older participants, and unemployed participants tended to have lower autocorrelations of some mobility features than male participants, young participants, and employed participants, which indicated that variabilities of mobility over time were larger in these participants. For influences of age on cross-lagged effects, the impact of changes in PHQ-8 score on the subsequent circadian rhythm for older participants was significantly lower than that of young participants ($\gamma_{3}=-0.49, P=.004$), indicating that the mobility rhythm of the older participants is affected by depressive symptoms for a shorter period than the young participants.

We proposed 3 frequency-domain features to reflect the periodic characteristics of individuals’ mobility (Figure 1). They were all significantly correlated with the PHQ-8 score at the within-individual level. Higher values of Long-term Rhythm and Circadian Rhythm represent more regular movement and activity, which were correlated with lower depressive symptom severity. Notably, Circadian Rhythm had the strongest correlation ($\rho_{3}=-0.12, P<.001$) among these 3 features, and it had significant cross-lagged effect ($\phi_{3}=-0.07, P<.001$) with the preceding PHQ-8 score. These findings demonstrated that the frequency-domain of location data can provide some additional information for evaluating depressive symptom severity in future research.

Limitations

We obfuscated the raw location data due to privacy issues. Therefore, we did not have access to contextual information, which may mean some information was lost. Another limitation is that we only used the Lag-1 vector autoregressive models. We did not use high-order vector autoregressive models because we wanted to make our preliminary model simple to allow easier explanation and to avoid convergence problems in the procedure of coefficient estimations. We will attempt high-order vector autoregressive models in future research when we have more data without the impact of the COVID-19.

We chose to build 11 dynamic structural equation modeling models, one for each mobility feature. Since each mobility feature has a specific meaning, the bivariate model can better explain changes of the feature before and after the changes in PHQ-8 scores indicating the longitudinal relationships. We attempted multivariate dynamic structural equation modeling with all mobility features, but the model failed to converge, possibly due to the multicollinearity between mobility features and complexity of the model. As all mobility features were devoted for describing characteristics of individuals’ mobility, there were high correlations between mobility features (Figure 3). In future research, we plan to solve the multicollinearity in the multivariate model through further feature engineering and feature selection methods or by using other multivariate time series models which are robust to multicollinearity [48].

Conclusions

This study provides initial evidence of the relationship and the direction of the relationship between depressive symptom severity and phone-measured mobility over time. We found several mobility features affected depressive symptom severity, while changes in the depression score were associated with the subsequent periodic rhythm of mobility. These mobility features have the potential to be used as indicators for assessing depression risk in future clinical applications, which could provide timely suggestions for both people with depression risk (eg, encouraging to attend more activities) and physicians (eg, early interventions). This work may provide support for remote mental health monitoring practice in real-world settings.
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Abstract

Background: Given that relapse is common in patients in remission from anxiety and depressive disorders, relapse prevention is needed in the maintenance phase. Although existing psychological relapse prevention interventions have proven to be effective, they are not explicitly based on patients’ preferences. Hence, we developed a blended relapse prevention program based on patients’ preferences, which was delivered in primary care practices by mental health professionals (MHPs). This program comprises contact with MHPs, completion of core and optional online modules (including a relapse prevention plan), and keeping a mood and anxiety diary in which patients can monitor their symptoms.

Objective: The aims of this study were to provide insight into (1) usage intensity of the program (over time), (2) the course of symptoms during the 9 months of the study, and (3) the association between usage intensity and the course of symptoms.

Methods: The Guided E-healTh for RElapse prevention in Anxiety and Depression (GET READY) program was guided by 54 MHPs working in primary care practices. Patients in remission from anxiety and depressive disorders were included. Demographic and clinical characteristics, including anxiety and depressive symptoms, were collected via questionnaires at baseline and after 3, 6, and 9 months. Log data were collected to assess the usage intensity of the program.

Results: A total of 113 patients participated in the study. Twenty-seven patients (23.9%) met the criteria for the minimal usage intensity measure. The core modules were used by ≥70% of the patients, while the optional modules were used by <40% of the patients. Usage decreased quickly over time. Anxiety and depressive symptoms remained stable across the total sample; a minority of 15% (12/79) of patients experienced a relapse in their anxiety symptoms, while 10% (8/79) experienced a relapse in their depressive symptoms. Generalized estimating equations analysis indicated a significant association between more frequent face-to-face contact with the MHPs and an increase in both anxiety symptoms (β=.84, 95% CI .39-1.29) and depressive symptoms (β=1.12, 95% CI 0.45-1.79). Diary entries and the number of completed modules were not significantly associated with the course of symptoms.
Conclusions: Although the core modules of the GET READY program were used by most of the patients and all patients saw an MHP at least once, usage decreased quickly over time. Most patients remained stable while participating in the study. The significant association between the frequency of contact and the course of symptoms most likely indicates that those who received more support had more symptoms, and thus, it is questionable whether the support offered by the program was sufficient to prevent these patients from relapsing.

International Registered Report Identifier (IRRID): RR2-10.1186/s12888-019-2034-6
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Introduction

Despite effective treatments for anxiety and depressive disorders [1,2], maintenance phase relapse rates are high. Indeed, up to 57% of remitted patients experience a relapse of either their index disorder or another anxiety or depressive disorder within 4 years of remission [3]. Hence, relapse prevention is crucial in the maintenance phase. Having access to a relapse prevention program could help patients recognize early warning signs of relapse and take appropriate actions to prevent full relapse. There are several relapse prevention programs currently available for patients with remitted anxiety or depressive disorders. Previous research on patients with a depressive disorder showed that psychological relapse prevention programs reduce both residual symptoms [4,5] and relapse rates by 36% compared to treatment-as-usual [6]. Most relapse prevention programs solely involve face-to-face (FTF) contact, but programs using web-based formats are increasingly available [7]. Although web-based programs have the advantage of being easily accessible and flexible [8], the majority of them have low usage and high attrition rates [9-11]. This potentially undermines their effectiveness. A possible limitation of existing relapse prevention programs is that they are not explicitly based on patients’ preferences; taking these preferences into account can increase acceptance and adherence, which, in turn, enhances their effectiveness [12].

In the Netherlands, relapse prevention is provided by mental health professionals (MHPs) in primary care practices. However, many MHPs are unfamiliar with relapse prevention interventions, and the tools to support MHPs in providing relapse prevention are lacking [13]. Therefore, we developed the blended relapse prevention program “Guided E-health for RELapse prevention in Anxiety and Depression” (GET READY), which is explicitly based on patients’ preferences. The program aimed to prevent relapsing by promoting self-management skills. Patients’ preferences were obtained via a “discrete choice experiment,” in which a set of tasks comprising alternative hypothetical treatment options could be chosen by participants [14]. Patients preferred a relapse prevention program that included regular contact with a professional, flexible time investment based on their needs, and a personalized prevention plan. The purpose of the GET READY intervention was to provide a flexible program that could be used over a longer period depending on the symptom level of the patient. Based on these preferences, the GET READY program includes (1) regular FTF contact with an MHP, (2) web-based modules based on evidence-based (cognitive behavioral) interventions, divided into 2 core modules (including a personalized relapse prevention plan) and 12 optional modules, and (3) a mood and anxiety diary to monitor symptoms. Depending on the symptom level and needs of the patient, the program can be used over a longer period. This study examined (1) usage intensity of the program (over time), (2) the course of symptoms during the 9 months of the study, and (3) the association between usage intensity and the course of symptoms.

Methods

Design

The GET READY study was a pre-post study for remitted patients with an anxiety or depressive disorder [15]. This paper presents the results pertaining to the usage intensity of the GET READY program, the course of symptoms (at baseline and after 3, 6, and 9 months), and the association between usage intensity and the course of symptoms.

Setting

This study was conducted in 50 primary care practice settings across the Netherlands. In the Netherlands, most primary care physicians (PCPs) employ an MHP (ie, nurse, psychologist, or social worker) who provides support and treatment for patients with mild mental health problems. These MHPs were involved in the GET READY program. Alternatively, for those patients whose MHP was not participating in the study, the program was offered via an ambulatory mental health care center. Patients began with an FTF meeting with an MHP, whereby they started composing a personalized relapse prevention plan. Next, patients could access web-based modules and a weekly diary via their computer, tablet, or smartphone. They were able to send messages to their MHP, ask for feedback on completed modules, and schedule FTF meetings with their MHP. All MHPs received a 4-hour training course, in which background information on relapse prevention, strategies for relapse prevention, and practical advice on using the program was provided [15]. PCPs did not play an active role in the study, although some MHPs regularly discussed patients with the PCP in their primary care practice.

Participants

Patients were eligible to participate if they had received treatment in specialized mental health care centers for anxiety
or depressive disorder in the previous 2 years. After receiving acute phase treatment, they were referred to primary care services. They had to be in full or partial remission according to their MHP or clinician (clinical judgment), have scored 50 or higher on the Global Assessment of Functioning scale [16], be at least 18 years old, and be sufficiently fluent in Dutch. Patients were excluded if they were participating in another structured psychological intervention, had no access to the internet, or still received specialized treatment for a comorbid psychiatric disorder. Maintenance antidepressant use was allowed.

**Procedures**

We sought to recruit 50 MHPs and 126 patients for this study. Sample size calculations have been described elsewhere [15]. MHPs and patients were recruited from April 2017 to November 2018. Fifty-four MHPs working in primary care practices throughout the Netherlands were recruited via telephone, letters, advertisements on MHP websites, and through the researchers' professional networks. Informed consent was obtained from MHPs at the start of the training course. Patients were recruited either by their MHP or by their clinician at the end of their treatment (N=113), who provided brief information about the study. If patients were interested in participating, then the MHP or clinician asked consent from the patient to provide their contact details to the researchers. Next, consenting patients were contacted by the researchers and received additional information. Informed consent was obtained prior to administering the baseline questionnaire. This questionnaire assessed whether patients met the inclusion criteria pertaining to remission by administering the Inventory of Depressive Symptomatology Self-Report (IDS-SR) and the Beck Anxiety Inventory (BAI). Remission was defined as a score of <39 on the IDS-SR and a score of <30 on the BAI. Scores above these cutoff points indicate severe symptoms that require additional treatment to relapse prevention [17,18]. Therefore, patients with a score of ≥39 on the IDS-SR or ≥30 on the BAI were excluded from the study.

**Ethical Approval**

The Medical Ethics Committee of the Vrije Universiteit University Medical Center Amsterdam deemed that ethical approval was not required according to Dutch legislation (registration 2016.280) and thus gave their permission to conduct the study.

**GET READY Program**

The central aim of the program was to prevent relapse via the promotion of self-management skills. In the field of mental health, strengthening self-management skills is increasingly important, insofar as it allows patients to self-manage their own mental health [19]. More information regarding the content of the GET READY program has been published previously [15]. The program comprised several components. The program offered both FTF and web-based contact with an MHP. Every patient had at least 1 FTF engagement at the start of the study, and patients and MHPs were encouraged by the researchers to have FTF contact every 3 months. In addition, patients were encouraged to contact MHPs if their symptoms increased. In the FTF contact between patients and MHPs, usage of the program was discussed, and patients were encouraged to use the relapse prevention plan and to complete the diary and web-based modules. Patients were able to request feedback from their MHP when using the web-based modules. Besides the feedback on specific modules, patients and MHPs could also send and receive messages via the web-based platform. MHPs had access to their patients’ data and could check whether they had logged in or if they had completed modules and the weekly diary. In the event that a patient did not complete a module within a week, they were sent an automatic reminder.

The web-based modules were divided into 2 core modules “relapse psychoeducation” and “relapse prevention plan” (see Multimedia Appendix 1) and 12 optional modules, which included 3 psychoeducation modules with information on depression, anxiety, and medication. The other 9 optional modules contained information on specific topics such as exposure, negative thoughts, and sleep (see Figure 1). These modules also contained exercises, videos, and examples of fictive patients. Some modules had overlapping themes, and patients could easily open these linked modules from the other module (see the dotted lines in Figure 1). Finally, the GET READY program included a “mood and anxiety diary,” which allowed patients to monitor their symptoms. Patients received weekly reminders to complete the diary. When patients logged in for the first time, the core components “relapse psychoeducation,” “relapse prevention plan,” and the “mood and anxiety diary” were available. If patients completed the “relapse psychoeducation” module, the “depression/anxiety/medication psychoeducation” modules were automatically set up. Likewise, if patients completed the “relapse prevention plan,” they could choose which optional modules they wish to complete based on their preferences and goals.
Data Collection

Patients were invited to complete questionnaires at baseline (T0) and after 3 (T1), 6 (T2), and 9 months (T3). Completion of the questionnaires took 20–30 minutes. If necessary, patients received an email reminder after 1 week. As part of the treatment protocol, patients were also prompted to complete the mood and anxiety diary once a week for a period of 9 months (39 times). MHPs were requested to complete a case registration form after each FTF contact, in which the clinical status of patients and the duration and content of the FTF contacts were described. In order to assess the usage intensity of the program, log data from the web-based platform were collected.

Measures

Demographic and Clinical Variables

Demographic and clinical variables of patients were assessed at baseline using the questionnaire. Moreover, in the baseline questionnaire, patients were asked to score their own perceived risk of relapse as well as their expectations about the effectiveness of the relapse prevention program (0%–100%). Anxiety severity was measured using the BAI, and symptoms in the past week were assessed. This questionnaire contains 21 items, all of which are rated on a 0- to 3-point scale, with a total score ranging from 0 to 63, with ≥30 indicating severe anxiety symptoms [20]. Severity of depression was measured using the IDS-SR [21]. Depressive symptoms in the past week were assessed. This questionnaire contains 30 items, all of which are rated on a 0- to 3-point scale, and when adding up 28 of the 30 items, the total score ranged from 0 to 84, with ≥39 indicating severe depressive symptoms [18]. To provide insight into the baseline clinical characteristics of patients, anxiety sensitivity and general functioning and disability were also measured. Anxiety sensitivity was measured using the Anxiety Sensitivity Index [22]. This questionnaire has 16 items, all of which are rated on a 0- to 4-point scale, with a total score ranging from 0 (no anxiety sensitivity) to 64 (severe anxiety sensitivity). General functioning and disability were measured using the World Health Organization Disability Assessment Schedule 2.0. This questionnaire has 36 items, all of which are rated on a 0- to 4-point scale, with a total score ranging from 0 (no disability) to 100 (full disability) [23]. Medication and health care use was measured using the Trimbos/iMTA Questionnaire for Costs Associated with Psychiatric Illness (TiC-P) [24].

Primary Outcome

Program Usage Variable

Log data from the web-based platform was used to assess the web-based usage intensity of the program. This included the number of messages from patients to MHPs or vice versa, the number of completed modules, and the number of diary entries. The frequency of FTF contact between patients and MHPs was registered with the TiC-P [24]. Participants were divided into low and regular users based on the median of the separate usage variables, as the data was nonnormally distributed. If participants had completed at least the median amount of FTF contact with the MHP (median 1), modules (median 4), and diary entries (median 4), then they were classified as regular users of these specific usage variables. If they completed less than the median of the separate usage variables, then they were considered to be low users. Furthermore, a “minimal usage intensity” measure was composed. If patients had at least 1 FTF contact during the intervention period, completed the core components of the program (relapse psychoeducation module, relapse prevention
plan, at least 4 mood and anxiety diary entries), and completed at least 1 extra module, then they were classified as regular users. If they did not complete these components, they were considered to be low users.

**Course of Symptoms**

To explore the course of symptoms during the study, the severity of anxiety and depressive symptoms was measured at baseline and 3-month intervals (T1, T2, T3) using the BAI and the IDS-SR. Deterioration/relapse was defined as an increase of at least 1 SD on the IDS-SR or of an increase on the BAI between T0 and T3. If there was an increase of 1 SD on the IDS-SR and the BAI, this was also regarded as deterioration/relapse. Similarly, symptom improvement was defined as a decrease of at least 1 SD. The SD was calculated using data from the Netherlands Study of Depression and Anxiety [25], the study of Kok et al [5], and this study, resulting in an SD of 9.3 on the IDS-SR and an SD of 6.6 on the BAI. By approaching the definition of relapse this way, patients can be regarded as their own controls, and an increase of 1 SD most likely indicates a clinically significant increase in symptoms, and thus indicate relapse.

**Statistical Analysis**

Descriptive statistics were used to describe the characteristics of the participants to illustrate the extent to which patients used the program (over time) and to explore the course of symptoms. Exploratory analyses were conducted to study the association between usage intensity and the course of symptoms. The course of symptoms was determined for both regular and low users in accordance with the “minimal usage intensity” measure as well as for the separate usage intensity measures. Differences in anxiety and depressive symptoms between regular and low users were tested using the Mann-Whitney U test (as these were nonnormally distributed), while Bonferroni corrections were applied to correct for multiple testing [26]. Generalized estimating equations (GEE) analyses were carried out to examine the longitudinal association between the different usage intensity variables and the course of symptoms. The usage intensity variables indicated usage of the program between baseline and T1, T1 and T2, and T2 and T3. In this way, the association between usage intensity and the course of symptoms at the point of each follow-up questionnaire was assessed by taking into account the usage intensity in the period immediately prior to the follow-up questionnaire. A time-lag model was used, in which an adjustment was made for the outcome at time point \( t - 1 \), as it assumed that the outcome at time \( t \) was predicted by the outcome at time \( t - 1 \) (see Figure 2). All data analyses were performed using SPSS 26 (IBM Corp). Further details regarding the methods employed in this study can be found in the study protocol [15].

**Results**

**Participant Characteristics**

The demographic and clinical characteristics of the participants (N=113) are reported in Table 1. The mean age at baseline was 43 (SD 12.9) years. More than half of the participants were females (65/113, 57.5%), while more than half of the participants attended higher professional education or university (64/113, 56.6%). Overall, 36.3% (41/113) of the participants reported being treated for a depressive disorder, 23.9% (27/113) stated they had been treated for an anxiety disorder, and 39.8% (45/113) stated they had been treated for both.
Table 1. Demographic and clinical characteristics of the total sample (N=113).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic variables</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>42.9 (12.9)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>65 (57.5)</td>
</tr>
<tr>
<td>Nationality (Dutch), n (%)</td>
<td>105 (92.9)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>45 (39.8)</td>
</tr>
<tr>
<td>In relationship</td>
<td>68 (60.2)</td>
</tr>
<tr>
<td><strong>Highest educational level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>23 (20.3)</td>
</tr>
<tr>
<td>Secondary vocational education</td>
<td>22 (19.5)</td>
</tr>
<tr>
<td>Higher professional education or university</td>
<td>64 (56.6)</td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td><strong>Occupational, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>79 (69.9)</td>
</tr>
<tr>
<td>Sick leave</td>
<td>18 (15.9)</td>
</tr>
<tr>
<td>Other</td>
<td>16 (14.2)</td>
</tr>
<tr>
<td><strong>Clinical variables</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical history, n (%)</td>
<td></td>
</tr>
<tr>
<td>Treatment for depressive disorder</td>
<td>41 (36.3)</td>
</tr>
<tr>
<td>Treatment for anxiety disorder</td>
<td>27 (23.9)</td>
</tr>
<tr>
<td>Treatment for both depressive disorder and anxiety disorder</td>
<td>45 (39.8)</td>
</tr>
<tr>
<td>Number of times received treatment for mental health problems, mean (SD)</td>
<td>3.5 (3.3)</td>
</tr>
<tr>
<td>Time passed since referral back to the primary care physician from specialized care (months), mean (SD)</td>
<td>5.9 (6.3)</td>
</tr>
<tr>
<td>Age of first onset (years), mean (SD)</td>
<td>27.6 (13.8)</td>
</tr>
<tr>
<td>Positive family history of anxiety or depressive disorder, n (%)</td>
<td>60.0 (53.1)</td>
</tr>
<tr>
<td>Anxiety sensitivity, mean (SD)</td>
<td>10.7 (7.9)</td>
</tr>
<tr>
<td>General functioning and disability, mean (SD)</td>
<td>23.6 (15)</td>
</tr>
<tr>
<td>Anxiety severity, mean (SD)</td>
<td>10.2 (6.6)</td>
</tr>
<tr>
<td>Depression severity, mean (SD)</td>
<td>20.6 (9.5)</td>
</tr>
</tbody>
</table>

Usage Intensity
The use of the program is described in 3 subcategories: (1) contact with MHP, (2) completed modules, and (3) diary entries.

**Contact With MHP**
The option to correspond with MHPs via the web-based platform was rarely exercised by participants. In total, the 113 patients sent 157 messages to their MHPs (median 0 [IQR 0.0-2.0]) and received 260 messages in return from their MHPs (median 1.0 [IQR 0.0-3.0]). Sixty-five patients (57.5%) never sent a message to their MHP, and 45 patients (39.8%) never received a single message from their MHP. All participants had initial FTF contact with their MHPs. During the 9 months of the study, there were 260 FTF follow-up meetings (median 1.0 [IQR 0.0-4.0]). Forty-nine participants (43.4%) did not have any follow-up meetings with their MHP. Forty-one participants (36.3%) met their MHP at least every 3 months, as prescribed in the research protocol. The number of FTF appointments ranged from 0 to 13.

**Completed Modules**
A median of 4 modules were completed by the participants (IQR 2.0-8.0). Of the 113 participants, 1 (0.01%) completed all the 14 available modules, while 17 participants (15%) failed to complete any module. The 2 core modules were completed the most: 74.3% (84/113) of the participants completed the module “relapse psychoeducation” and 69.9% (79/113) completed the module “relapse prevention plan.” Approximately 46%-54% of the patients completed the other 3 psychoeducation modules, while less than 40% of patients completed the optional modules.
Diary Entries

The number of diary entries varied substantially across the participants, ranging from 0 to 159, with a median of 4 (IQR 1.0-15.0). Seventeen participants (15%) never reported on their mood and anxiety. Only 12 participants (10.6%) completed the diary weekly for the entire duration of the study. Usage of the program decreased considerably over time, as can be seen in Figure 3. In particular, there was a strong decrease in both the number of completed modules and number of diary entries. The median for when participants completed their last module was 31 (IQR 10.0-92.5) days after registering on the web-based platform.

Course of Symptoms

In the overall sample, anxiety and depressive symptoms decreased slightly over time. For all 113 participants, the mean BAI score at baseline was 10.2 (SD 6.6). After 9 months, the mean BAI score of the remaining 79 participants was 9.3 (SD 8.2). The differences over time were not significant, as indicated by the overlapping error bars in Figure S1 in Multimedia Appendix 2. A completer analysis (which included only those patients who completed T3) produced similar results. The mean IDS-SR score of all 113 participants decreased from 20.6 (SD 9.5) at baseline to 17.3 (SD 11.8) at 9 months (T3). The differences over time were not significant, as indicated by the overlapping error bars in Figure S2 in Multimedia Appendix 2. A completer analysis produced similar results. Regarding changes in symptomatology (stable/deteriorated/improved), for anxiety symptoms, it was found that the majority of the 79 patients who completed T3 remained stable over time (52/79, 66%), 12 patients (15%) experienced a deterioration of at least 1 SD (defined as a relapse), and 15 patients (19%) saw their anxiety symptoms improve. The numbers were comparable for depression symptoms: 53 patients (67%) remained stable, 8 patients (10%) deteriorated/relapsed, and 18 patients’ (23%) depressive symptoms improved. Seven patients (9%) experienced a deterioration in both their anxiety and depressive symptoms. For all 3 categories (stable/deteriorated/improved), antidepressant medication use remained largely stable. For depressive symptoms, most patients in the stable and deterioration group used antidepressant medication: 57% (30/53) and 75% (6/8) respectively. In the improved group, 50% (9/18) used antidepressant medication. For anxiety symptoms, the majority of patients in the stable and deterioration group used antidepressant medication: 64% (33/52) and 58% (7/12) respectively. In the improved group, 33% (5/15) used antidepressant medication.

Association Between Usage Intensity and Course of Symptoms

Minimal Usage Intensity Measure

Of the 113 patients, 27 (23.9%) met the criteria for the “minimal usage intensity” measure, and hence, these patients were defined as regular users. Figure S3 in Multimedia Appendix 2 depicts the course of anxiety symptoms for both regular and low users, as measured by the combined “minimal usage intensity” measure. No significant differences were found in the anxiety symptoms between regular and low users (T0: U=1122.0, P=.79; T1: U=840.0, P=.52; T2: U=738.5, P=.79; T3: U=623.5, P=.59). Figure S4 in Multimedia Appendix 2 depicts the course of depressive symptoms for both regular and low users. Although the mean scores for regular users were higher across all the time points, no statistically significant differences were found between low and regular users (T0: U=1025.0, P=.36; T1: U=700.0, P=.07; T2: U=708.0, P=.57; T3: U=506.5, P=.08). The number of appointments in specialized mental health care facilities during the study did not significantly differ between regular and low users (T1: U=909.0, P=.92; T2: U=702.0, P=.39; T3: U=631.0, P=.55). There was a significant difference.
between regular and low users in terms of the number of appointments they had with a psychologist or psychiatrist in a private practice at T3 (U=575.0, P=.04), that is, low users had more appointments than regular users. However, after applying the Bonferroni correction, this difference was no longer significant. No significant differences in medication use between regular and low users were found (T0: U=1148.0, P=.92; T1: U=900.5, P=.87; T2: U=727.5, P=.66; T3: U=645.0, P=.71).

**Separate Usage Intensity Measures**

The mean BAI scores and IDS-SR scores for regular users (median use of usage variable or higher) and low users (below median of usage variable) on the separate usage intensity measures across all 4 time points are shown in Multimedia Appendix 3. Patients who had 1 or more FTF meetings with their MHP after the initial FTF contact experienced a higher score on the BAI and IDS-SR at T3. For diary entries and the number of completed modules, the BAI and IDS-SR scores did not differ between regular and low users.

**Table 2.** Generalized estimating equations analysis of the longitudinal associations of separate usage intensity variables with anxiety and depressive symptoms.

<table>
<thead>
<tr>
<th></th>
<th>Anxiety symptoms</th>
<th>Depressive symptoms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (SE)</td>
<td>95% CI</td>
</tr>
<tr>
<td>Module completion</td>
<td>.12 (.13)</td>
<td>−.15 to .38</td>
</tr>
<tr>
<td>Face-to-face contact</td>
<td>.84 (.23)</td>
<td>.39 to 1.29</td>
</tr>
<tr>
<td>mental health</td>
<td>−.05 (.03)</td>
<td>−.10 to .003</td>
</tr>
<tr>
<td>professional</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>P values <.05 were considered to indicate significance and are shown in italics.

**Discussion**

**Principal Results**

This study has shown the usage intensity of the GET READY relapse prevention program, explored the course of symptoms of participants across the duration of the study, and examined the association between usage intensity and the course of symptoms. The core modules were used by ≥70% of the patients, while optional modules were regarded as elective and used as such (<40% of the patients). Of the 113 patients, 27 (23.9%) were defined as regular users according to the minimal usage intensity measure. Usage of the self-management components of the program (the web-based modules and web-based mood and anxiety diary) decreased quickly over time. Although no causal effect of the GET READY intervention on the severity of psychopathology could be established owing to its pre-post design, it appeared that most patients remained stable or experienced symptom improvement while they engaged with the GET READY program. Having more FTF contact with MHPs was significantly associated with an increase in anxiety and depressive symptoms. The other usage intensity variables were not significantly associated with the course of symptoms. Overall, the participants were highly educated and employed. These results are consistent with those reported in other studies on web-based or eHealth interventions [27,28], which have shown that this group is more likely to use web-based interventions. Similarly to Kontos et al [28], we also found it difficult to access patients with lower educational levels, which is problematic given that this program might also be beneficial for this group. Therefore, future relapse prevention studies should attempt to access participants with lower educational levels by seeking input from this group during the developmental phase of interventions.

The core components of the program were used fairly well, as the 2 core modules “relapse psychoeducation” and “relapse prevention plan” were completed by 74.3% (84/113) and 69.9% (79/113) of patients, respectively. As expected, optional modules were used less frequently than the core modules, with less than 40% of patients completing them. This result is consistent with data from Hollandare et al [29], who showed that their basic modules were used more often than optional modules. Nonetheless, the usage of the optional modules in this study was relatively low in comparison to that in other studies [30-33]. The average usage intensity in these other programs was higher, with around 50% of the participants completing all available modules. However, these studies varied in terms of the number of modules (n=3-12), not to mention that the web-based programs were not focused on relapse prevention but rather on treating anxiety and depressive disorders. In this study, patients had already finished treatment for anxiety or depressive disorders, were in remission, and therefore may not have felt the need to actively engage in a relapse prevention program. One explanation for the relatively low usage could be simply that the patients experienced treatment fatigue [34].

**GEE Analyses**

In the GEE analyses, all of the separate usage variables were used to model the course of anxiety and depressive symptoms in a multivariate analysis. GEE analyses indicated no significant association between module completion and number of diary entries and the course of anxiety or depressive symptoms (Table 2). A significant association was found between the frequency of FTF contact with MHPs and the course of anxiety and depressive symptoms. The coefficient of .84 (95% CI .39-1.29) indicates that each additional FTF meeting with an MHP was associated with an increased BAI score of .84 in the next measurement (corrected for the BAI score one measurement prior). Similarly, the coefficient of 1.12 (95% CI .45-1.79) indicates that each additional FTF meeting with an MHP was associated with an increased IDS-SR score of 1.12 in the next measurement (corrected for the IDS-SR score one measurement prior). Therefore, more FTF contact with MHPs was significantly associated with higher anxiety and depressive scores.
Patients who experienced a deterioration in symptoms more often used antidepressant medication than patients whose symptoms improved. However, this result should be interpreted with caution, as no causal pathway can be established. This study design is not feasible to investigate the influence of medication on the course of symptoms. Patients who had more FTF contact with MHPs had significantly higher anxiety and depressive scores than patients who had less FTF contact with MHPs. It is questionable whether the support they received by their MHP was sufficient to engender a subsequent decrease in symptoms. At the same time, this result might indicate that the web-based program in itself does not provide enough support to patients who experience a deterioration of symptoms. As aforesaid, this is a pre-post study; therefore, no causal pathway could be established [40]. An alternative explanation for this significant association might be that patients adequately responded to early symptoms of relapse by reaching out to their MHP. This explanation is in line with an earlier study, which showed that patients with more severe symptoms were more likely to receive help [41]. Furthermore, no evidence was found for an association between the number of completed modules and diary entries on the one hand and the course of symptoms on the other hand. Although no comparison with other relapse prevention programs is currently possible, other treatment studies have found that more completed web-based modules are associated with better anxiety and depression outcomes [31,42]. The same applies to the number of diary entries [43]. When comparing this study to these studies, it becomes apparent that the sample size of these studies was larger. Therefore, as well as the difference in population (remitted vs present disorder) and aims of the program (relapse prevention vs treatment), these studies may also have had more scope to detect an association.

Limitations
There are several potential limitations in this study. First, attrition from the study was relatively high, with only 79 (69.9%) of the 113 participants completing the last follow-up questionnaire. Despite this, the statistical methods applied in this study, especially GEE analyses, are expedient for handling missing data. Second, self-selection bias and the fact that the study, especially GEE analyses, are expedient for handling missing data. Second, self-selection bias and the fact that the patients were highly educated might restrict the generalizability of the results. However, Donkin et al’s [44] study showed no indication that these factors actually limit the generalizability, as they found no evidence that these factors were related to study outcomes. Third, this study had a limited follow-up period of 9 months. A longer follow-up period of 2 years would have provided greater insight into the course of anxiety and depressive symptoms over a longer period of time, which, in turn would have facilitated better comparison with other studies [38,45]. However, for pragmatic reasons, it was not feasible to extend the follow-up period. Fourth, owing to methodological considerations, no time-to-event analysis could be performed, as the assumptions for this analysis could not be met. Finally, the definitions of “regular use” that were used in this study should be interpreted with caution. As the median of several usage intensity measures was relatively low (ie, FTF contact median=1), regular use could still indicate relatively low usage when compared to the intended amount of usage (ie, FTF contact median=1).

Usage of the program decreased rapidly over time, as most patients used the program for a median of 1 month after registering on the web-based platform. Although this finding has been reported in previous studies on (web-based) guided self-help programs [10,11], it was contrary to the aim of the intervention, which was to provide a flexible program that can be used over a longer period of time depending on patients’ symptom levels. Prior studies demonstrated that both the absence of symptoms and an increase of symptoms might hinder patients’ capacity to actively use a program. Potentially, patients with fewer symptoms may not need to engage with the entire program to feel well again and cease using the program after obtaining the benefits [35,36]. At the same time, a qualitative study on the GET READY program indicated that increased symptom levels might also limit patients from further using the program [37]. An increase in depressive or anxiety symptoms may result in avoidance behavior, which may also lead to avoiding actively working on the web-based modules. This underlines the importance of the proactive role to be played by MHPs in terms of stimulating patients who are vulnerable to relapsing to continue using the program. Another important way of keeping patients engaged might be the further personalization of the intervention content, for example, by increasing the depth of tailored feedback, providing real-time feedback, and customizing the content based on current symptoms [9,37]. Although all of the patients were in remission, they nevertheless appeared vulnerable to relapse: patients had already received an average of 3.5 treatments in specialized care, 53.1% (60/113) had a family history of anxiety/depression, and 39.8% (45/113) had received treatment for both an anxiety and a depressive disorder, while their baseline mean symptom levels showed mild residual anxiety and depressive symptoms. In the overall sample, anxiety and depressive symptoms decreased slightly over time. Most participants remained stable, while 19%-23% of patients experienced symptom improvement. Only 10%-15% of the patients experienced a relapse. In comparison to other studies, our results show lower relapse rates [38,39]. Hardeveld et al [38] found that after 10 months, 20%-30% of patients experienced a relapse of their depressive symptoms. Similarly, Taylor et al [39] found that around 30% of patients experienced a relapse of their anxiety symptoms within a year. Although no causal pathway could be established in this pre-post study, these results nevertheless indicate that the GET READY program could potentially protect patients from relapse. However, as the definition of relapse differs across studies, comparing the results can be difficult. Therefore, efforts should be made in the field to reach a consensus regarding the definition and assessment of relapse in depression and anxiety disorders. Moreover, the effectiveness of the GET READY program in preventing relapse should be tested in a randomized controlled trial (RCT).
once every 3 months = 3 FTF meetings). However, to enhance readability we opted to use the terms “regular use” and “low use.”

Implications for Practice and Research
This study highlights the importance of providing personalized and guided relapse prevention to remitted patients with anxiety and depressive disorders. Usage of the program decreased quickly over time, possibly indicating a rapid decrease in the motivation of patients. As aforesaid, this decrease in motivation can be explained by different causal factors. Therefore, MHPs have the important task of monitoring and motivating patients via personalized intervention strategies, thus ensuring that patients receive guidance when they need it the most. Further research in an RCT with a longer follow-up duration is necessary to establish the effectiveness of blended relapse prevention programs. Within the design of an RCT, greater insight can also be obtained into the association between usage intensity and the course of symptoms.

Conclusions
When relapse prevention was offered, most patients used the core modules, while optional modules were completed by a smaller sample. As indicated in an earlier study [14], the patients showed that they preferred a low level of time investment for relapse prevention programs. Despite the relatively low usage and low time investment, most patients remained stable while participating in the GET READY study. Patients who had more FTF contact with their MHP experienced more anxiety and depressive symptoms. Owing to the pre-post design of this study, no causal pathway could be established. An RCT is needed to provide insight into the effectiveness of the GET READY program and to further explore the causal relationship between usage intensity and the course of symptoms.
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Abstract

Background: The epidemiology of mental health disorders has important theoretical and practical implications for health care service and planning. The recent increase in big data storage and subsequent development of analytical tools suggest that mining search databases may yield important trends on mental health, which can be used to support existing population health studies.

Objective: This study aimed to map depression search intent in the United States based on internet-based mental health queries.

Methods: Weekly data on mental health searches were extracted from Google Trends for an 11-year period (2010-2021) and separated by US state for the following terms: “feeling sad,” “depressed,” “depression,” “empty,” “insomnia,” “fatigue,” “guilty,” “feeling guilty,” and “suicide.” Multivariable regression models were created based on geographic and environmental factors and normalized to the following control terms: “sports,” “news,” “google,” “youtube,” “facebook,” and “netflix.” Heat maps of population depression were generated based on search intent.

Results: Depression search intent grew 67% from January 2010 to March 2021. Depression search intent showed significant seasonal patterns with peak intensity during winter (adjusted \( P < .001 \)) and early spring months (adjusted \( P < .001 \)), relative to summer months. Geographic location correlated with depression search intent with states in the Northeast (adjusted \( P = .01 \)) having higher search intent than states in the South.

Conclusions: The trends extrapolated from Google Trends successfully correlate with known risk factors for depression, such as seasonality and increasing latitude. These findings suggest that Google Trends may be a valid novel epidemiological tool to map depression prevalence in the United States.

(JMIR Ment Health 2022;9(3):e35253) doi:10.2196/35253
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Introduction

Over the past few decades, the amount of data stored, transferred, and analyzed has grown extensively, with the big data market reaching a value of US $139 billion in 2020 [1]. The term “big data” was coined in 2005 in reference to a large set of data that was essentially impossible to manage and process using traditional methods and tools [2]. As industries and companies have developed analytic tools targeted toward big data, information that was once inaccessible is now obtainable. One of the most important applications of big data in medicine is extrapolating trends and using them to support health care groups and organizations seeking to understand population health changes and predict the future.

Google Trends is a free online tool developed by Google LLC in 2008 that allows users from anywhere in the world to analyze big data [3]. It tracks search content across various countries and languages and compares relative search intent between 2
or more terms. The usefulness of Google Trends was demonstrated in 2009: Ginsberg et al [4] published a groundbreaking study predicting the spread of influenza earlier than the Centers for Disease Control and Prevention (CDC). Google Trends was subsequently utilized to predict the outbreaks of many viruses, including the West Nile virus, norovirus, varicella, influenza, and HIV [5-8]. More recently, Google Trends has been frequently used to study a variety of health care domains, including the COVID-19 pandemic [9].

Depression is the most common psychiatric disorder in the United States, with 18.5% of adults experiencing symptoms of depression in 2019 [10,11]. Since the start of the COVID-19 pandemic, the prevalence of depression symptoms has increased to 27.8%, affecting an estimated 91.2 million Americans [12]. Epidemiological data for depression have traditionally been collected through surveys. Major organizations such as the National Institute of Mental Health (NIMH), Anxiety & Depression Association of America (ADAA), and CDC provide only limited data specific to the time and population being studied from their surveys [13-15]. In response to the COVID-19 pandemic, the CDC and US Census Bureau collaborated to track mental health in the United States [16].

In this study, we provide estimates of depression search intent across the United States using big data from Google Trends. Our analysis fills the gap in current depression epidemiology, which is mainly derived from voluntary surveys, by extrapolating trends from big data across time and space. We provide an analysis of how internet search intent can be used to map population depression and how this can be compared in relation to depression risk factors. This model serves as a proof of concept that analyzing big data in association with environmental and geographic factors can be used as an epidemiological tool for psychiatric disease surveillance models. In terms of population health, analysis of Google Trends depression search intent represents a digital epidemiological tool that may one day be used for real-time surveillance of high-risk and underserved populations. The trends accessed through internet data may one day guide public policies, workforce supply decisions, and allocation of resources.

**Methods**

**Google Trends**

The following methodologies were designed based on published methods [17-19]. All search queries entered into Google’s search engine become anonymized and grouped based on both the general query topic and the specific keywords entered. Google Trends interprets the information and normalizes the data into an index between 0 and 100. The numbers represent the search intent relative to the highest point based on the given location and time frame within the query. A value of 100 represents highest search popularity for a term, and a value of 50 represents half the search popularity for a term [20].

To examine the US population’s interest in depression, we completed a series of search queries in Google Trends between January 1, 2010 and March 1, 2021. Data sets were downloaded for symptoms and terms listed by the American Psychiatric Association for major depressive disorder: “feeling sad,” “depressed,” “depression,” “empty,” “insomnia,” “fatigue,” “guilty,” “feeling guilty,” and “suicide” [21]. To account for random variance and overall increases in search queries, data sets were also downloaded across similar time periods for control terms based on previously published studies and popular internet search terms: “sports,” “news,” “google,” “youtube,” “facebook,” and “netflix” [18,19,22]. The values of depression search intent were summed and normalized relative to the control terms for the given region and time and are represented on a scale of 0 to 100 arbitrary units (AU).

Two separate data sets were extracted from Google Trends. The first data set represents the entire US public interest in depression over time with a data frequency of monthly averages from January 1, 2010 to March 1, 2021. The second data set represents public interest in depression on a statewide level collected as a single value per state averaged from January 1, 2010 to March 1, 2021.

**Environmental and Geographic Risk Factors**

Given the known phenomenon of seasonal affective disorder, we obtained the annual temperature, humidity, and sunshine percentage from 1971 to 2000 from the National Climatic Center to assess for environmental and geographic risk factors of depression [23]. The sunshine percentage represents the percentage of time between sunrise and sunset that the sun reaches the earth’s surface. For the Air Quality Index (AQI), we obtained data from the 2010 to 2014 American Community Survey [24]. Values from the AQI were calculated for 4 major air pollutants regulated by the Clean Air Act [25]. Lastly, data for urban percentage were obtained from the 2010 US Census [26].

**Statistical Analysis**

Multiple linear regression models were conducted to analyze the relationship between depression search queries and environmental factors and geographic factors. Confounding variables were identified using a correlation matrix and appropriately removed. The P values for each variable were adjusted according to the Bonferroni correction for multiple comparisons, with statistical significance determined at an adjusted P<.05. For predictive analysis, the multivariable regression models were constructed to generate quadratic forecasts to predict depression search intent and control search intent. The multiple regression models allowed us to account for confounding variables and prevent ecological fallacies according to previously published methods [27,28]. The values for normalized depression search intent were categorized into 4 regions according to the US Census Bureau: Northeast, Midwest, South, and West [29]. Geographic heat maps were generated in Microsoft Excel 2018 (Microsoft Corporation, Redmond, WA) to visualize the relationship between state temperature and state depression search intent.
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**Results**

**Multivariable Regression Model and Predictive Analysis in Relation to Time and Seasonality**

The Google Trends data from January 2010 to March 2021 demonstrated an upward trend such that depression search intent grew 67% from 58.7 AU to 92.9 AU (n=135), while control search intent grew 24% to 67.1 AU (n=135). Based on the quadratic forecasts, depression search intent is predicted to increase an additional 7.4% to 99.8 AU in 2025 (95% CI 96.6 to 102.9 AU; n=135), while control search intent is predicted to increase 3.5% to 64.7 AU (95% CI 63.7 to 65.7 AU; n=135). A significant pattern of seasonality can be observed in Figure 1 with a peak in depression searches in the spring (March, April, May) and a trough in depression searches during the summer (June, July, August).

**Figure 1.** Time series plot of search intent for depression and control terms in the United States from 2010 to 2021 with predictive forecasts to 2025; demonstrates significant upward trend and seasonal pattern in depression search intent over time. AU: arbitrary unit.

Table 1 presents the multivariable regression model using time and seasonality to predict depression search intent over time. The variables that were significant predictors of search intent were time ($r=0.69$, adjusted $P<.001$; n=135), time$^2$ ($r=0.91$, adjusted $P<.001$; n=135), winter ($r=0.03$, adjusted $P<.001$; n=135), spring ($r=0.12$, adjusted $P<.001$; n=135), and fall ($r=0.06$, adjusted $P<.001$; n=135). Applying the regression model, there was a 0.5 AU (95% CI 0.42 to 0.57 AU; n=135) month-over-month increase in depression search intent from 2010 to 2021. Depression search intent in the spring, fall, and winter were 7.0 AU (95% CI 5.3 to 8.7 AU; n=135), 4.6 AU (95% CI 2.9 to 6.4 AU; n=135), and 4.5 AU (95% CI 2.8 to 6.2 AU; n=135) higher than in summer, respectively.

**Table 1.** Multivariable regression model using time variables and season to predict seasonal depression search intent ($R^2=0.91$).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>$t$ statistic</th>
<th>$P$ value</th>
<th>Adjusted $P$ value$^a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>56.4</td>
<td>4.7</td>
<td>12.1</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.85</td>
</tr>
<tr>
<td>Control</td>
<td>0.0</td>
<td>0.1</td>
<td>–0.4</td>
<td>.70</td>
<td>&lt;.01</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>0.5</td>
<td>0.0</td>
<td>12.9</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.91</td>
</tr>
<tr>
<td>Time$^2$</td>
<td>0.0</td>
<td>0.0</td>
<td>–6.8</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.83</td>
</tr>
<tr>
<td>Winter$^c$</td>
<td>4.5</td>
<td>0.9</td>
<td>5.3</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.03</td>
</tr>
<tr>
<td>Spring$^c$</td>
<td>7.0</td>
<td>0.9</td>
<td>8.2</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.12</td>
</tr>
<tr>
<td>Fall$^c$</td>
<td>4.6</td>
<td>0.9</td>
<td>5.2</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.06</td>
</tr>
</tbody>
</table>

$^a$Bonferroni correction for 4 independent analyses on the dependent variable (alpha=.05).

$^b$Not applicable.

$^c$Relative to summer.
Multivariable Regression Model in Relation to Environmental and Geographic Risk Factors

Table 2 presents the multivariable regression model of depression search intent based on state-specific environmental and geographic factors and has a predictive value of $R^2=0.57$. In this model, variables that were significant predictors of depression search intent were AQI ($r=0.30$, adjusted $P=0.01$; n=50) and the South ($r=–0.2$, adjusted $P=0.01$; n=50). Applying the regression model, as AQI increased by 1, the depression search intent increased by 0.4 AU (95% CI 0.14 to 0.61 AU; n=50). Examining the depression search intent relative to US census regions, the South had a decrease of 6.3 AU (95% CI –10.2 to –2.3, adjusted $P=0.01$; n=50) relative to the Northeast. Figure 2 visually demonstrates the regional differences such that states in the South such as Florida and Texas had lower depression search intent in comparison with states in the Northeast such as Maine and Pennsylvania. No relationships existed between depression search intent and temperature ($r=–0.5$, adjusted $P=0.99$; n=50), humidity ($r=0.2$, adjusted $P=0.99$; n=50), urban percentage ($r=0.3$, adjusted $P=0.06$; n=50), or sunshine percentage ($r=–0.5$, adjusted $P=0.99$; n=50).

Table 2. Multivariable regression model of depression search intent in relation to environmental and geographic risk factors ($R^2=0.57$).

<table>
<thead>
<tr>
<th>Variables$^a$</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>$t$ statistic</th>
<th>$P$ value</th>
<th>Adjusted $P$ value$^b$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>94.9</td>
<td>12.2</td>
<td>7.8</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.c</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.0</td>
<td>0.1</td>
<td>–0.3</td>
<td>.74</td>
<td>.99</td>
<td>–0.5</td>
</tr>
<tr>
<td>Humidity</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>.89</td>
<td>.99</td>
<td>0.2</td>
</tr>
<tr>
<td>Air Quality Index</td>
<td>0.4</td>
<td>0.1</td>
<td>0.01</td>
<td>0.1</td>
<td>0.01</td>
<td>0.3</td>
</tr>
<tr>
<td>Urban %</td>
<td>–0.1</td>
<td>0.0</td>
<td>–2.7</td>
<td>.01</td>
<td>.06</td>
<td>0.3</td>
</tr>
<tr>
<td>Sunshine %</td>
<td>–9.0</td>
<td>13.1</td>
<td>–0.7</td>
<td>.50</td>
<td>.99</td>
<td>–0.5</td>
</tr>
<tr>
<td>South$^d$</td>
<td>–6.3</td>
<td>1.9</td>
<td>–3.2</td>
<td>.002</td>
<td>.01</td>
<td>–0.2</td>
</tr>
<tr>
<td>West</td>
<td>–4.4</td>
<td>1.8</td>
<td>–2.5</td>
<td>.02</td>
<td>.11</td>
<td>–0.3</td>
</tr>
<tr>
<td>Midwest</td>
<td>–3.8</td>
<td>1.6</td>
<td>–2.4</td>
<td>.02</td>
<td>.12</td>
<td>0.1</td>
</tr>
</tbody>
</table>

---

$a$Multivariable regression model using environmental and geographic risk variables to predict depression search intent. Environmental and geographic data sets were collected as an average from 1971 to 2000 and 2008 to 2019, respectively (n=50). This model predicts depression search intent for each state based on the state's average annual temperature, humidity, air quality, urban %, sunshine %, and US census region.

$^b$Bonferroni correction for 6 independent analyses on the dependent variable (alpha=.05).

$^c$Not applicable.

$^d$Relative to the Northeast.
**Discussion**

**Principal Findings**

To our knowledge, this is the first study to geographically map depression search intent across the United States in relation to environmental and geographic risk factors by using statistical analysis of big data through Google Trends. Traditionally, prevalence data for mental health and depression have been collected through surveys that require an intensive amount of time and resources to conduct [12-14,30,31]. These surveys are limited not only by human and monetary resources but also by participants’ willingness to be included in research. According to the National Survey on Drug Use and Health (SAMHSA), 32.9% of the selected sample did not complete the interview because of refusal to participate, absence from their home, language barriers, or other reasons such as physical or mental...
incompetence [32]. Response bias is a known recurring issue with epidemiological surveys and has been difficult to overcome as patients with severe mental health and the homeless population are continuously marginalized by society [33].

The solution to this problem may be utilization of big data found through the internet. In 2020, roughly 86% of the total US population had access to the internet [34]. A US study in greater Los Angeles that examined digital technology use in homeless populations discovered that 94% owned a cell phone [35]. Currently where digital technology is a requirement for survival, internet data can be used to track populations from all over the world over any period. The use of real-time monitoring of internet data to track trends and diseases overcomes the issues of resources, time, and physical location. Analyzing big data through Google Trends is free to researchers and provides information and predictive insight that may one day surpass national or local surveillance systems.

**Comparison With Prior Work**

The validity of using big data for epidemiology was demonstrated during the influenza outbreak of 2009. At the time, Google Trends was an experimental tool used by researchers for real-time monitoring of influenza outbreaks [36]. By analyzing health care info-seeking behavior on the Google search engine, Google Trends was able to detect regional outbreaks of influenza 7-10 days before the CDC. Google Trends has been successfully used to track viral outbreaks and is currently being used to monitor COVID-19 outbreaks across the world [4-9,37,38].

Depression is a major public health concern and one of the most prevalent mental health illnesses in the United States [10,39]. In 2010, the estimated annual economic consequence of depression was upwards of US $200 billion [40,41]. Considering depression also leads to diminished productivity, poor quality of life, and negative psychological impacts on well-being, the true costs of depression on society are much higher [42]. Worsening mental health and an increasing prevalence of depression, especially during the COVID-19 pandemic, signify the increasing importance of monitoring and treating patients with depression. Based on our analysis, Google search intent for depression in the United States has grown by 67% from 2010 to 2021 and is projected to grow another 7.4% by 2025. This increase reflects the epidemiological trends reported by US national surveys, with an increase in depression prevalence by 61% from 2008 to 2018 (6.6% to 10.4%) [43,44]. This corroborates the concept that, as depression prevalence in the United States continues to grow, so does the information-seeking behavior on Google Trends. Furthermore, depression search intent in the United States demonstrated a significant seasonal pattern, such that depression search intent was lowest in the summer. Relative to the summer, the fall, winter, and spring seasons had an increase in depression search intent by 4.6 AU, 4.5 AU, and 7.0 AU, respectively. This increase in depression search intent reflects the seasonal pattern of seasonal affective disorder (SAD) which has been shown to have higher prevalence in the fall and winter seasons and a decrease in the summer [45,46]. Although SAD has been shown to begin remission in the spring, the increase in depression search intent in the spring may reflect population interest in depression in the early stages of a patient’s recovery.

In relation to environmental and geographic risk factors, the state’s air quality and geographic location had significant predictive values for depression search intent. States that had a 1-unit higher AQI had an increase in depression search intent by 0.4 AU. In other words, states with worse air pollution had higher levels of depression search intent than states with cleaner air. These results reflect previously published findings that air pollution is linked to depression [47-49]. Our results comparing the 4 US census regions demonstrated that the South had less search intent, by 6.3 AU, relative to the Northeast. The West and Midwest also demonstrated decreased levels of depression search intent, by 4.4 AU and 3.8 AU, respectively, though their adjusted $P$ values were insignificant. These results reflect the findings that depression is correlated with latitude, with regions further from the equator having a higher prevalence of depression [42,50]. Although the season and location of a state cannot fully predict the depression search intent at a given time, the trends extrapolated from Google Trends have demonstrated their validity in relation to known risks of depression.

Although mining for epidemiological trends within big data is a fascinating prospect, it should not be assumed to replace the work of national and public health organizations. Instead, researchers should consider comparing their results with big data and using big data to support their findings. Our study has demonstrated that depression search intent increased over time following a seasonal pattern and was higher in states with higher air pollution and states with northern latitudes. This supports the trends found in US epidemiological surveys on mental health and supports published results of known risk factors for depression.

Future studies should build upon the results demonstrated here by examining other risk factors for depression such as socioeconomic, demographic, or lifestyle variables. More specifically, whether age, income, marital status, race/ethnicity, or gender are predictive variables of depression search intent, both on national and state levels. Considering the COVID-19 pandemic, future studies should analyze the data based on advanced time series modeling to analyze the effects of the pandemic on mental health. In the future, public organizations such as the CDC or regional hospitals may be able to monitor depression prevalence in real time based on the search intent of their communities through publicly available internet data. The clinical applications of big data in the medical field are limitless and will continue to become more useful as technology software improves.

**Limitations**

Several limitations are present in our study. First, interpreting the trends extrapolated from Google Trends is challenging without supporting clinical information normally collected by traditional surveys such as medical comorbidities or symptom severity. Second, the data in Google Trends may be influenced by various factors such as trending television shows or bots. For example, in 2017, the internet search intent for suicide queries increased by 19% over a 19-day span after the release of popular Netflix series, 13 Reasons Why, which elevated
suicide awareness [51]. Third, our data may overrepresent people that search terms in English as Google Trends does not combine search intent of the same word in another language. Fourth, the geographic and environmental data sets were consolidated into a single data point for each state regardless of varying climates and heterogenous landscapes. Lastly, patients with severe or debilitating depression may not have the capacity to search for depression or have the access if they are hospitalized. These limitations illustrate that overreliance on big data, much like on epidemiological studies, may inadvertently exclude certain populations.

Conclusions
Our study is the first to demonstrate that big data in Google Trends can be successfully utilized as a novel epidemiological tool to geographically map out population depression in the United States. This method of mapping allows for easier visualization of areas with higher depression search intent, which were mostly states with higher air pollution and those further from the equator. The interest in depression has grown tremendously in the past decade, with an upward trend that follows a seasonal variation pattern similarly seen in SAD. AQI and geographic location were stronger predictors of depression search intent than temperature, humidity, urban percentage, or sunshine percentage. Further investigation is needed to determine whether the factors significant in our study hold true to depression trends across the world. From a clinical perspective, narrowing the scope of depression search intent to specific cities or high-risk populations should be the next goal of researchers.
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Abstract

Background: Smoking rates in Canada remain unacceptably high, and cessation rates have stalled in recent years. Online cessation programs, touted for their ability to reach many different populations anytime, have shown promise in their efficacy. The Government of Canada has therefore funded provincial and national smoking cessation websites countrywide. However, little is known about the behavior change techniques (BCTs) that underpin the content of these websites, which is key to establishing the quality of the websites, as well as a way forward for evaluation.

Objective: The purpose of this study, therefore, is to apply the BCTTv1 taxonomy to Canadian provincial and federal websites, and to determine which BCTs they use.

Methods: A total of 12 government-funded websites across Canada were included for analysis. Using deductive content analysis and through training in applying the BCTTv1 taxonomy, the website content was coded according to the 93 BCTs across the 16 BCT categories.

Results: Of the 16 BCT categories, 14 were present within the websites. The most widely represented BCT categories (used in all 12 websites) included goals and planning, social support, natural consequences, and regulation. Implementation of BCTs within these categories varied across the sites.

Conclusions: Analyzing the content of online smoking cessation websites using the BCTTv1 taxonomy is an appropriate method for identifying the behavior change content of these programs. The findings offer programmers and researchers tangible directions for prioritizing and enhancing provincial and national smoking cessation programs, and an evaluation framework to assess smoking cessation outcomes in relation to the web-based content.
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Introduction

Tobacco use is the leading cause of preventable disease, disability, and death globally. In Canada, 45,000 people die every year due to a tobacco-related illness [1]. Although cigarette smoking has decreased overall in Canada [2], rates of current smoking remain unacceptably high at 15% [3]. In addition, the rise in e-cigarette use has added concerns about nicotine addiction from e-cigarettes that will eventually transfer to smoking [4], and there is some evidence indicating that the increase in e-cigarette use parallels an increase in smoking uptake among younger demographics [5]. Even further, recent evidence indicates that smoking cessation has stalled since the COVID-19 pandemic. According to a cross-sectional research study across Australia, Canada, England, and the United States, although nearly 50% of smokers indicated that they were...
thinking about quitting due to the pandemic, changes in smoking status were marginal: only 1.1% attempted to quit, 14.2% reduced smoking, 14.6% increased smoking, and 70.2% reported no change [6]. This is due, in part, to reduced access to smoking cessation treatment and support. For example, a study of the Ontario STOP smoking program, which transitioned from in-person clinic visits to online visits during the pandemic, found that enrollment decreased by 69% and that there was a 42% drop in visits in the spring of 2020 compared to the previous 2 years [7].

Given that one life can be saved for every two people who quit smoking [8], making cessation supports available and accessible to smokers is critical. Online smoking cessation programs are known for their low costs per smoker, accessibility, availability, and their potential to reach a large proportion of smokers [9]. Given that 75% of Canadians 15 years and older reported an increase in internet use since the pandemic [10], the value of online-based cessation support becomes foregrounded. Although there is evidence to support the efficacy of online cessation programs, especially interactive ones, researchers repeatedly emphasize the need to ensure the quality of these interventions to avoid disappointment and failed quit attempts [11-13]. For example, a systematic review that aimed to examine the efficacy and effect modifiers of eHealth interventions for smoking cessation found that, after pooling findings from 67 web-based cessation programs, compared to nonactive control conditions (eg, print materials, assessment only, or no intervention), web-based programs were significantly more effective at 6 months [13]. However, the authors also cautioned that the quality of the web-based programs modified the effect of the program (poorer quality programs yielded fewer positive outcomes) [13].

One way to establish and assess the quality of online smoking cessation interventions is by articulating the behavior change techniques (BCTs) that form the basis of a program’s content [14]. The BCT taxonomy provides a list of methods that could be used in a program to yield behavior change [14-16] (Table 1). The BCTTv1 taxonomy consists of 93 BCTs in 16 categories that address the different targets of behavior change, including capability, opportunity, and motivation [17,18]. The benefit of web-based intervention programs is maximized when the BCTs included have been shown to be effective. For example, in England, researchers were able to identify BCTs that were associated with cessation success rates in local smoking cessation services [19]. This subsequently informed guidance on service provision and learning objectives in training courses, which was associated with increased success rates of smokers who were engaged in these services [20]. Therefore, articulating the BCTs used in smoking cessation programming is of utmost importance to understand what works for whom and how.

The Canadian government funds a comprehensive set of online provincial and national smoking cessation programs. However, little is known about how these programs are designed to influence smoking cessation behavior in relation to the BCTs and subsequently how to leverage strengths and address weaknesses. Understanding this is critical, especially in the context of an increasingly complex tobacco use landscape, so that we can reach the national goal of less than 5% tobacco use by 2035 [1]. The purpose of this study, therefore, was to apply the BCTTv1 taxonomy to Canadian provincial and federal websites and determine which BCTs they use.
Table 1. Behavior change techniques (BCTs).

<table>
<thead>
<tr>
<th>BCT category (n=16)</th>
<th>BCTs (n=93), n</th>
<th>Definition/meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Goals and planning</td>
<td>9</td>
<td>Develop a goal for a behavior or an outcome of a behavior and determine what factors need to be assessed to work toward that goal. This can include periodically reviewing the goal and making verbal/written commitments to work toward the goal.</td>
</tr>
<tr>
<td>2. Feedback and monitoring</td>
<td>7</td>
<td>Monitor the progress made with the behavior or outcome of a behavior either by the individual themselves, by others, or by a device. When monitored by others, feedback may or may not be given to the individual being monitored.</td>
</tr>
<tr>
<td>3. Social support</td>
<td>3</td>
<td>This can include social support for three reasons: practical purposes like getting to an appointment, emotional purposes like comforting an individual at an appointment, and unspecified purposes like encouraging an individual to attend their appointment.</td>
</tr>
<tr>
<td>4. Shaping knowledge</td>
<td>4</td>
<td>Clarify proper performance of the wanted behavior and determine antecedents associated with the unwanted behavior and causes of the unwanted behavior.</td>
</tr>
<tr>
<td>5. Natural consequences</td>
<td>6</td>
<td>Provide information on the consequences associated with the unwanted behavior including health consequences, social and environmental consequences, and emotional consequences, which may also include the individual monitoring their emotional consequences.</td>
</tr>
<tr>
<td>6. Comparison of behavior</td>
<td>3</td>
<td>Demonstrate proper performance of the wanted behavior and showcase the performance and opinions of others on the wanted behavior.</td>
</tr>
<tr>
<td>7. Associations</td>
<td>8</td>
<td>Increase facilitators for the wanted behavior such as prompts/cues and reduce interest in the unwanted behavior and decrease barriers to the wanted behavior such as nagging and fear.</td>
</tr>
<tr>
<td>8. Repetition and substitution</td>
<td>7</td>
<td>Practice performing the wanted behavior to develop a new habit to replace the unwanted behavior. This includes gradually increasing the amount the wanted behavior is performed until it becomes a habit.</td>
</tr>
<tr>
<td>9. Comparison of outcomes</td>
<td>3</td>
<td>Identify the pros and cons of continuing the unwanted behavior, including identifying future outcomes that will result from the unwanted behavior. Obtaining information from credible sources like health professionals can help identify this.</td>
</tr>
<tr>
<td>10. Reward and threat</td>
<td>11</td>
<td>Reward individuals or give them the incentive that they will be rewarded either when the goal is completed or when effort has been put in toward reaching the goal. This can also include individuals rewarding themselves.</td>
</tr>
<tr>
<td>11. Regulation</td>
<td>4</td>
<td>Certain resources can be used to aid in reaching the goal by assisting with maintaining a positive mindset such as medications and stress management techniques.</td>
</tr>
<tr>
<td>12. Antecedents</td>
<td>6</td>
<td>Modify the social and physical environment to make it conducive for the wanted behavior and un conducive for the unwanted behavior.</td>
</tr>
<tr>
<td>13. Identity</td>
<td>5</td>
<td>Change one’s self-identity and beliefs to associate with the wanted behavior rather than the unwanted behavior.</td>
</tr>
<tr>
<td>14. Scheduled consequences</td>
<td>10</td>
<td>Eliminate rewards if unwanted behavior occurs and only provide rewards for the wanted behavior in specific circumstances.</td>
</tr>
<tr>
<td>15. Self-belief</td>
<td>4</td>
<td>Build the confidence needed to perform the wanted behavior through positive self-talk and persuasion from others as well as focusing on one’s past success and envisioning future success.</td>
</tr>
<tr>
<td>16. Covert learning</td>
<td>3</td>
<td>Envision the future consequences of the unwanted behavior and the future rewards of the wanted behavior as well as focus on the consequences and rewards others are currently receiving.</td>
</tr>
</tbody>
</table>

Methods

Data Collection

Government-funded websites were found using Google search phrases, such as “smoking cessation Canada provinces and territories” and “smoking cessation federal Canada.” We also searched each individual province with the phrase “smoking cessation.” The exclusion criteria included websites that only had telephone numbers, websites intended for use outside of Canada, websites with information but not interventions (eg, fact sheets), and websites with only government legislation pages (eg, tobacco control acts). The first 10 pages of the search were scanned for provincial and federal smoking cessation websites. Provincial and federal government health websites were entered to find the hyperlinks for tailored websites on provincial or national smoking cessation. Provinces and territories that did not show up in the Google scan were individually searched. The search yielded 6 provinces and 3 territories with tailored websites, in addition to 1 website designed to provide cessation information for a combination of 4 provinces and 1 territory. Furthermore, 2 federal websites were identified, resulting in a total of 12 websites.

Data Analysis

We used deductive content analysis to determine which BCTs were used in the 12 programs. Deductive content analysis is the process of applying data to a pre-existing framework [21]. All three researchers were familiar with the BCT taxonomy, and one researcher was trained through the BCT online training course, the latter of which did the primary coding of the websites. Through the creation of a document detailing the
decision-making processes around applying the BCT taxonomy to each website, a clear audit trail was generated and frequently consulted by the larger team. Points of confusion were discussed, and consensus was reached through consultation with the BCT taxonomy descriptions and the relevant website section.

Results

Website Details

The 12 websites represented in this paper include QuitNow (BC), Alberta Quits (AB), Tobacco Free Quebec (QC), New Brunswick Anti-Tobacco Coalition (NB), Tobacco Free Nova Scotia (NS), Smokers Help (NL), Nunavut Quits (NU), Quitpath (YT), North West Territories Quitline (NT), Canadian Cancer Society Smokers’ Helpline (YT, SK, MB, ON, and PE), Quit Smoking (federal), and Break It Off (federal). All 12 websites addressed combustible cigarettes when discussing nicotine cessation. A total of 10 websites included information on vaping, and 6 websites included information on smokeless tobacco, which encompasses both shisha/hookah and chewing tobacco. Only five websites included informational tabs tailored to specific populations. The specific populations addressed ranged from broader categories, such as women, teens/youth, and older adults, to narrower categories, such as First Nations/Inuit/Metis, pregnant and breastfeeding individuals, individuals with mental illness, and individuals with a cancer diagnosis.

All 12 websites had some method of direct contact support for users: 12 websites offered phone support, 6 offered email support, and 5 offered text support. In addition, the 2 federal websites provided links to the 10 provincial and territorial websites for local support. A total of 9 websites had some type of online community. There were a variety of online communities: Facebook (n=8), Twitter (n=6), Instagram (n=4), YouTube (n=2), website forum (n=4), and 1 website offering a video call online support group. The structure of the websites varied following the number of tabs on the home page. The topics of the tabs included the following: quitting (why quit and how to quit), staying quit, community/support, helping others quit, resources, special concerns, contact, and feedback. The number of tabs on each website included 3 tabs (n=4), 4 tabs (n=3), 6 tabs (n=2), 7 tabs (n=1), 2 tabs (n=1), and 5 tabs (n=1).

BCT Category Representation

The number of BCT categories used in a single website ranged from 5 to 13, with an average of 11 (SD 2.01; see Table 2). All 12 websites include the BCT categories goals and planning, social support, natural consequences, and regulation. This meant that at least one BCT in each of those categories was included in all 12 websites. The least represented categories (in six or fewer websites) included feedback and monitoring, comparison of behavior, and self-belief. The two BCT categories not represented at all include scheduled consequences and covert learning.

Table 2. Behavior change technique (BCT) category representation.

<table>
<thead>
<tr>
<th>BCT category</th>
<th>Websites (n=12)</th>
<th>BC</th>
<th>AB</th>
<th>QC</th>
<th>NB</th>
<th>NS</th>
<th>NL</th>
<th>NU</th>
<th>YT</th>
<th>NWT</th>
<th>CCS³</th>
<th>QS²</th>
<th>BIO²</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Goals and planning</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>12</td>
</tr>
<tr>
<td>2. Feedback and monitoring</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>6</td>
</tr>
<tr>
<td>3. Social support</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>12</td>
</tr>
<tr>
<td>4. Shaping knowledge</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>11</td>
</tr>
<tr>
<td>5. Natural consequences</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>12</td>
</tr>
<tr>
<td>6. Comparison of behavior</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
</tr>
<tr>
<td>7. Associations</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>8</td>
</tr>
<tr>
<td>8. Repetition and substitution</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>11</td>
</tr>
<tr>
<td>9. Comparison of outcomes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>11</td>
</tr>
<tr>
<td>10. Reward and threat</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>11</td>
</tr>
<tr>
<td>11. Regulation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>12</td>
</tr>
<tr>
<td>12. Antecedents</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>10</td>
</tr>
<tr>
<td>13. Identity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>7</td>
</tr>
<tr>
<td>14. Scheduled consequences</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0</td>
</tr>
<tr>
<td>15. Self-belief</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>6</td>
</tr>
<tr>
<td>16. Covert learning</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0</td>
</tr>
</tbody>
</table>

³CCS: Canadian Cancer Society.  
²QS: Quit Smoking.  
²BIO: Break It Off.  
²dThe checkmark indicates that this BCT was used.
BCT Representation and Implementation

The number of BCTs used in a single website ranged from 8 to 33, with an average of 21.91 (SD 5.85). The number of BCTs represented within each category varied. For example, 5 of the 9 BCTs under goals and planning were used. The ways in which each BCT was implemented also varied within the websites.

For example, although all 12 websites used goal-setting (behavior), this BCT was implemented in variable manners (eg, setting a quit date, setting goals for cigarette consumption, or taking a readiness quiz and taking an addiction test to shape a quit plan). The complete representation of the BCTs is listed in Textbox 1 along with a list of ways in which the BCTs were implemented.
Textbox 1. Behavior change technique (BCT) representation and implementation.

1. Goals and planning

1.1 Goal-setting (behavior)
- Setting a quit date
- Providing users with an addiction level test
- Providing users with a confidence in quitting test
- Providing users with a readiness to quit test
- Giving users small goals/reduction exercises

1.2 Problem-solving
- Assistance with identifying triggers/roadblocks
- Relapse prevention strategies (eg, activity)
- Tips on managing cravings and withdrawal

1.3 Goal-setting (outcome)
- Encouraging social media engagement around quit goal

1.4 Action planning
- Making “if/then” plans (eg, if I have a craving, then I will go for a walk)

1.9 Commitment
- Making self-commitment statements (eg, “I will...”)

2. Feedback and monitoring

2.3 Self-monitoring of behavior
- Journaling cravings exercise
- Journaling triggers
- Journaling progress to plan self-rewards
- Journaling quit journey

3. Social support

3.1 Social support (unspecified)
- Quit Coaches phone and live chat
- Quitline
- Support groups
- Community forum
- Local help directory/map for local support/in-person clinics
- Social media network (Facebook, Instagram, and Twitter)
- Mental health professional helpline
- Advice for friends and family to support
- Email support
- Text messaging support for up to 3 months
- Quit buddy
- Pregnancy support
- Quit connection referral form
- Quit stories

4. Shaping knowledge
4.1 Instruction on how to perform the behavior
- Visual instructions on use of nicotine replacement therapy (NRT) products
- Instructions on how to navigate the website
- Instructions on how to navigate second-guessing
- Instructions on how to remove smoke from the home
- Instructions on how to prevent weight gain after a quit
- Instructions for families on how to talk to a smoker
- Instructions for youth and young adults on how to quit
- Instructions on how to use the quitline
- Links to self-help resources/apps

4.2 Information about antecedents
- Tracking antecedents to smoking (eg, nicotine cravings)
- Advice on how to manage a craving

5. Natural consequences
5.1 Information about health consequences
- Interactive diagram on the health risks of smoking
- Health risks of nicotine product use
- Risks to pregnancy and breastfeeding
- Risks to cancer recovery
- Links and resources to risks

5.2 Salience of consequences
- Graphic images on the health risks of smoking

5.3 Information about social and environmental consequences
- Second- and thirdhand smoke risks to children and pets
- Economic, environmental, and social effects of smoking
- Increased risk of kids taking up smoking

5.4 Monitoring of emotional consequences
- Recording emotions in a journal while quitting

5.6 Information about emotional consequences
- Negative impacts on quality of life and enjoyment

6. Comparison of behavior
6.1 Demonstration of the behavior
- Stories from ex-smokers (eg, videos on other’s quit smoking journey)

7. Associations
7.1 Prompts/cues
- Put up a reminder list with the reasons you quit smoking

7.5 Remove aversive stimuli
- Inform friends/family to not nag

7.6 Satiation
- Mindfulness exercises/videos
8. Repetition and substitution

8.1 Behavior practice/rehearsal
- Complete a practice quit day

8.2 Behavior substitution
- Suggestions for substitutions to smoking (e.g., fruit)

8.7 Graded tasks
- Gradual smoking reduction plan

9. Comparison of outcomes

9.1 Credible source
- Quit coaches, doctors, health care providers, pharmacists

9.2 Pros and cons
- Pros and cons list for quitting smoking

10. Reward and threat

10.1 Material incentive (behavior)
- Calculator for money spent on cigarettes

10.2 Material reward (behavior)
- Providing milestone certificates

10.3 Nonspecific reward
- Calculating reward of physical improvements

10.6 Nonspecific incentive
- Incentive of benefiting baby/child/family

10.9 Self-reward
- Encouraging self-reward (e.g., purchase special gift)

11. Regulation

11.1 Pharmacology
- Information on pharmacological support (e.g., NRT)
- NRT for pregnancy and youth

11.2 Reduce negative emotions
- Stress management techniques
- Information around management of mental health
- Tips on managing cravings and withdrawal

12. Antecedents

12.1 Restructuring the physical environment
- Remove ash trays, remove odor

12.2 Restructuring the social environment
- Hang out with nonsmokers, ask people not to smoke, avoid social situations of temptation

12.3 Avoidance/reducing exposure to behavior cues
- Avoid triggers (e.g., change of routine, ensure relaxation)
12.4 Distraction
- Use distractions (eg, keep mind and hands busy)
12.5 Adding objects to the environment
- Prepare by having snacks or gadgets available

13. Identity
13.1 Identification of self as role model
- Identifying self as a role model (eg, to kids, to social groups)

15. Self-belief
15.1 Verbal persuasion about capability
- Encourage family and friends to let smoker know they believe in them
15.2 Mental rehearsal of successful performance
- Imagining life permanently smoke-free
15.3 Focus on past success
- Focus on past successes when relapsing
15.4 Self-talk
- Encourage smoker to use positive self-talk

Discussion
Principal Findings
This is the first study to apply the BCT taxonomy to Canadian government-funded smoking cessation websites. This analysis enables unique comparison and education on a national scale. One major benefit of this analysis is that it provides a framework for understanding which BCTs are used across the nation and how; this provides individual programmers with ideas for strengthening their websites, enables the identification of priority BCTs to include in Canadian cessation programming, and offers a foundation for evaluating strengths and weaknesses in the programs.

Although understanding the overall BCT categories that are being used is helpful and directs programmers to the most widely used BCTs, the granular analysis of BCTs used within each category provides a window into the nuances of how a BCT category and BCT can be executed in an online program. For example, although the BCT information on health consequences under the natural consequences BCT category is used in all 12 websites, its use varied (some provided a text-based list of negative health impacts, while others provided an interactive diagram). This not only cues programmers to the importance of including this BCT in their program but also provides them with ideas for expanding and innovating how to incorporate this BCT in their program (eg, incorporating interactive features).

This analysis also closes a major methodological gap in analyzing provincial and national websites aimed at addressing the same health behavior (smoking). Applying the taxonomy in this context enabled the ability to analyze complicated (ie, nuanced, complex, comprehensive, and tailored) websites, which provides an accessible understanding of the underlying mechanisms that underpin the content to lend to behavior change. In simpler terms, the analysis reveals “how” these websites function.

Further, this analysis provides an evaluation framework for smoking cessation websites. Few websites are evaluated for their effect on behavior change, possibly because websites are more comprehensive and nuanced compared to a single intervention. The first step to investigating the association between the content of the websites and smoking outcomes is the need for a reliable method to describe the content [22]. In this vein, the findings of this study provide researchers with an evaluation framework to investigate the effects of these initiatives. For example, by mapping out the strategies that an individual website uses with regard to the BCT taxonomy and comparing that to the national compilation provided here, researchers could develop survey or interview questions surrounding user experiences with those strategies and if they lent to smoking reduction/cessation. In sum, the findings provide researchers with an evaluation framework that can be used to explore strengths and weaknesses of each technique used within a website with end users, informing what techniques work for whom and how.

Attention to the most widely used (represented in all 12 websites) BCT categories and their associated BCTs is warranted. The most widely used included goals and planning, social support, natural consequences, and regulation. Previous research evidence supports use of most of these BCTs to lend to higher cessation rates. In one study that examined BCT categories used in online interventions and mobile-based interventions and their association with cessation rates, the
authors found that five BCT categories were linked to higher cessation rates [23]. These included goals and planning (e.g., advice on coping), reward and threat (e.g., self-rewards), regulation (e.g., advice on pharmacotherapy), antecedents (e.g., advice on changing routines), and identity (e.g., supporting identity change of being an ex-smoker) [23]. In a study that included 6 online smoking cessation websites evaluated for their effectiveness, cost-effectiveness, and theoretical underpinnings (use of BCTs), the effects indicated that smokers using an online cessation intervention are 1.15 to 2.84 times more likely to become a former smoker compared to the control condition. The majority of the interventions used most, if not all, of these five BCT categories [11]. Finally, in a recent systematic review and meta-regression analysis of BCT categories and BCTs associated with smoking cessation in smoking cessation trials, the authors found 29 individual BCTs as potentially important predictors of smoking cessation in at least one analysis (controlling for total BCTs in one) [24]. Of these, three consistently predicted higher smoking cessation rates and included goals and planning (prompting commitment), reward and threat (social reward), and identity (identity associated with changed behavior) [24]. These results, in combination with this study’s findings, add to a growing body of evidence that supports focusing, expanding, and innovating the use of these BCT categories and their associated BCTs within provincial and national websites.

The findings also highlight areas for improvement and ideas for how improvements could be made by listing the full range of ways in which the BCTs were implemented across the websites. According to the findings and in comparison with previous research findings, there is room to grow with regard to ensuring consistent use of the most effective BCT categories nationwide. Specifically, the BCT categories reward and threat and identity were not included in all websites despite evidence that these categories contribute to higher cessation rates [13,23,24]. In addition, the list of ways in which the BCTs were implemented offered smoking cessation website programmers with the ability to test out and prioritize ideas about how they might want to incorporate and expand on the BCT categories for their individual program. In short, the BCTs ensure the quality of the web-based programs.

It is well-established in the smoking cessation literature that interactive features and tailored content lends to higher user engagement, which subsequently leads to higher cessation success outcomes [25–27]. In this regard, the use of BCTs alone are likely not enough. Instead, making the BCTs as engaging and as tailored as possible is another necessary step forward. For example, sharing health consequences in the form of graphic and interactive and graphical map that displays how different parts of the body are impacted by smoking.

**Limitations**

There are a few limitations to this study that must be noted. First, the BCT taxonomy is vast and complex, requiring training to be well versed in understanding them. Although this research team consisted of a member who engaged in BCT training, interpreting which BCT applies to which web content may result in subjective nuances in representation. In addition, some website sections in Quebec were in the French language and required the use of Google Translate, possibly limiting the appropriateness of the content’s translation. Second, some website sections could not be accessed without creating an account and were therefore not included in the analysis, meaning that some BCT categories or BCTs were missed or not represented. Some websites also had accompanying resources (e.g., account-based features); the use of BCTs in these resources was not assessed, which adds a layer of complexity. Third, the top BCTs found in Canadian websites may not be appropriate for international contexts due to differences in policies, laws, and tobacco use and cessation attitudes. Fourth, different BCTs may be more prevalent for different topics (e.g., nutrition); therefore, BCT analyses should be specific to the topic at hand and should be analyzed and applied according to the needs of the behavior being investigated. Fifth, the success rates of each individual website (e.g., based on user traffic) remains unknown; hence, it is difficult to make any assertions about how effective these websites are in relation to the BCTs without further evaluation. Sixth, the websites may have changed since the time of the analysis. Finally, websites were evaluated on just one occasion; for a more comprehensive assessment, each website/service would have to be used across multiple occasions (e.g., as a quitter would use it).

**Conclusion**

Analyzing the BCTs that underpin government-funded smoking cessation websites in Canada is an appropriate method for identifying strengths and weaknesses in these programs for influencing the target behavior of quitting smoking. The findings offer programmers and researchers with tangible directions for prioritizing and enhancing provincial and national smoking cessation programs, and an evaluation framework to assess smoking cessation outcomes in relation to the web-based content. The findings would benefit from being included in national conversations around how to implement and evaluate evidence-based smoking cessation support nationwide.
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Abstract

Background: Mental health challenges are thought to affect approximately 10% of the global population each year, with many of those affected going untreated because of the stigma and limited access to services. As social media lowers the barrier for joining difficult conversations and finding supportive groups, Twitter is an open source of language data describing the changing experience of a stigmatized group.

Objective: By measuring changes in the conversation around mental health on Twitter, we aim to quantify the hypothesized increase in discussions and awareness of the topic as well as the corresponding reduction in stigma around mental health.

Methods: We explored trends in words and phrases related to mental health through a collection of 1-, 2-, and 3-grams parsed from a data stream of approximately 10% of all English tweets from 2010 to 2021. We examined temporal dynamics of mental health language and measured levels of positivity of the messages. Finally, we used the ratio of original tweets to retweets to quantify the fraction of appearances of mental health language that was due to social amplification.

Results: We found that the popularity of the phrase mental health increased by nearly two orders of magnitude between 2012 and 2018. We observed that mentions of mental health spiked annually and reliably because of mental health awareness campaigns as well as unpredictably in response to mass shootings, celebrities dying by suicide, and popular fictional television stories portraying suicide. We found that the level of positivity of messages containing mental health, while stable through the growth period, has declined recently. Finally, we observed that since 2015, mentions of mental health have become increasingly due to retweets, suggesting that the stigma associated with the discussion of mental health on Twitter has diminished with time.

Conclusions: These results provide useful texture regarding the growing conversation around mental health on Twitter and suggest that more awareness and acceptance has been brought to the topic compared with past years.

(JMIR Ment Health 2022;9(3):e33685) doi:10.2196/33685
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Introduction

Background
Recent estimates place 1 in 10 people globally as experiencing some form of mental illness [1], with 1 in 30 living with depression [2]. These rates put mental illness among the leading causes of ill health and disability worldwide. Moreover, rates of mental health disorders and deaths by suicide have increased in recent years, especially among young people [3]. Since the beginning of the COVID-19 pandemic and the subsequent social isolation brought on by lockdowns, stay-at-home orders, and the transition to remote work, there have been drastic declines in both physical and social activity, as well as increases in screen time and symptoms of depression [4]. Google searches for mental health–related topics increased in the first weeks of the pandemic, leveling out after more information regarding stay-at-home orders was released [5]. Since March 2020, there has also been a measured increase in suicidal ideation that is associated with increased feelings of social isolation [6]. The Crisis Text Line service reported receiving a higher-than-average volume of messages every day since March 16, 2020, with the main topics being anxiety, depression, grief, and eating disorders [7]. Price et al [8] also found that daily doomsscrolling—repeatedly consuming negative news and media content on the web—was associated with same-day increases in depression and posttraumatic stress disorder. The pandemic also influenced the type of content that people discussed on social media, with users shifting away from “self-focused” perspectives and toward more “other-focused” topics that used to be taboo to discuss [9]. Historically, the availability of mental health treatment services has been inadequate compared with the demand [10]. Mental health care also experiences a paradox of being overdiagnosed yet undersupported, with patients with some symptoms and disorders being readily medicated despite the symptoms and disorders not being understood and accepted socially [11]. Furthermore, many who would benefit from mental health services do not seek or participate in care because they are either unaware of such services, are unable to afford them, or the stigma associated with seeking treatment proves too great a barrier [12]. In fact, two-thirds of people with a known mental disorder do not seek help from a health professional [13].

Related Work
Many researchers have used social media platforms to explore and understand the dynamics of health care discussions [14]. Several reviews have been carried out on mental health discussion in particular, finding that social media is a viable platform for users to discuss mental health and feel supported, although privacy risks and ethical concerns of the research applications exist as well [15,16]. Previous studies have analyzed the social media content of consenting individuals who have a diagnosed disorder, identifying early markers of depression in Twitter feeds [17,18] and Instagram photographs [19], predicting postpartum depression in Facebook activity [20], and classifying messages from Twitter users self-disclosing various mental illnesses [21,22]. Other studies have analyzed social media feeds of users struggling with mental health more generally, finding that depressed individuals post with higher levels of distorted thinking [23] and identifying markers of suicidal ideation in support threads on Reddit [24] and in messages on Twitter [25]. Several other studies have more directly examined existing social attitudes toward those with mental illnesses, investigating the stigma toward, and treatment of, students with mental illnesses [26,27] and analyzing social media posts that mention various mental illnesses [28-32]. Analysis of text-based crisis-counseling conversations found actionable strategies associated with more effective counseling [33]. Although developments in predicting mental health states provide an opportunity for early detection and treatment, they come with several ethical concerns, such as incorrect predictions, involvement of bad actors, and potential biases [34]. Social media users also hold negative attitudes toward the concept of automated well-being interventions prompted by emotion recognition [35], and they view emotion recognition in general as invasive, scary, and a loss of their control and autonomy [36].

When it comes to using social media as a real-time source of information and opinion, it should be noted that Twitter’s user base is limited, skewing younger and more politically left leaning than the US population overall. Mental health discourse is also a sensitive, often personal topic that many individuals will avoid discussing publicly. Although tweets will fail to capture many aspects of human behavior, estimates of public opinion based on the tweets can complement survey-based measures. Twitter is a valuable social ecosystem from which we can sketch a rough portrait of the existing conversation around mental health, and given that social media lowers the barrier for individuals to join difficult conversations, especially with Twitter allowing users to sign up anonymously, it is a promising source of unstructured language data describing the changing experience of a stigmatized group.

Objectives
Although stigma has proven to be a significant barrier to receiving treatment from formal (eg, psychiatrists and counselors) and informal sources (eg, family and friends), the COVID-19 pandemic and the associated isolation, grief, and hardships have spurred awareness of mental illness and discussion on this topic in public forums such as social media. By measuring changes in this conversation, we aim to quantify the hypothesized increase in discussions and awareness and the corresponding reduction in stigma around mental health. Using messages from Twitter, we examine the growth of public attention on mental health, the divergence of language from general messages and their associated happiness shifts, and finally the rise of ambient words or phrases. With these measurements, we can piece together how this topic and its social attention has shifted in the past decade.
Methods

Data
The source of data for this study is the Decahose application programming interface by Twitter, filtered for English messages, from which we collected a 10% random sample of all public tweets between January 2010 and January 2021. This collection was separated into three corpora consisting of (1) all tweets, (2) tweets containing the phrase mental health, and (3) tweets containing a small set of phrases related to mental health. Statistics and time series comparisons among the corpora were carried out as described in the following sections.

N-Grams

General Twitter
To explore trends in the appearance of words, we processed messages from January 2010 through January 2021 into 1-, 2-, and 3-grams, where a 1-gram is a 1-word phrase, a 2-gram is a 2-word phrase, and so on, using the n-gram popularity data set StoryWrangler [37].

For each day, we counted the number of times each unique n-gram appeared in tweets and determined use frequencies compared with the appearance of other phrases on Twitter. We ranked n-grams by descending order of count; n-grams with a low rank value assigned to phrases appear on Twitter very often, whereas those with a high rank value appear rarely. For example, the 1-gram a has a median rank of 1 because it is typically the most commonly used word in the English language, whereas the 1-gram America, which is less common, has a median rank of 990 [38]. To better visualize this concept of descending count in the figures presented in this paper, we plotted rank on an inverted axis.

Mental Health Collection
To explore the specific language used when discussing mental health on Twitter, we compiled a separate collection of n-grams from tweets related to this topic from the same time frame. Restricting the list to messages from 2010 through 2021 that contained the 2-gram mental health, we created n-grams in the same fashion as previously described, determining their use frequency within this anchor set and ranking phrases by descending order of counts. We also computed the aggregated frequency and rank of n-grams over each year, using the existing count values for each day, summing them over each year, and ranking them by these counts. Summary statistics for several of the key events in this new data set compared with the general 1-gram data set are shown in Table 1, which highlights the size of the mental health collection over the years. In 2012, roughly 1 in 10,000 messages referenced mental health, whereas in 2018, the rate was roughly 1 in 100 messages. Even so, the mental health collection remains a small subset of messages compared with Twitter as a whole.

Table 1. Summary statistics of the mental health n-gram data set compared with the general Twitter n-gram data set on 3 individual days. The dates shown correspond to several Bell Let’s Talk Day events occurring between 2010 and 2021. Bell Let’s Talk Day is an annual fundraising and awareness campaign in Canada that coincides with the annual peak in conversation regarding mental health. Unique 1-grams enumerate the set of distinct words found in tweets on these dates, reflecting roughly 10% of all tweets. The Total 1-grams column shows the sum of the counts of each unique 1-gram, and the Total 1-grams (no retweets) column shows the sum of the counts of 1-grams in tweets, not including any messages that were retweeted.

<table>
<thead>
<tr>
<th>Date</th>
<th>Unique 1-grams</th>
<th>Total 1-grams</th>
<th>Total 1-grams (no retweets)</th>
</tr>
</thead>
<tbody>
<tr>
<td>February 8, 2012</td>
<td>Mental health</td>
<td>3.0×10³</td>
<td>3.0×10⁴</td>
</tr>
<tr>
<td></td>
<td>General</td>
<td>1.7×10⁷</td>
<td>3.1×10⁸</td>
</tr>
<tr>
<td>January 21, 2014</td>
<td>Mental health</td>
<td>1.6×10³</td>
<td>2.3×10⁴</td>
</tr>
<tr>
<td></td>
<td>General</td>
<td>2.4×10⁷</td>
<td>4.9×10⁸</td>
</tr>
<tr>
<td>January 31, 2018</td>
<td>Mental health</td>
<td>4.9×10⁴</td>
<td>4.4×10⁶</td>
</tr>
<tr>
<td></td>
<td>General</td>
<td>2.1×10⁷</td>
<td>5.4×10⁸</td>
</tr>
</tbody>
</table>

Using these data sets, namely counts of phrases in all tweets (general) versus counts of phrases in tweets containing mental health, we analyzed changes in the conversation surrounding mental health over time. The dynamics of several other phrases related to mental health were analyzed as well, but we focused primarily on mental health as a representative example of such phrases rather than attempting to exhaustively gather all related content.

Results

Growth of Collective Attention

Mental Health Discourse
Public awareness and education regarding an issue is an important step in reducing negative attitudes because a major component of stigma is lack of knowledge [12]. To understand the general public’s level of awareness of mental health issues, we quantified the frequency at which people on Twitter have discussions about the topic of mental health. Using Twitter
n-gram data, we constructed a rank time series of the 2-gram mental health on a logarithmic axis, which we have presented in Figure 1.

We find that this 2-gram increased in rank by nearly two orders of magnitude between 2012 and 2018, reflecting a dramatic increase in the discussion of mental health on Twitter. For the first 4 years, only a handful of dates resulted in ranks for mental health that were more popular than the overall median, whereas for the final 4 years, only a few dates resulted in ranks indicating less attention than the median.

We also examined the positivity of this conversation, calculating the ambient happiness score of messages mentioning the phrase mental health for each day, which is also shown in Figure 1. Ambient happiness scores for each day were computed by averaging the scores of each word that appeared in a message with mental health for a given day, using the Language Assessment by Mechanical Turk dictionary [39]. Although the rank of this 2-gram has increased over the past decade, the ambient happiness of these messages has decreased since 2017.

Examining the daily behavior of these time series, several dates emerged where either the rank or ambient happiness deviated largely from its baseline behavior. In Figure 1, key events associated with large spikes or drops in the time series are highlighted across both panels. Awareness events such as Bell Let’s Talk Day and Mental Health Awareness Day contribute to the large, annual spikes in rank beginning in 2013. The 2-gram mental health reached its highest rank ever on Bell Let’s Talk Day in 2017, peaking at the 18th most popular phrase compared with all other 2-grams on Twitter that day.

Other spikes in rank, and concurrent drops in ambient happiness, occurred on dates with national tragedies such as mass shooting events or celebrity deaths. The largest drop in ambient happiness occurred in 2017 after the deaths of multiple teenagers that were connected to the Netflix series 13 Reasons Why [40,41].

Looking further into the language used on these specific dates, we show the top 2-grams found in messages containing mental health in Multimedia Appendix 1. These co-occurring n-grams are shown with their use rate, rather than rank, so that we can visually see how phrases are being used compared with others in the same list. For example, a popular article shared on December 14, 2012, contained the phrase “It’s currently easier for a poor person to get a gun than it is for them to get treatment for mental health issues.” This phrase was subsequently quoted by thousands of accounts on Twitter [42]. The resulting phrases (Multimedia Appendix 1) provide more insight into what the broader conversation around mental health looked like after these events.

**Figure 1.** Timeline of mental health discourse on Twitter. The top panel shows the rank time series of the 2-gram mental health over the past decade on a logarithmic axis. Rank is determined by ordering 2-grams in descending order of counts for each day and is plotted on an inverted axis. The median rank value of the time series is highlighted by a horizontal red line. The bottom panel shows the ambient happiness of all messages containing the 2-gram mental health for each day over the same time period. For clarity, these data are shown as a weekly rolling average, and again the median is highlighted by a red horizontal line. Across both panels, key dates are highlighted in gray and annotated with the associated event. These are dates that led to large spikes or drops in either time series. Annually occurring events such as Bell Let’s Talk (BLT) Day or Mental Health Awareness Day (MHAD), are shown in light gray, and unexpected events are highlighted in a darker gray.

**Happiness Word Shifts**

To understand the rise and fall of the ambient happiness scores over the time series in Figure 1, we can look at the words that most heavily contributed to these shifts [43]. Figure 2 highlights words associated with the same key events shown in Multimedia Appendix 1, using messages from a week before the event as a reference. Words highlighted with a blue bar are ones that have been coded as negative, and words highlighted with a yellow bar are ones that have been coded as positive. The darker shades
of these 2 colors represent words that have increased in use compared with the reference, whereas lighter shades represent words that have decreased in use. The left side of these panels shows words that are lowering the average score, either through an increase in negative words or a decrease in positive words, and the right side shows words that are raising the score. The average ambient happiness scores for the day of the event and a week before the event are also highlighted at the top of each panel. The 1-grams are also ordered by rank from top to bottom, as shown by the vertical axis.

Figure 2. Happiness word shift graphs. In each of the 6 panels, of the 1-grams, we show the 20 that contribute most to the shift in ambient happiness on key dates, compared with the prior week. The words shown in blue are the ones that have been labeled as relatively negative, whereas the words shown in yellow are the ones that have been labeled as relatively positive [43]. The darker shade of these colors tells us where there is an increase in these words, whereas the lighter shade represents a decrease in use. The happiness score shift is shown on the horizontal axis, representing how positive or negative the language on these days becomes, and the happiness rank of the 1-gram in this subset is shown on the vertical axis. Average ambient happiness scores for the day of the event, as well as a week before the event, are also noted at the top of each subplot.
Looking at Figure 2, we see that mass shooting events have an increase in negative words such as gun, guns, and shocked and a diminishing use of negative words such as depression, disease, and crisis. The day of the Sandy Hook shooting saw fewer positive words such as praise, appreciation, and listening, which would usually be seen in the daily mental health content on Twitter.

Although the Charleston shooting saw a decrease in words such as health and care, it also saw an increase in positively coded words such as smiles, kid, and student, which likely refer to the shooter in this event. The middle panels in both rows highlight word shifts after death-by-suicide tragedies, and these include an increase in the words depression, suffering, and suicide, which explain the drops in ambient happiness seen on these days.

The awareness events Bell Let’s Talk Day and Mental Health Awareness Day, which represent the only increases in ambient happiness on the dates shown in Figure 2, both show an increase in quite a few positive words: donate, amazing, programs, health, love, and important. These days also notably see a decrease in strongly negative words such as problem, disorder, vulnerable, and killing.

Narrative and Social Amplifications

**Rank-Turbulence Divergence**

The increasing appearance of the phrase mental health could be due to several factors. We analyzed the corpus associated with the topic of mental health using the n-grams and their relative frequency and rank values for each day and compared the word use in this subset with a random sample of messages on Twitter.

To compare differences in language use, we used rank-turbulence divergence [44]. With this method, we could examine the shift in language between the 2 samples of tweets. We aggregated n-gram counts for phrases found in tweets containing mental health over the span of each year, getting annual counts for each of these phrases.

We performed the same aggregation for a smaller random subset of Twitter data, aggregating yearly data for a 1% sample of the Decahose application programming interface. Figure 3 highlights the results of rank divergence comparing the 2 subsets of messages across 2020. When ranking 3-grams from mental health tweets, *mental health* and *mental health* phrases were removed for clarity.

The balance of the words in these 2 subsets is also noted in the bottom right corner of the histogram, showing the percentage of total counts, all words, and exclusive words in each set. See Dodds et al [44] for a detailed description of our allotaxonometric instrument.

![Allotaxonograph using rank-turbulence divergence of 1-grams from tweets in 2020 containing the anchor phrase mental health compared with a random sample of tweets in 2020.](https://mental.jmir.org/2022/3/e33685)

**Figure 3.** Allotaxonograph using rank-turbulence divergence of 1-grams from tweets in 2020 containing the anchor phrase mental health compared with a random sample of tweets in 2020. In the central 2D rank-rank histogram panel, phrases appearing on the right have higher rank in the mental health subset than in random tweets, whereas phrases on the left appeared more frequently in the random sample. The table to the right shows the words that contribute most to the divergence. Note that when ranking 3-grams from mental health tweets, *mental health* and mental health *phrases were removed for clarity. The balance of the words in these 2 subsets is also noted in the bottom right corner of the histogram, showing the percentage of total counts, all words, and exclusive words in each set. See Dodds et al [44] for a detailed description of our allotaxonometric instrument.
The middle panel shows retweet use of an n-gram compared with the rate of all retweeting behavior across English Twitter, using a heatmap for each day of the week across the time series. In this heatmap, darker red shades represent a higher relative rate of retweets for the given n-gram compared with a random English n-gram on Twitter and gray shades represent a higher rate of original messages. The bottom panel provides the rank time series of the n-gram, with a month-scale smoothing of the daily values shown in black. In Figure 4, we look at these contagiogram plots for a collection of key n-grams related to the discussion of mental health on Twitter.

Across each of the subplots in Figure 4, we see that phrases and hashtags related to the topic of mental health have grown in volume throughout the time period studied, as reflected by their popularity compared with all tweets. Looking at English Twitter overall, the balance of messages tilted toward primarily organic until mid-2017, when the practice of retweeting messages tipped the balance [45]. Around this same time, retweeted messages reached higher numbers than organic messages for most mental health–related n-grams, as seen in the top panels of these subplots.

Examining the heatmap panels of these subplots, we observe a larger social amplification effect in hashtags related to mental health, highlighted by the darker red shades across the heatmaps. However, in recent years, these hashtags shifted to more organic messages, with the heatmaps becoming more gray after 2018. The hashtag #BellLetsTalk sees the most retweeted behavior of these hashtags, as well as an annual spike on the day of the event, followed by a substantial tail of conversation after this date. On Mental Health Awareness Day (October 10) in 2018, organic tweets referencing #BellLetsTalk spiked, leading to the inversion of retweeted messages and organic messages in late 2018 that we see in Figure 4. We also see more original content containing self-disclosure phrases such as my therapist or my depression, as seen in the third row of n-grams that have largely gray shades across the heatmaps.

Table on the right shows the words that contribute most to the divergence of the 2 data sets, with small triangles indicating when a word is exclusive to a system. For example, the phrase take care of was the 112th most common 3-gram in random tweets posted during 2020, but it was the most common 3-gram in tweets containing mental health.

When comparing n-grams from these subsets in Figure 3, we see that the mental health data set, shown on the right side of the figure, includes language related to taking care of one’s physical and mental health, suicide prevention, men’s mental health, social media, and personal time. Although we would expect to see pandemic-related phrases show up in 2020, these topics were equally mentioned across both samples; therefore, they do not appear on either side of this histogram.

**Contagiograms**

To better understand the dynamics of phrases related to mental health, we explored ways in which these messages were spreading across Twitter. Tweets can be posted as original content in a new message or a user can retweet a message that another user has posted.

Organic messages show that users are writing their own content related to a topic, whereas retweeted messages show that this topic is being shared and spread to other groups of users; both are important means of contributing to the conversation. Both organic messages and retweeted messages appear in our data set and are included in the previous analyses; therefore, it is important to also examine the proportion of messages that fall into these 2 categories.

Figure 4 shows contagiogram plots, as implemented by Alshaabi et al [45], that highlight the relationship between retweeted and organic content for a given n-gram on Twitter. The top panel of these plots shows the monthly relative use of the specified n-gram, highlighting the use of organic messages in blue and shared retweets in orange. A shaded area in this top panel represents time periods when the number of retweeted messages surpasses that of organic messages, highlighting social amplification.
Figure 4. Contagiograms for mental health–related n-grams. In each subplot, the top panel displays the monthly relative use of each n-gram, indicating whether they appear organically in new tweets (organic messages [OTs], blue) or in shared retweets (retweeted messages [RTs], orange). The shaded area highlights time frames when the number of RTs is higher than that of OTs, suggesting social amplification [37]. The middle panel of each subplot shows the retweet use of each n-gram compared with the background rate of retweets among all English tweets, with a heatmap for each day of the week. For these heatmaps, the color map is shown on the right, with darker red representing a higher relative rate of RTs among these messages compared with general messages and gray representing a higher rate of OTs. The bottom panel shows the basic n-gram rank time series, with a month-scale smoothing of the daily values shown in black and background shading in gray between the minimum and maximum ranks of each week. Note that phrase counts only reflect tweets that have been identified as messages written in English as discussed by Alshaabi et al [45].

Discussion

Principal Findings

In this project, we explored the conversation around mental health and its appearance on the social media platform Twitter. Using a collection of phrases, we examined how often the topic of mental health was discussed in tweets, finding that the 2-gram *mental health* has increased in rank by nearly two orders of magnitude since 2012. We calculated the associated ambient happiness for the same time series, finding that happiness is largely affected by key dates and has generally decreased over the past decade. After compiling a new data set of n-grams found in the subset of tweets mentioning *mental health*, we analyzed text associated with this specific term, finding the top n-grams related to the topic and their use rates. We examined the language in this conversation across years, finding topics that emerged over the past year since the pandemic began. Comparing the use rates of retweeted content and original content, we found that common *awareness* messages were being amplified on the social media platform, whereas personal self-disclosing statements were being seen more in organic,
originally authored content. These results provide valuable insight into how the discussion of mental health has changed over time and suggest that more awareness and acceptance has been brought to the topic compared with past years.

**Growth of Collective Attention**

**Mental Health Discourse**

Our findings suggest that the number of mental health conversations on Twitter has substantially increased in recent years, particularly on dates associated with either awareness campaigns or tragedies. Several dates across the time series emerge where either the rank or ambient happiness deviates largely from its baseline. Awareness events such as Bell Let’s Talk Day and Mental Health Awareness Day contribute to the large, annual spikes in rank beginning in 2013. Bell Let’s Talk Day, falling on the last Wednesday of January each year, was started by the Canadian company Bell Telephones and aims to bring awareness to the general public about mental health issues by donating CAD $0.05 (US $0.04) for each tweet using its hashtag #BellLetsTalk. Other spikes in rank, and concurrent drops in ambient happiness, occurred on dates with national tragedies such as mass shooting events or celebrity deaths. The largest drop in ambient happiness occurred in 2017, immediately after the death of a teenager that was connected to the Netflix series 13 Reasons Why [39]. Looking at the events that sparked more conversations around the topic of mental health, and their associated levels of ambient happiness, awareness campaigns tended to lead to a rise in ambient happiness, whereas unexpected events, of which all would be considered tragedies, led to a drop in ambient happiness.

**Happiness Word Shifts**

Looking at the words most heavily contributing to the shifts in sentiment on these dates, we found that although mass shooting events see an increase in negative-coded words related to gun violence, this can sometimes coincide with positive-coded words related to students and children. This example highlights the drawbacks of dictionary-based ambient happiness analysis without context of the words being used because independently positive words can be used to describe a tragic event.

The word shift graphs in Figure 2 also highlight the drop in ambient happiness after death-by-suicide tragedies, which see an increase in words related to depression and suffering. We found that awareness days represent the only increase in ambient happiness after death-by-suicide tragedies, which see a notable decrease in many strongly negative–coded words. These results highlight the shift in language on awareness days, away from phrases with negative connotations and focusing on language relating to community support and aid.

**Narrative and Social Amplifications**

**Rank Divergence**

When comparing n-grams from the mental health subset and random Twitter subset, we see that the mental health data set includes language related to taking care of one’s physical and mental health, suicide prevention, men’s mental health, social media, and personal time. These topics seem to have become more prominent in 2020, with people being at home and isolated during the COVID-19 pandemic and with more awareness being brought to the relationship between social media and mental health.

Studies in 2020 have shown that at the onset of the pandemic, Google searches for terms related to mental health increased initially, followed by a flattening out after stay-at-home orders were announced [5]. It has also been recorded that between March 2020 and July 2020, average phone screen time doubled to 5 hours per day and rates of depression increased by 90% [4]. Although these figures cannot tell us everything about how language differs among subsets of conversation, they do provide a sense of the mental health topics individuals discussed in 2020.

**Contagiograms**

Comparing the use rates of retweeted content and original content, we found that common awareness messages are being amplified on the social media platform, whereas personal self-disclosing statements are being seen more in organic, originally authored content. These relationships suggest that users are sharing hashtags to spread awareness and they feel comfortable retweeting hashtags posted by others. The public disclosure of private personal anecdotes, which helps to normalize conversation about personal struggles with mental health, is treated differently. Overall, our results suggest that a larger number of individuals feel comfortable making mental health disclosures publicly, but they are amplified relatively less often than other types of mental health messages.

We also see a substantial increase in the ranks of all phrases and hashtags related to mental health over time, with annual awareness days resulting in spikes corresponding to their given date each year. These findings offer evidence that an understanding of mental health conversations has increased substantially over time, reducing the stigma surrounding mental illness.

**Limitations**

We acknowledge that using Twitter as a data source for this research has many limitations because its user base is not a broadly representative sample of the human population, and thus these messages will fail to capture many aspects of human behavior. A study by the Pew Research Center [46] shows that as of June 2019, only 22% of all US adults reported using Twitter, smaller than, for example, the 69% who use Facebook. The age breakdown of users is also skewed, with 38% of individuals aged 18-29 years using Twitter, whereas only 17% of those aged 50-64 years use the site. Although demographics of race are fairly uniform (21% of White adults, 24% of Black adults, and 25% of Hispanic adults), the platform is more often used by individuals with a college degree (32%) and living in an urban area (26%) [46].

Mental health discourse is a sensitive and personal topic that many individuals avoid discussing publicly. However, social media has the ability to lower the barrier for individuals to engage in difficult conversations because Twitter allows users to both sign up anonymously and retweet messages in addition to writing their own messages. This being said, we recognize that a portion of Twitter accounts are run by businesses,
institutions, and other organized groups, rather than simply individuals. These corporate accounts, such as @Bell_LetsTalk, would have more of a pattern and agenda to their posted tweets, and there is not currently a way to filter out these messages. Because of these complexities of the Twitter user base, care must be taken when interpreting findings based on tweets.

These limitations could be addressed in future studies by expanding the data sources; for example, by looking to other available websites such as Reddit, Instagram, or Facebook, whose user bases differ in some aspects. Turning away from social media, one could examine clinical records for cases of diagnosed mental illness, analyzing the language and positivity of physician notes. Rather than looking at simply the messages of this social media platform, this work could be expanded to address the conversation on a network scale, determining how interactions among users affect the discourse.

This study is also limited to the anchor phrase mental health and thus could be leaving out conversations related to the topic. To further enrich these findings, future work could expand the existing mental health data set to include tweets with additional anchor n-grams, although a method for determining these anchors would be necessary.

Our results are also limited to the English language and thus also to events occurring in English-speaking regions. The mass shooting events noted in this study are specific to the United States, and the television show 13 Reasons Why, although available internationally, led to reports in the United States of an increase in deaths by suicide among teenagers. Although several of the events noted may be specific to the United States, these were events that were discussed heavily across all of English-speaking Twitter and the trends we found relating to awareness campaigns, celebrity deaths, and the pandemic’s effect on mental health can be generalized to other regions experiencing these or similar events.

Conclusions
We believe that the results presented here provide useful texture regarding the growing conversation around mental health on Twitter as well as evidence that more people are contributing to this conversation on the social media platform than ever before. Our findings suggest that the number of conversations around this topic have substantially increased on Twitter in recent years and spike especially high on dates coinciding with events such as awareness campaigns, television series releases, mass shootings, and celebrity deaths. These events also drastically shift the ambient happiness associated with the topic of mental health during these time periods. Awareness campaigns positively drive the ambient happiness, as well as shift the focus away from negative connotations and toward the importance of community care, support, and aid, whereas the tragedy events lead to a drop in ambient happiness because they see a focus on suffering, gun violence, and death by suicide. When comparing the mental health data set to a control sample of Twitter users, topics emerge around suicide prevention, taking care of one’s mental health, social media, and personal time, all of which became more prominently discussed in 2020. Awareness messages are heavily amplified on the platform through retweets, and personal self-disclosure statements are being posted in more originally authored content.

As mental health becomes talked about more, and awareness campaign efforts seem to be driving a large portion of this increase, public health campaigns aiming to reduce stigma surrounding mental health can leverage this information to improve their messaging. The knowledge that young people on Twitter are participating in these conversations, whether through retweets or personal statements, shows the role social media could have in spreading this conversation to other users in an effort to normalize mental health and reduce the stigma surrounding it.

We also learn from these results that some tragic events, such as mass shootings, bring up interesting conversations related to the link between gun violence and mental health and how much of these horrific events is attributed to the mental illness of the offender. These conversations are complicated and have the potential to not only bring light to the need for better mental health care but also further the stigma around mental illness while avoiding the debate around gun violence as an issue on its own. Knowing that there is a documented link among these conversations after their associated events, perhaps we can inform further debates on, and policy decisions for, these issues.

Finally, we find that television shows can have devastating impacts if their content, portrayal, and significance are not well thought out before creation. Studios, directors, and streaming companies all have a responsibility, especially with projects aimed toward younger audiences, to properly screen their content and think deeply about the impact of each choice that they make. Policies around these safety concerns, if they do not exist already, should be put into place to avoid future tragedies linked to this effect.

As this conversation on the topic of mental health continues to grow, and perhaps becomes more normalized, it will be useful to examine the language associated with future events and how it shifts over time.
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Abstract

Background: Detection of depression gained prominence soon after this troublesome disease emerged as a serious public health concern worldwide.

Objective: This systematic review aims to summarize the findings of previous studies concerning applying machine learning (ML) methods to text data from social media to detect depressive symptoms and to suggest directions for future research in this area.

Methods: A bibliographic search was conducted for the period of January 1990 to December 2020 in Google Scholar, PubMed, Medline, ERIC, PsycINFO, and BioMed. Two reviewers retrieved and independently assessed the 418 studies consisting of 322 articles identified through database searching and 96 articles identified through other sources; 17 of the studies met the criteria for inclusion.

Results: Of the 17 studies, 10 had identified depression based on researcher-inferred mental status, 5 had identified it based on users’ own descriptions of their mental status, and 2 were identified based on community membership. The ML approaches of 13 of the 17 studies were supervised learning approaches, while 3 used unsupervised learning approaches; the remaining 1 study did not describe its ML approach. Challenges in areas such as sampling, optimization of approaches to prediction and their features, generalizability, privacy, and other ethical issues call for further research.

Conclusions: ML approaches applied to text data from users on social media can work effectively in depression detection and could serve as complementary tools in public mental health practice.

Introduction

Over recent decades, depression has increasingly become a matter of global public health concern [1]. The total number of people living with depression globally increased by 18.4% between 2005 and 2015. In 2015, more than 332 million (4.4%) people around the globe were found to be living with depression [2]. Mental disorders like depression rank 9th among global causes of disease burden, following common diseases such as stroke, heart diseases, and AIDS, and it can impair physical, as
well as emotional, and mental health [3]. People with depression experience sleep disorders, lack of energy, low interest in daily activities, feelings of worthlessness, inability to concentrate, and recrudescent suicidality [4]. Detection of depression is critical for helping to relieve these threats.

Traditionally, depression is detected using standardized scales requiring patients’ subjective responses or clinical diagnoses given by attending clinicians—methods that have some shortcomings. Firstly, people’s responses to standardized scales administered in the traditional way are likely to be affected by context, the patient’s mental status at the time, the relationship between the clinician and the patient, the patient’s current mood, and the patient’s past experiences and memory bias. Traditional diagnostic methods also lack temporal granularity [5]. Secondly, people may be unaware or ashamed of their depressive symptoms and unlikely to consult with professional clinicians, especially in the early stages of depression. A previous study found that more than 70% of the population would not consult with professional clinicians if they were in the early stages of depression, meaning that they would be likely to allow their symptoms to worsen before they would consider seeking help [6]. Finally, detection of depression by traditional methods, being dependent on face-to-face interviews, is costly in terms of both money and time and unaffordable for some people [7]. Therefore, a more cost-effective method for detecting cases of depression, applicable to large populations, is needed.

Fortunately, application of the machine learning (ML) approach to text data from social media can provide an effective solution to this question. Social media such as Twitter, Facebook, discussion forums, and microblogs have long since become popular platforms for expressing and recording individuals’ personalities, feelings, moods, thoughts, and behaviors. Social media in this review refers to a cluster of applications that build upon technological and ideological foundations [8]. There were researchers classifying social media according to theories in the field of social processes consisting of self-presentation and self-disclosure. Self-presentation defines that people have the desire to get command of the impressions that other people have of them [9], and it is achieved through self-disclosure. Kaplan and Haenlein [8] classified social media relied on the type of self-presentation and the degree of self-disclosure. Different types of social media can help users conduct different types of self-presentation, such as text-based, video-based, picture-based, etc. And some groups of social media (eg, blogs and social networking sites) have a higher degree of self-disclosure. Hence, data mining of the vast quantities of text through which we can seek out the users found on social media can be of great value for detecting cases of depression [10]. In addition, ML, which has been developing rapidly in recent years, can help text mining and sentiment analysis to become more accurate and intelligent [11]. ML is a subfield of computer science that explores the construction and study of algorithms that can learn from and make predictions on data [12]. With recent and rapid advances in social media technology, mental health researchers have an opportunity to collect vast amounts of online data related to people’s mental states, and ML can serve as a robust technique for analyzing these data and detecting trajectories and dimensions of mental disorders (eg, depression and anxiety) [13]. For example, researchers in Australia proposed several ML models for predicting depressive symptoms among users based on text data from Reddit, and the models achieved high predictive precision. As a result, their ML approach was shown to potentially be a useful tool for monitoring social media user populations for early traces of depression and a complementary tool to well-established methods of depression detection [14]. In recent years, researchers have devoted considerable time and effort to developing ML approaches that can make use of words, topics, and other information contained in social media texts for detecting depression [14,15].

As far as we know, there are few existing reviews of ML approaches to depression detection that use text data from social media. Some previous reviews have focused on ML applications that use neuroimaging data to predict depression. For example, Mumtaz et al [16] conducted a detailed review of studies of the use of electroencephalogram and event-related potential data sets to detect major depressive disorder using ML approaches. Orrù et al [17] provided an overview of studies identifying imaging biomarkers of psychiatric diseases, such as major depression, using support vector machines (SVMs). There has also been a review focusing on studies about screening for mental illnesses by applying various methods to social media [18]. None of the existing reviews have focused on the application of ML approaches to texts from social media. However, ML approaches have unique advantages in the detection of depression using text data from social media. With people’s memberships in online forums, and their public sharing via the internet, text data from social media records are a treasure trove of psychological data, which can play a vital role in screening for depressive symptoms among users of social media. ML techniques also offer opportunities for identifying hidden patterns in online communication and interaction on social media that may reveal users’ mental states such as depression, anxiety, anger, etc [19]. Automatic detection of depressive symptoms through ML algorithms applied to social media data has potential as a way of identifying people at risk of depression through large-scale monitoring of online social networks and could complement traditional screening procedures. Systematic reviews of studies using ML approaches and text data from social media to detect depression can help provide directions for future research in the area, and help guide optimization of data mining, feature extraction, and processing methods so that the limitations of previous studies can be overcome, and prediction accuracy and generalization capability improved. Such reviews should describe the depression identification and classification methods being used.

In this paper, we systematically reviewed studies that adopted the ML approach to measure depressive symptoms based on any text mining techniques to identify sentiments using social media data. We specified the ML methods that were used to identify mental status and discuss the evolution of the methods and their pros and cons and provide suggestions for future research in the area.
Methods

Search Strategy
We searched several English- and Chinese-language online bibliographic databases for relevant articles, specifically, Google Scholar, PubMed, Medline, ERIC, PsycINFO, and BioMed, and the Chinese Wangfang, Weipu, and China National Knowledge Infrastructure databases. Our search placed no restrictions on publication type. However, because the age of social media began in the 1990s [8], we did restrict the papers’ publication dates to the period between January 1990 and December 2020. Search strings related to ML, depression detection, social media, and text were utilized, that is “Machine Learning” or “Deep Learning” or “Artificial Intelligence” AND “Depression detection” or “screening depression” or “predicting depression” or “recognizing depression” or “major depressive disorder” AND “social media” or “social network” or “online” or “Twitter” or “micro-blog” or “web post” or “Facebook” or “Reddit” or “LiveJournal” or “WeChat” AND “text.” We aimed to find studies focusing on the use of ML approaches, such as SVMs, Bayes, latent Dirichlet allocation (LDA), decision tree, and neural networks to detect depression through text mining from social media. “Text mining” refers to mining online textual posts of social media users, including those containing emoticons. And it is worth mentioning that we collect the articles that only screen depression, not those studying several symptoms, which include depression. For example, we first input “machine learning,” “depression screening,” and “social media” in Google Scholar and obtained more than 20000 articles published during the period between January 1990 and December 2020. We made a preliminary judgment based on the title and abstract to identify the studies we needed. Most of the 20,000 articles do not meet the criterion. Some of the articles do not use text data from social media, but videos, photos, etc. There are also some articles that are depression-related, but they do not detect, screen, or predict depression. This search retrieved 322 articles, all dealing with depression, social media, and ML. We also collected 96 relevant articles that were cited in the 322 articles thus retrieved. After the reviewers screened the retrieved citations according to a set of exclusion criteria, seventeen of them were selected for inclusion in this review. Figure 1 shows the process by which the final set of seventeen studies was selected.

Study Selection
The article titles and abstracts were screened independently by 2 reviewers (JG and DL). The reviewers then retrieved and assessed the available full texts of the studies and excluded articles that (1) did not discuss ML approaches or detection of depression, (2) were not focused on the use of textual (as opposed to video and image) data from social media, or (3) were themselves reviews of existing research on the use of texts from social media to detect depressive symptoms with ML approaches. The 2 reviewers also recorded important data about the articles such as authors, sample size, platform, study design, assessment tools, outcome of interest, and findings. Disagreements concerning particular articles were resolved through discussions aimed at reaching consensus. Details of the process are shown in Figure 1.

Quality Assessment
The study quality assessment for the 17 studies included was conducted by 2 independent reviewers, using the 14-item NIH
Quality Assessment Tool for Observational Cohort and Cross-Sectional Studies [20]. For each study, they gave each of the checklist items a score of 0 (no) or 1 (yes). The total scores ranged from 0 to 14. Therefore, each reviewer classified each study as low (6), medium (7-10), or high (14) quality and then assigned a quality score to each one. Any discrepancies between the 2 reviewers’ ratings were discussed, and a consensus rating was recorded. These consensus ratings are shown in Table 1.

Table 1. Study quality assessment.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Q5</th>
<th>Q6</th>
<th>Q7</th>
<th>Q8</th>
<th>Q9</th>
<th>Q10</th>
<th>Q11</th>
<th>Q12</th>
<th>Q13</th>
<th>Q14</th>
<th>Total Score</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al [21], 2013</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>high</td>
<td></td>
</tr>
<tr>
<td>Burdisso et al [14], 2019</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>high</td>
<td></td>
</tr>
<tr>
<td>Nguyen et al [22], 2014</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>medium</td>
<td></td>
</tr>
<tr>
<td>Fatima et al [23], 2018</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>10</td>
<td>medium</td>
<td></td>
</tr>
<tr>
<td>Tung &amp; Lu [15], 2016</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>medium</td>
<td></td>
</tr>
<tr>
<td>Hussein Orabi et al [24], 2018</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>10</td>
<td>medium</td>
<td></td>
</tr>
<tr>
<td>Islam et al [19], 2018</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>11</td>
<td>high</td>
<td></td>
</tr>
<tr>
<td>Shet al [6], 2017</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>9</td>
<td>medium</td>
<td></td>
</tr>
<tr>
<td>De Choudhury, Gamon [25], et al, 2013</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>10</td>
<td>medium</td>
<td></td>
</tr>
<tr>
<td>Marinelarena-dondena et al [26], 2017</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>10</td>
<td>medium</td>
</tr>
<tr>
<td>Tsugawa et al [27], 2015</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>13</td>
<td>high</td>
<td></td>
</tr>
<tr>
<td>Chen et al [28], 2018</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>low</td>
<td></td>
</tr>
<tr>
<td>De Choudhury, Counts [29], et al, 2013</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>9</td>
<td>medium</td>
<td></td>
</tr>
<tr>
<td>Dinkel et al [30], 2019</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>low</td>
<td></td>
</tr>
<tr>
<td>Sadeque et al [7], 2017</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>12</td>
<td>high</td>
</tr>
<tr>
<td>Shatte et al [31], 2020</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>high</td>
<td></td>
</tr>
<tr>
<td>Li et al [32], 2020</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>medium</td>
<td></td>
</tr>
</tbody>
</table>

aQ1: Was the research question or objective in this paper clearly stated?
bQ2: Was the study population clearly specified and defined? cQ3: Was the participation rate of eligible persons at least 50%? dQ4: Were all the subjects selected or recruited from the same or similar populations? Were inclusion and exclusion criteria for being in the study prespecified and applied uniformly to all participants? eQ5: Was a sample size justification, power description, or variance and effect estimates provided? fQ6: Were the exposure(s) of interest measured before the outcome(s) were measured? gQ7: Was the timeframe sufficient so that one could reasonably expect to see an association between exposure and outcome if it existed? hQ8: For exposures that can vary in amount or level, did the study examine different levels of the exposure in relation to the outcome? iQ9: Were the exposure measures clearly defined, valid, reliable, and implemented consistently across all study participants? jQ10: Were the exposure(s) assessed more than once over time? kQ11: Were the outcome measures clearly defined, valid, reliable, and implemented consistently across all study participants? lQ12: Were the outcome assessors blinded to the exposure status of participants? mQ13: Was loss to follow-up after baseline 20% or less? nQ14: Were key potential confounding variables measured and their impact on the relationship between exposure(s) and outcome(s) statistically adjusted for?

Results

Depression Identification

The samples, methods, and results of the 17 studies that met the inclusion criteria are summarized in Table 2. This review will further summarize the depression identification and ML methods used in the 17 studies (Table 3). Nine of the studies [15,21,25,27-32] identified depression based on researcher-inferred mental status, while 6 [6,7,14,19,24,26] used user-declared mental status, and 2 [22,23] identified it based on community membership.
Table 2. Summary of machine learning studies of detection of depression using text data from social media.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Sample Description</th>
<th>Platform</th>
<th>Outcome</th>
<th>Depression identification method</th>
<th>ML (^a) approach type</th>
<th>Features examined</th>
<th>Cross-validation</th>
<th>Type of study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al [21], 2013</td>
<td>122 depressed and 346 non-depressed subjects, the ages of the samples were not reported</td>
<td>Sina microblog</td>
<td>Bayes: mean absolute error=0.186, ROC=0.908, F-measure=0.85; Trees: mean absolute error=0.239, ROC=0.798, F-measure=0.762; Rules: mean absolute error=0.269, ROC=0.869, F-measure=0.812</td>
<td>Researcher-inferred</td>
<td>3 classification approaches: Bayes, trees and rules</td>
<td>Ten features from three dimensions, including microblog content, interactions, and behaviors. Four of the ten features, (1st person singular, 1st person plural, positive emoticons, and negative emoticons) pertain to microblog content, while three pertain to interactions (mentioning, [being] forwarding, and commenting), and two pertain to behaviors (original blogs and blogs posted between midnight and 6:00 am).</td>
<td>10-fold cross-validation</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>Burdisso et al [14], 2019</td>
<td>486 training subjects (83 depressed/403 non-depressed); 401 test subjects (52 depressed/349 non-depressed), the ages of the samples were not reported</td>
<td>Reddit</td>
<td>SS3; F-measure=0.61, precision=0.63, recall=0.60</td>
<td>User-declared</td>
<td>The proposed model: SS3</td>
<td>Words in users’ online text posts on Reddit</td>
<td>4-fold cross-validation</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>Nguyen et al [22], 2014</td>
<td>5000 posts made by users from clinical communities and 5000 posts from control communities, the ages of the samples were not reported</td>
<td>LiveJournal</td>
<td>Lasso to classify communities (Accuracy): ANEW=0.89, mood=0.96, topic=1, LIWC=1; Lasso to classify posts (Accuracy): topic=0.93, LIWC=0.88</td>
<td>Community membership-based</td>
<td>The Lasso model</td>
<td>Affective features, mood tags, features topics from the LIWC, all extracted from posts on LiveJournal</td>
<td>10-fold cross-validation</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>Reference</td>
<td>Sample</td>
<td>Platform</td>
<td>Outcome</td>
<td>Depression identification method</td>
<td>ML approach type</td>
<td>Features examined</td>
<td>Cross-validation</td>
<td>Type of study</td>
</tr>
<tr>
<td>-----------</td>
<td>--------</td>
<td>----------</td>
<td>---------</td>
<td>----------------------------------</td>
<td>------------------</td>
<td>------------------</td>
<td>-----------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Fatima et al [23], 2018</td>
<td>4026 posts (2019/2007) from depressive and non-depressive communities, the ages of the samples were not reported</td>
<td>LiveJournal</td>
<td>The proposed RF-based model (Accuracy): post=0.898, community=0.950, depression degree=0.923; SVM (Accuracy): post=0.8, community=0.895</td>
<td>Community membership-based</td>
<td>Random forest, SVM</td>
<td>The values of the feature set serve as inputs to the classification algorithm, being extracted from first person singular, positive emotion, negative emotion, anxiety, cognitive process, insight, cause, affiliation health, and informal language of online text.</td>
<td>10-fold cross-validation</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>Tung &amp; Lu [15], 2016</td>
<td>724 posts, the ages of the samples were not reported</td>
<td>PTT8</td>
<td>EDDTW (precision=0.593, recall=0.668, F-measure=0.624)</td>
<td>Researcher-inferred</td>
<td>EDDTW</td>
<td>Negative emotion lexicon, negative thought lexicon, negative event lexicon, and symptom lexicon.</td>
<td>10-fold cross-validation</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>Huseini Orabi et al [24], 2018</td>
<td>154 subjects (53 labeled as Depressed/101 labeled as Control), the ages of the samples were not reported</td>
<td>Twitter</td>
<td>The optimized CNN2 model: accuracy=0.880</td>
<td>User-declared</td>
<td>CNN-based models, RNN3-based models, SVM</td>
<td>Twitter texts from among which all the @mentions, retweets, non-alphanumeric characters, and URLs were extracted by the researchers.</td>
<td>5-fold cross-validation</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>Islam et al [19], 2018</td>
<td>7145 Facebook comments (58% depressed/42% non-depressed), the ages of the samples were not reported</td>
<td>Facebook</td>
<td>Decision Tree (F-measure): emotional process=0.73, linguistic style=0.73, temporal process=0.73, all features=0.73; SVM (F-measure): emotional process=0.73, linguistic style=0.73, temporal process=0.73, all features=0.73; KNN1 (F-measure): emotional process=0.71, linguistic style=0.70, temporal process=0.70, all features=0.67; Ensemble (F-measure): emotional process=0.73, linguistic style=0.73, temporal process=0.73, all features=0.73</td>
<td>User-declared</td>
<td>SVM, decision tree, ensemble, KNN</td>
<td>Emotional information (positive, negative, anxiety, anger, and sad), linguistic style (prepositions, articles, personal, conjunctions, auxiliaries), temporal process information (past, present, and future)</td>
<td>10-fold cross-validation</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>Reference</td>
<td>Sample</td>
<td>Platform</td>
<td>Outcome</td>
<td>Depression identification method</td>
<td>ML approach type</td>
<td>Features examined</td>
<td>Cross-validation</td>
<td>Type of study</td>
</tr>
<tr>
<td>-----------</td>
<td>--------</td>
<td>----------</td>
<td>---------</td>
<td>---------------------------------</td>
<td>-----------------</td>
<td>-------------------</td>
<td>------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Shen et al [6], 2017</td>
<td>1402 depressed users, 36993 depression-candidate users, and over 300 million non-depressed users, the ages of the samples were not reported</td>
<td>Twitter</td>
<td>Accuracy: NB m=0.73, MSNL n=0.83, WDL o=0.77, MDL p=0.85</td>
<td>User-declared</td>
<td>MDL, NB, MSNL, WDL</td>
<td>Features of network interactions (number of tweets, social interactions, and posting behaviors), user profiles (users’ personal information in social networks), and visual, emotional, and topic-level features, domain-specific features</td>
<td>5-fold cross-validation</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>De Choudhury, Gaman, et al [25], 2013</td>
<td>476 users (171 depressed/305 non-depressed), with a median age of 25</td>
<td>Twitter</td>
<td>Accuracy: engagement=0.553, egonetwork=0.612, emotion=0.643, linguistic style=0.684, depression language=0.692, demographics=0.513, all features=0.712</td>
<td>Researcher-inferred</td>
<td>SVM</td>
<td>Engagement, egocentric social graph, emotion, linguistic style, depression language, demographics</td>
<td>10-fold cross-validation</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>Mariñelarena-dondena et al [26], 2017</td>
<td>135 articles (20 depressed/115 non-depressed), the ages of the samples were not reported</td>
<td>Reddit</td>
<td>Precision=0.850, recall=0.810, F-measure=0.829, accuracy=0.948</td>
<td>User-declared</td>
<td>SVD, GBM, SMOTE</td>
<td>n-grams, use of which can create a large feature space and hold much important information</td>
<td>Not reported</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>Tsugawa et al [27], 2015</td>
<td>209 Japanese users (81 depressed/128 non-depressed), and users were aged 16-55, with a median age of 28.8 years</td>
<td>Twitter</td>
<td>Precision=0.61, recall=0.37, F-measure=0.46, accuracy=0.66</td>
<td>Researcher-inferred</td>
<td>LDA, SVM</td>
<td>Frequencies of words used in the tweet, ratio of tweet topics found by LDA, ratio of positive-affect words contained in the tweet, ratio of negative-affect words contained in the tweet, hourly posting frequency, tweets per day, average number of words per tweet, overall retweet rate, overall mention rate, ratio of tweets containing a URL, number of users following, number of users followed</td>
<td>10-fold cross-validation</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>Chen et al [28], 2018</td>
<td>446 perinatal users, the ages of the samples were not reported</td>
<td>WeChat circle of friends</td>
<td>The result of LSTM w was similar to EPDS</td>
<td>Researcher-inferred</td>
<td>LSTM</td>
<td>Top 10 emotions in the data set</td>
<td>Not reported</td>
<td>Observational cohort study</td>
</tr>
<tr>
<td>Reference</td>
<td>Sample</td>
<td>Platform</td>
<td>Outcome</td>
<td>Depression identification method</td>
<td>Features examined</td>
<td>Cross-validation</td>
<td>Type of study</td>
<td></td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>---------------------------</td>
<td>--------------------------</td>
<td>---------------------------------</td>
<td>------------------------------------------------------</td>
<td>------------------</td>
<td>---------------------</td>
<td></td>
</tr>
<tr>
<td>De Choudhury, Counts et al [29], 2013</td>
<td>489 users, with a median age of 25 years</td>
<td>Twitter</td>
<td>Accuracy: eng.+ego=0.593, n-grams=0.600, style=0.665, emo.+time=0.686, all features=0.701</td>
<td>Researcher-inferred</td>
<td>PCA(^1), SVM</td>
<td>5-fold cross-validation</td>
<td>Observational cohort study</td>
<td></td>
</tr>
<tr>
<td>Dinkel et al [30], 2019</td>
<td>142 speakers (42 depressed/100 nondepressed), the ages of the samples were not reported</td>
<td>Distress Analysis Interview Corpus-Wizard of Oz (WOZ-DAIC) database</td>
<td>Precision: 0.93, recall: 0.83, F-measure: 0.87</td>
<td>Researcher-inferred</td>
<td>LSTM</td>
<td>10-fold cross-validation</td>
<td>Observational cohort study</td>
<td></td>
</tr>
<tr>
<td>Sadeque et al [7], 2017</td>
<td>888 users (136 depressed/752 nondepressed), the ages of the samples were not reported</td>
<td>Reddit</td>
<td>F-measure: LibSVM(^a)=0.40, WekaSVM(^b)=0.30, RNN=0.34, Ensemble=0.45</td>
<td>User-declared</td>
<td>LibSVM, RNN, Ensemble, WekaSVM</td>
<td>5-fold cross-validation</td>
<td>Observational cohort study</td>
<td></td>
</tr>
<tr>
<td>Shatte et al [31], 2020</td>
<td>365 fathers in the perinatal period, the ages of the samples were not reported</td>
<td>Reddit</td>
<td>Precision: 0.67, recall: 0.68, F-measure: 0.67, accuracy: 0.66</td>
<td>Researcher-inferred</td>
<td>SVM</td>
<td>10-fold cross-validation</td>
<td>Observational cohort study</td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Sample</td>
<td>Platform</td>
<td>Outcome</td>
<td>Depression identification method</td>
<td>ML a approach type</td>
<td>Features examined</td>
<td>Cross-validation</td>
<td>Type of study</td>
</tr>
<tr>
<td>--------------------</td>
<td>-------------------------------</td>
<td>----------</td>
<td>----------------------------------------------</td>
<td>------------------------------------------------------</td>
<td>----------------------------------------------</td>
<td>----------------------------------------</td>
<td>-----------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Li et al [32], 2020</td>
<td>1,410,651 users, the ages of the samples were not reported</td>
<td>Twitter</td>
<td>Accuracy: SVM (radial basis function kernel)=0.82, SVM (linear kernel)=0.87, logistic regression=0.86, naïve Bayes=0.81, simple neural network=0.87</td>
<td>Researcher-inferred</td>
<td>SVM, logistic regression, naïve Bayes Classifier, simple neural network</td>
<td>512 features that were extracted from tweets using a universal sentence encoder</td>
<td>Not reported</td>
<td>Observational cohort study</td>
</tr>
</tbody>
</table>

AML: machine learning.

ROC: receiver operating characteristic.

SS: sequential S3 (smoothness, significance, and sanction).

ANEW: affective norms for English words.

LIWC: linguistic inquiry and word count.

RF: random forest.

SVM: support vector machine.

PTT: the gossip forum on the Professional Technology Temple.

EDDTW: event-driven depression tendency warning.


RNN: recurrent neural network.

KNN: k-nearest neighbor.

NB: naive Bayesian.

MSNL: multiple social networking learning.


MDL: multimodal depressive dictionary learning.

GBM: gradient boosting machine.

SMOTE: synthetic minority oversampling technique.

LDA: latent Dirichlet allocation.

PCA: principal component analysis.

LibSVM: library for support vector machines.

WekaSVM: Waikato Environment for Knowledge Analysis for support vector machines.

LSTM: long short-term memory.

EPDS: Edinburgh Postnatal Depression Scale.

A cluster of unigrams that has a great likelihood of appearing in depression-related posts.

The features were extracted using Metamap based on concepts from the Unified Medical Language System Metathesaurus.
### Table 3. Summary of the studies’ depression identification methods.

<table>
<thead>
<tr>
<th>Type of depression identification method and reference</th>
<th>Platform</th>
<th>Specific diagnostic method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Researcher-inferred mental status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>De Choudhury, Gamon, et al [25], 2013</td>
<td>Twitter</td>
<td>CES-D&lt;sup&gt;a&lt;/sup&gt; questionnaire</td>
</tr>
<tr>
<td>De Choudhury, Counts, et al [29], 2013</td>
<td>Twitter</td>
<td>CES-D&lt;sup&gt;a&lt;/sup&gt; questionnaire</td>
</tr>
<tr>
<td>Tsugawa et al [27], 2015</td>
<td>Twitter</td>
<td>CES-D&lt;sup&gt;a&lt;/sup&gt; questionnaire</td>
</tr>
<tr>
<td>Chen et al [28], 2018</td>
<td>WeChat</td>
<td>The Edinburgh Postnatal Depression Scale (EPDS) questionnaire</td>
</tr>
<tr>
<td>Dinkel et al [30], 2019</td>
<td></td>
<td>The Patient Health Questionnaire (PHQ-8)</td>
</tr>
<tr>
<td>Li et al [32], 2020</td>
<td>Twitter</td>
<td>The Patient Health Questionnaire (PHQ)</td>
</tr>
<tr>
<td>Wang et al [21], 2013</td>
<td>Sina Microblog</td>
<td>Diagnosis by psychologists using interviews and questionnaires</td>
</tr>
<tr>
<td>Tung et al [15], 2016</td>
<td>PTT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Diagnosis by three professional students</td>
</tr>
<tr>
<td>Shatte et al [31], 2020</td>
<td>Reddit</td>
<td>ICD-10&lt;sup&gt;c&lt;/sup&gt; and diagnosis by a clinical psychologist specializing in perinatal mental health</td>
</tr>
<tr>
<td><strong>User-declared mental status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Burdisso et al [14], 2019</td>
<td>Reddit</td>
<td>Statements specifically indicating depression, such as “I was diagnosed with depression.”</td>
</tr>
<tr>
<td>Marielarena-dondena et al [26], 2017</td>
<td>Reddit</td>
<td>Documents declaring depression diagnoses</td>
</tr>
<tr>
<td>Sadeque et al [7], 2017</td>
<td>Reddit</td>
<td>Statements like “I have been diagnosed with depression.”</td>
</tr>
<tr>
<td>Husseini Orabi et al [24], 2018</td>
<td>Twitter</td>
<td>Documents declaring depression diagnoses</td>
</tr>
<tr>
<td>Shen et al [6], 2017</td>
<td>Twitter</td>
<td>Tweets of statements like “I was diagnosed with depression.”</td>
</tr>
<tr>
<td>Islam et al [19], 2018</td>
<td>Facebook</td>
<td>Indication of depression by ground truth label information on selected posts</td>
</tr>
<tr>
<td><strong>Community membership</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nguyen et al [22], 2014</td>
<td>LiveJournal</td>
<td>Five “clinical” communities and five “control” communities</td>
</tr>
<tr>
<td>Fatima et al [23], 2018</td>
<td>LiveJournal</td>
<td>Five depressed and five nondepressed communities</td>
</tr>
</tbody>
</table>

<sup>a</sup>CES-D: Center For Epidemiologic Studies Depression Scale.
<sup>b</sup>PTT: the gossip forum on the professional technology temple.
<sup>c</sup>ICD-10: International Classification Of Diseases, tenth revision.

**Identification Based on Researcher-Inferred Mental Status**

Researcher-inferred mental status means that researchers identified the users’ mental status based on the content of the users’ online posts using ML approaches and professional diagnostic scales or expert opinions. Among the studies reviewed, 9 out of 17 studies [15,21,25,27-32] identified depression based on researcher-inferred mental status, while 6 [25,27-30,32] used professional diagnostic scales, and in 2 studies [15,21], depressive tendencies were identified in a traditional way, by clinical professionals; 1 study [31] used both diagnostic scales and expert opinions.

In particular, De Choudhury et al [25] conducted 2 studies using text data from Twitter in 2013. The first study collected data on 476 subjects who had reported depressive symptoms during September 2011-June 2012—among them 171 depressed users and 305 nondepressed users. The second study included 251 male and 238 female users, whose median age was 25 years [29].

In addition, Tsugawa et al [27] implemented data gathered from Japanese-speaking users through the Twitter application programming interface (API). They collected data on 209 participants—among them 121 males and 88 females aged 16 to 55 years, from December 4, 2013, to February 8, 2014, with a depression incidence of about 39%. The authors discuss the fact that Japanese personal pronouns work quite differently from those in Western languages, and subject words are often absent in Japanese texts, which could influence the performance of models being applied across different language contexts. And then, in a Chinese study, Chen et al [28] employed emoticon data from a WeChat circle of friends to detect perinatal depression. They gathered data on 446 perinatal participants, who had posted 1.17 million texts on the WeChat platform, 80% of the group being used as the training set, and the other 20% as the test set.
Finally, Dinkel et al [30] acquired text data from the Distress Analysis Interview Corpus-Wizard of Oz (WOZ-DAIC), a database that is publicly available. They combined data from 107 interviewees from the training set and 35 from the development set. The interviewees from the training set had a depression incidence of 28%, while those in the development set had an incidence of 34%.

In addition, Li et al [32] conducted a study using an ML approach to detect depression during the early COVID-19 outbreaks in the United States, based on the researcher-inferred depressive symptoms on Twitter. They collected tweet posts from 1,410,651 users, which were over 0.4% of the total population.

One of the 2 studies in which depression was identified in a traditional way was Wang et al’s [21]. They collected data on users of Sina microblog, which is one of the most popular social network services in China. They collected information from 6013 microblogs dating from August 1-15, 2012, and thus identified 122 depressed and 346 nondepressed subjects from among several hundred who had volunteered for the study. The second study, Tung et al [15], gathered about 18,000 web posts from the Chinese-language online forum PTT (the Gossip Forum on the Professional Technology Temple) from March 2004 to September 2011, of which 724 posts were selected as testing and training data. Next, a Chinese word segmentation and part-of-speech labeling tool was used for sorting and labeling the posts.

One other study combined depression diagnostic criteria with expert opinions. Shatte et al [31] studied the depression-related changes in mood among fathers who reported the births of children on Reddit posts. The study collected social media data on the fathers during the prepartum and postpartum periods and assessed features including behaviors, emotions, linguistic styles, and discussion topics, as well as more basic information.

Identification Based on User-Declared Mental Status

“User-declared mental status” means that users declared, in social media posts, that they had been diagnosed with depression. Six studies used depression identification based on user declarations of mental status in the social media data. Burdisso et al [14] divided the data gathered from users on Reddit into a training set and a test set. The last data set included 135 depressed users and 752 nondepressed ones. Mariñelarena-dondena et al [26] constructed a data set containing 486 submissions, including posts and comments gathered from members of the Reddit community between February 2017 and April 2017. The final data set consisted of 83 depressed users and 403 nondepressed ones. And Sadeque et al [7] used the Reddit API to conduct data collection and constructed a data set of posts by 888 Redditors, among whom 136 were depressed, and 752 were nondepressed.

Two other studies constructed their experimental data sets using Twitter data. Husseini Orabi et al [24] selected 154 users whose Twitter labels were depressed or nondepressed. They also used the users’ posts published under the Bell Let’s Talk campaign, and the final data collection consisted of 53 depressed users and 101 nondepressed. The second study, Shen et al [6], gathered data from users whose tweets had stated “I was diagnosed with depression” on Twitter. Altogether, they collected 292,564 tweets that had been posted by 1402 depressed subjects over the course of a month.

Islam et al [19] collected text data from Facebook in order to explore ways of detecting depression. Of the total of 7145 posts that they collected, 58% were from depressed users, and 42% were from nondepressed ones.

Identification Based on Community Membership

Two studies that both explored depression identification, using community membership as an identifier, collected their data from LiveJournal. To construct a balanced data set, Nguyen et al [22] selected 5000 posts from five depressed (“clinical”) communities and 5000 posts from five nondepressed (“control”) communities. Fatima et al [23] also used data from five depressed and five nondepressed communities. Their final data set consisted of a total of 4026 posts, which included 2007 from nondepressed, and 2019 from depressed communities.

The ML Approaches for Depression Detection

The ML approaches used in these studies included supervised learning (SL) and unsupervised learning (UL) approaches. SL methods specify a targeted outcome variable, such as the presence of a mental disorder, and are often used in prediction tasks. UL methods are used to detect relationships among the variables in a data set in the absence of a specified target outcome or response variable to supervise the analyses. UL aims to discover underlying structures such as clusters, components, or dimensions, in the data set [12]. Among the 17 ML-based studies reviewed here, 14 used SL approaches to explore depression detection methods, [7,14,15,19,21-25,27,28,30-32] and 3 used UL approaches [6,26,29] (Table 4).
Table 4. Summary of the machine learning approaches used in the depression detection studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Machine learning approaches</th>
<th>Features</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Supervised learning approaches</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nguyen et al [22], 2014</td>
<td>The Lasso model</td>
<td>Affective features, mood tags, the linguistic inquiry and word count (LIWC) features and topics that were all extracted from posts on LiveJournal.</td>
<td>Community classification of user (Accuracy): ANEW=0.89, mood=0.96, topic=1, LIWC=1; Community classification of post (Accuracy): topic=0.93, LIWC=0.88</td>
</tr>
<tr>
<td>Chen et al [28], 2018</td>
<td>LSTM&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Top 10 emotions in the data set</td>
<td>Depression, according to the LSTM, and according to the EPDS&lt;sup&gt;b&lt;/sup&gt;. The results were similar for both</td>
</tr>
<tr>
<td>Dinkel et al [30], 2019</td>
<td>LSTM</td>
<td>Words from online posts</td>
<td>Precision=0.93, recall=0.83, F-measure=0.87</td>
</tr>
<tr>
<td>Wang et al [21], 2013</td>
<td>Bayes, Trees, and Rules</td>
<td>Micro-blog content, interactions, and behaviors</td>
<td>Bayes: Mean absolute error=0.186, ROC=0.908, F-measure=0.85; Trees: Mean absolute error=0.239, ROC=0.798, F-measure=0.762; Rules: Mean absolute error=0.269, ROC=0.869, F-measure=0.812</td>
</tr>
<tr>
<td>Burdisso et al [14], 2019</td>
<td>The proposed model: SS3</td>
<td>Words in online text users posts on Reddit</td>
<td>SS3: F-measure =0.61, precision=0.63, recall=0.60</td>
</tr>
<tr>
<td>De Choudhury et al [25], 2013</td>
<td>SVM&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Engagement, egocentric social graph, emotion, linguistic style, depression language, demographics</td>
<td>Accuracy: engagement=0.553, ego-network=0.612, emotion=0.643, linguistic style=0.684, depression language=0.692, demographics=0.513, all features=0.712</td>
</tr>
<tr>
<td>Tsugawa et al [27], 2015</td>
<td>LDA&lt;sup&gt;d&lt;/sup&gt;, SVM</td>
<td>Frequencies of words used in the tweet, ratio of tweet topics found by LDA, ratio of positive-affect words contained in the tweet, ratio of negative-affect words contained in the tweet, hourly posting frequency, tweets per day, average number of words per tweet, overall retweet rate, overall mention rate, ratio of tweets containing a URL, number of users following, number of users followed</td>
<td>Precision=0.61, recall=0.37, F-measure=0.46, accuracy=0.66</td>
</tr>
<tr>
<td>Islam et al [19], 2018</td>
<td>SVM, decision tree, ensemble, KNN&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Emotional information (positive, negative, anxiety, anger, and sad), linguistic style (prepositions, articles, personal, conjunctions, auxiliary verbs), temporal process information (past, present, and future)</td>
<td>Decision Tree (F-measure): emotional process=0.73, linguistic style=0.73, temporal process=0.73, all features=0.73; SVM (F-measure): emotional process=0.73, linguistic style=0.73, temporal process=0.73, all features=0.73; KNN (F-measure): emotional process=0.71, linguistic style=0.70, temporal process=0.70, all features=0.67; Ensemble (F-measure): emotional process=0.73, linguistic style=0.73, temporal process=0.73, all features=0.73</td>
</tr>
<tr>
<td>Fatima et al [23], 2018</td>
<td>Random forests, SVM</td>
<td>The feature set values serve as an input to the classification algorithm, which were extracted from first person singular, positive emotion, negative emotion, anxiety, cognitive process, insight, cause, affiliation health, and informal language of text online.</td>
<td>The proposed RF-based model (Accuracy): post=0.898, community=0.950, depression degree=0.923; SVM (Accuracy): post=0.82, community=0.895</td>
</tr>
<tr>
<td>Shatte et al [31], 2020</td>
<td>SVM</td>
<td>Fathers’ behaviors, emotions, linguistic style, and discussion topics</td>
<td>Precision=0.67, recall=0.68, F-measure=0.67, accuracy=0.66</td>
</tr>
<tr>
<td>Hussein Orabi et al [24], 2018</td>
<td>CNN&lt;sup&gt;f&lt;/sup&gt;-based models, RNN&lt;sup&gt;g&lt;/sup&gt;-based models, SVM</td>
<td>Twitter text, among which all the @mentions, retweets, nonalphanumeric characters and, URLs were removed by researchers.</td>
<td>The optimized CNN model: accuracy=0.880</td>
</tr>
<tr>
<td>Sadeque et al [7], 2017</td>
<td>LibSVM, RNN, Ensemble, WekaSVM</td>
<td>Depression lexicon, metamap features</td>
<td>F-measure: LibSVM=0.40, WekaSVM=0.30, RNN=0.34, Ensemble=0.45</td>
</tr>
<tr>
<td>Li et al [32], 2020</td>
<td>SVM, logistic regression, naïve Bayes classifier, simple neural network</td>
<td>512 features that were extracted from tweets using a universal sentence encoder</td>
<td>Accuracy: SVM (radial basis function kernel)=0.82, SVM (linear kernel)=0.87, logistic regression=0.86, naïve Bayes=0.81, simple neural network=0.87</td>
</tr>
</tbody>
</table>
Outcomes

Features

Study

Machine learning approaches

Unsupervised learning approaches

Tung et al [15], 2016

EDDTW

Negative emotion lexicon, negative thought lexicon, negative event lexicon, and symptoms lexicon

Precision=0.593
Recall=0.668
F-measure=0.624

Shen et al [6], 2017

MDL, NB, MSNL, WDL

Social network feature (number of tweets, social interactions, and posting behaviors), user profile feature (users’ personal information in social networks), visual feature, emotional feature, topic-level feature, domain-specific feature

Accuracy: NB=0.73, MSNL=0.83, WDL=0.77, MDL=0.85

De Choudhury, Counts et al [29], 2013

PCA, SVM

Post-centric features (emotion, time, linguistic style, n-grams), user-centric features (engagement, ego-network)

Accuracy: eng.+ego=0.593, n-grams=0.600, style=0.658, emo.+time=0.686, all features=0.701

Maridelarena-don-dena et al [26], 2017

SVD, GBM, SMOTE

n-grams that could produce large feature space and hold important information

Precision=0.850, recall=0.810, F-measure=0.829, accuracy=0.948

Detection With Supervised Learning Approaches

The SL approaches used include regression and classification. Among the 14 studies that employed SL, 3 used regression [22,28,30], 8 adopted classification, [14,15,19,21,23,25,27,31], and 3 combined the two approaches [7,24,32].

Of the 3 that used regression-type SL approaches, Nguyen et al [22] found that the model performed best at community classification (accuracy of 100%) when linguistic inquiry and word count (LIWC) software and topics features were input, while affective feature and mood tags produced accuracies of 89% and 96%, respectively. Moreover, when LIWC and topics were used as feature sets in blog postclassification, performance was effective, with accuracies of 88% and 93%, respectively. Chen et al [28] conducted perinatal depression screening based on data from the WeChat circle of friends with a long short term memory (LSTM) network model. Their results indicated that the prediction power of LSTM was similar to that of the Edinburgh Postnatal Depression Scale, which has been demonstrated to be effective for perinatal depression detection.

Similar to Chen et al’s study [28], Dinkel et al [30] also adopted LSTM to conduct depression detection based on data from the WOZ-DAIC database. They found that the behavioral aspects of texts were more useful for depression detection than the actual text content, and the proposed bidirectional long short-term memory model obtained the best performance, with the highest F1 score (0.87).

Additionally, 8 studies focused on depression detection using classification-type SL approaches [14,15,19,21,23,25,27,31]. Among the 8 studies, 4 focused on social media users [14,21,25,27], while 4 focused on submissions (comments and posts) [15,19,23,31]. Among the 4 studies focusing on users, Wang et al [21] focused on 468 users of the Sina Microblog, employing three types of approaches: rules, trees, and Bayes, all of which achieved accuracies around 80%. They discovered that users’ number of times of mentioning others was highly predictive of depression. Meanwhile, Burdisso et al [14] proposed the sequential S3 (smoothness, significance, and sanction; SS3) model to conduct depression screening using text data from 887 selected Reddit users, acquiring higher
prediction accuracy than other models. The SS3 model would prompt the “large-scale passive monitoring” to be conducted online incrementally. It was not aimed at autonomous diagnosis but intended as a complementary tool to other more well-established methods for diagnosing psychological problems. They also stated that a set of legal and ethical questions related to data ownership and protection were open to debate. In addition, De Choudhury, Gamon et al [25] and Tsugawa et al [27] both used SVM approaches. De Choudhury, Gamon et al [25] conducted depression detection using SVM and obtained good performance, with an accuracy of 70%. Analyzing the behaviors of depressed users, they concluded that depressed users showed decreasing social activity, higher self-attentional focus, more negative emotion, increased expression of religious thoughts, and heightened medicinal and relational concerns. Among those not using SVM, Tsugawa et al [27] applied LDA, which performed with an accuracy of 66%. They found that the research results on effective depression predictors for Japanese users were different from those that were effective for people posting in English. Specifically, the number of times posting and mentioning others had good predictive power for English-based studies [21,25] but were not robust features in the Japanese study.

Of the 4 studies that focused on posting submissions, Tung et al [15] proposed an event-driven depressive tendency warning (EDDTW) model for detecting depressive tendencies based on posts on PPT networks, which showed the highest F-measure score for 0.624 of the EDDTW model, suggesting that EDDTW could be used to track trends or changes in depression among post authors. Fatima et al [23] used random forests and SVM to conduct classifications, achieving post and community classifications based on random forests with accuracies of 90% and 95%, and post and community classifications based on SVM with accuracies of 82% and 90%. Shatte et al [31] collected 3889 submissions and 63,907 comments from fathers reporting birth events over a 6-month period and assessed the data using linear support vector classification. They found that SVM with linear kernel produced the best prediction results. Besides, Islam et al [19] conducted depression prediction based on text data from Facebook, showing that decision trees acquired the highest accuracy in different experiments than other ML approaches.

Finally, 3 studies combined regression and classification [7,24,32]. Husseini Orabi et al [24] used convolutional neural networks (CNN), recurrent neural network (RNN), and SVM to predict depression, obtaining high accuracy of 88% with an optimized CNN model. The experiment indicated that CNN-based models performed better than RNN-based models for depression detection, and user-level classification could perform well in imbalanced or small data sets. Sadeque et al [7] predicted depression with a library for support vector machines, RNN, WekaSVM (Waikato Environment for Knowledge for support vector machines), and Ensemble models. They found the ensemble models performed better than the individual model and more data could improve traditional performance measures. Moreover, Li et al [32] proposed the correlation explanation (CorExSQ) algorithm that integrates with clinical stress measure index (PHQ-9) for depression detection using biweekly COVID-19 related language data from Twitter. And the innovative algorithm predicts depressive symptoms effectively and could be applied to other cases for stress detection.

Detection With Unsupervised Learning Approaches

Three studies combined SL and UL approaches. Shen et al [6] employed four approaches of multimodal depressive dictionary learning (MDL), naive Bayesian, multiple social networking learning, Wasserstein Dictionary Learning, and they demonstrated that the proposed MDL model is effective in depression detecting, obtaining the best performance with an F1-Measure of 85%. The researchers found Twitter users’ posting behaviors contributed more to depression detection than posting content. Simultaneously, De Choudhury, Counts et al [29] adopted principal component analysis and SVM as predicting approaches, and the SVM classifier achieved a high accuracy of 73% for depression detection. The researchers pointed out that the study conducted an analysis leveraging people’s information and health behaviors, which might involve sensitive privacy and ethical issues about data protection. And the privacy and ethical issues deserved serious consideration in the process of research. Finally, the study of Mariñellarena-dondena et al [26] introduced singular value decomposition, gradient boosting machines, and synthetic minority oversampling techniques as predicting approaches, and the proposed deep learning approach performed better than other classifiers for depression detection, achieving an accuracy of over 94%.

Discussion

Principal Findings

Our review aimed to outline studies that conducted depression detection with ML approaches based on text from social media. According to studies included in this review, researchers would extract features from online text users posted on social media using text analysis strategies such as LIWC and other word-embedding models. Next, the researchers input the features into ML models to conduct depression prediction. The features among the seventeen studies were all produced based on words in the online text, such as emotional information, linguistic style, temporal process information, social network features, etc. As for ML approaches used in depression predicting, SL was adopted more than UL. According to the above-mentioned studies [22,23], ML approaches achieved good accuracies for depression detection using text from social media, such as Facebook, Twitter, mic-blog, etc. Nevertheless, some studies also presented that there were several challenges with ML approaches [14,15,21], and problems of piracy and popularization were ongoing concerns [18].

It is worth noting that there are some common patterns in the studies reviewed here. In terms of depression identification, the existing studies analyzed in this review are consistent in that the researchers, in each case, first identified depressed and nondepressed groups among their subjects, according to either researcher-inferred mental status, user-declared mental status, community membership, or clinicians’ judgments and then explored ways of classifying the subjects using ML approaches.
and measured the accuracies of the models’ predictions. Furthermore, most of the experiments reviewed here used SL rather than UL models. UL is used to identify unobserved or underlying psychological dimensions and explore how to achieve optimal classification, while SL uses existing information in the feature database for higher-level analyses concerning identification. SL uses classifications established ahead of time to explore ways to forecast a specific outcome of interest, such as the presence of a psychiatric disorder (e.g., depression and anxiety). UL explores phenomena such as clustering and compression within sets of unlabeled data [33]. Therefore, for scenarios where prediction of a specific variable, such as depression, is the aim, SL approaches may be more accurate and efficient than UL approaches [12].

Several limitations and challenges of the depression identification and predicting models reviewed here should be acknowledged. Firstly, for depression identification, the fact that some types of information about the individuals, such as sociodemographic characteristics, behaviors behind the scenes, psychological, social, and cultural environment are often lacking in social media data and pose challenges that may be hard to resolve [29,31]. Secondly, the quantities of individual users’ posts vary greatly, and posts containing too few of the terms designated as relevant input could lead to bias in depression identification [15]. Moreover, all of the study samples of the 17 studies reviewed were from either China, Japan, the United States, or other English-speaking countries. As a result of cultural and other differences, populations from different countries tend to differ in terms of posting frequencies and content, which may also lead to bias in depression identification. The generalizability of measurement standards for depression is also limited across countries and cultures [27]. It should also be mentioned that the studies reviewed here all explored ML approaches to detecting depression using only text data from social media, which may have limited their predictive efficacy. Given that social media data can also include videos, photos, etc, it may be that including more types of social media data in analyses could make depression identification programs more powerful.

The challenges facing ML approaches for depression detection may, however, be resolvable. For example, existing studies indicate that homophily exists among depressed users; that is to say, friends who interact with depressed users frequently are more likely to have depressive symptoms themselves. Therefore, the interactions and ties between users are significant. But the data used in such prediction models tend to be widely scattered on social media, and it is difficult to analyze the connections among individuals in such a way as to improve the accuracies of the ML approaches [21]. Moreover, only a large-scale data set could facilitate high accuracy in predictive applications. However, due to the characteristics of the data, it is hard to collect a sufficiently large mass of data to optimize the ML approaches applied. Often the studies are conducted based only on several hundred subjects [7,27].

In addition, the approaches and features selected for the analyses are crucial aspects of studies in this area. Wider ranges of possible features, such as specific depression lexicons appropriate for particular cultural populations or groups, and more complex techniques for analyzing posts should be explored with a view to ameliorating experimental processes and improving the accuracies of models [7]. The study conducted by De Choudhury, Gamon, et al [25], for example, in addition to using principal component analysis to perform feature reduction, also employed data abstraction techniques such as entropy, variance, and an average of the features which were significantly helpful in identifying the effects of the methods used in the study. Some approaches, however, tend to have deficiencies in both generalizability and variables selected for measurement. For example, there was a study that ended up not identifying depressed users, but only depressive tendencies, as revealed in posts on social media, because of the methods they applied [17]. Finally, there tends to be bias in the detection of depression when ML approaches are applied to data from social media. We know, for example, that youth and middle-aged people tend to be more active on social media than young children and older adults [32]. It’s also true that there is a digital divide between people with higher and lower incomes [34], and people in more developed and richer countries and localities use social media more than those in poor and undeveloped areas, etc. What’s more, most older adults seldom go on the internet. For example, according to the Pew Research Center, only 22% of American adults report using Twitter, and 73% of those people are under the age of 50 years [35]. Therefore, we cannot obtain data from social media that will represent all groups, leading to inherent population biases in studies based on social media.

To improve the validity and feasibility of depression detection research based on the application of ML approaches to social media data, increased efforts to reduce research bias will be needed. For depression identification, researchers should employ criteria and tools for depression diagnosis that are both accurate and suitable for different online populations. Moreover, collecting personal information such as sociodemographic characteristics and behaviors behind the scenes should also be considered, where necessary and ethical [31]. Furthermore, on methods used for predicting, first, it is important to refine the prediction results by continually exploring optimal input features, models, and ML approaches through constant training and learning with larger-scale samples. Second, studies should focus on standardizing the measures being used for depression detection with ML approaches and on developing scalable approaches for automated tracking of public psychological health in the future. Third, to avoid estimate biases caused by small sample sizes, researchers should focus on obtaining samples that are as large as possible for their analyses. Finally, discussions about the issues involved in the studies should include computer scientists, psychologists, clinicians, ethicists, lawyers, policymakers, as well as user representatives from various user groups.

**Conclusions**

In summary, the studies described in this review have demonstrated that ML approaches can be effective for detecting depression using text data from social media and that the objective of developing a highly valid approach for such research may be within reach. Additionally, it seems appropriate and applicable for these methods to function as a complementary
tool to the more traditional, established methods for diagnosing depression. However, further research is still needed in the areas of sample size, optimization of predictive approaches and features, generalizability, privacy issues, and general research ethics.
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Abstract

Background: Advancements in science and various technologies have resulted in people having access to better health care, a good quality of life, and better economic situations, enabling humans to live longer than ever before. Research shows that the problems of loneliness and social isolation are common among older adults, affecting psychological and physical health. Information and communication technology (ICT) plays an important role in alleviating social isolation and loneliness.

Objective: The aim of this review is to explore ICT solutions for reducing social isolation or loneliness among older adults, the purpose of ICT solutions, and the evaluation focus of these solutions. This study particularly focuses on customized ICT solutions that either are designed from scratch or are modifications of existing off-the-shelf products that cater to the needs of older adults.

Methods: A scoping literature review was conducted. A search across 7 databases, including ScienceDirect, Association for Computing Machinery, PubMed, IEEE Xplore, PsycINFO, Scopus, and Web of Science, was performed, targeting ICT solutions for reducing and managing social isolation and loneliness among older adults. Articles published in English from 2010 to 2020 were extracted and analyzed.

Results: From the review of 39 articles, we identified 5 different purposes of customized ICT solutions focusing on reducing social isolation and loneliness. These were social communication, social participation, a sense of belonging, companionship, and feelings of being seen. The mapping of purposes of ICT solutions with problems found among older adults indicates that increasing social communication and social participation can help reduce social isolation problems, whereas fulfilling emotional relationships and feeling valued can reduce feelings of loneliness. In terms of customized ICT solution types, we found the following seven different categories: social network, messaging services, video chat, virtual spaces or classrooms with messaging capabilities, robotics, games, and content creation and management. Most of the included studies (30/39, 77%) evaluated the usability and acceptance aspects, and few studies (11/39, 28%) focused on loneliness or social isolation outcomes.

Conclusions: This review highlights the importance of discussing and managing social isolation and loneliness as different but related concepts and emphasizes the need for future research to use suitable outcome measures for evaluating ICT solutions based on the problem. Even though a wide range of customized ICT solutions have been developed, future studies need to explore the recent emerging technologies, such as the Internet of Things and augmented or virtual reality, to tackle social isolation and loneliness among older adults. Furthermore, future studies should consider evaluating social isolation or loneliness while developing customized ICT solutions to provide more robust data on the effectiveness of the solutions.

(JMIR Ment Health 2022;9(3):e34221) doi:10.2196/34221
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Introduction

Background

Advancements in science and various technologies have resulted in people having access to better health care, a good quality of life, and better economic situations, enabling humans to live longer than ever before. It is estimated that the number of older adults (aged ≥65 years) in the population, as of 2020, is approximately 727 million, and this number is expected to increase to 1.5 billion, which will be approximately 16% of the world’s population by 2050 [1]. Humans are social beings; we are biologically and psychologically hardwired to stay connected and be social with other people. If this socialness is taken away from us, it can lead to social isolation and loneliness. According to De Jong Gierveld et al [2], loneliness is defined as the subjective feeling of being alone, whereas social isolation is the objective lack of social connections with other people. This review focuses on both social isolation and loneliness.

Studies show that the problems of loneliness and social isolation are much more common among older adults because of various factors such as living alone, the loss of family members or friends, chronic illness, and physical conditions. [3,4]. Furthermore, the recent COVID-19 pandemic has, without doubt, affected people belonging to all age groups. The COVID-19 quarantine restrictions have changed people’s daily lives, resulting in reduced social interaction and social participation [5]. As a result, there has been an increased focus on social isolation and loneliness in all ages, especially in older adults [6]. Both social isolation and loneliness affect people psychologically by increasing stress, anxiety, depression, dementia, Alzheimer disease, cognitive decline, and the risk of suicide [7-9]. In addition, the same studies show that social isolation and loneliness affect people biologically by increasing the risk of many health conditions such as high blood pressure, a weakened immune system, obesity, heart disease, and death. Therefore, with this ongoing pandemic and social distancing norms, there is a need for everyone (not least older adults) to stay connected to prevent, reduce, and manage social isolation and loneliness.

Information and communication technology (ICT) can play an important role in alleviating social isolation and loneliness [10-12]. Social networking services such as Facebook and WhatsApp focus on connecting users with their family or friends and enhancing social relationships. However, the existing commercial off-the-shelf (COTS) products or applications such as Facebook mostly cater to the younger generation and do not consider the needs of older adults [13,14]. As a result, older adults find it difficult to adapt and use these technologies [15]. Therefore, there is a necessity to design customized solutions for older adults that are either designed from scratch or modifications of existing COTS products or applications tailored to the needs of individuals or groups. Although there have been some attempts to design and develop customized ICT solutions that are catered to older adults for managing social isolation or loneliness [16], there is a need to summarize current empirical research on these customized ICT solutions to understand what the existing ICT solutions provide and what purpose they have.

Currently, there are some literature reviews summarizing ICT solutions (see the Related Research section below) that address social isolation or loneliness for older adults. However, to the best of our knowledge, there is no literature review that summarizes only customized ICT solutions that are designed for older adults for reducing social isolation or loneliness.

In addition, in general, there are different mechanisms and purposes in developing solutions that target social isolation and loneliness [17,18]. For example, messaging applications focus on improving social communication among older adults to reduce their social isolation. In addition, recent technology has developed a long way and introduced social robots for older adults that provide companionship to combat loneliness [19]. Therefore, finding out the purpose of each ICT solution will help in choosing the appropriate solution for managing social isolation or loneliness. Hence, to address this gap, this review summarizes the customized ICT solutions that are designed for older adults for reducing social isolation and loneliness. In addition, this review investigates the purpose of each ICT solution and the evaluation focus of these solutions.

The following research questions have been identified and addressed in this study: (1) What were the purposes of the customized ICT solutions for reducing social isolation or loneliness? (2) What are the customized ICT solutions proposed for reducing social isolation or loneliness among older adults? (3) What aspects of customized ICT solutions have been evaluated?

This study updates the existing literature with the latest evidence on ICT solutions, focusing on social isolation or loneliness among older adults. This review also intends to provide practitioners and researchers in this field with a better insight into how to manage social isolation or loneliness among older adults by distinguishing different types of ICT solutions, the purposes of these solutions, and what has been evaluated.

Related Research

In this section, we will present previous literature reviews that exclusively investigated ICT interventions targeting social isolation or loneliness among older adults to position our literature review and knowledge contribution. Below, Table 1 provides a summary of the current literature reviews, describing the years the literature review covers, the problems investigated, whether the literature review included customized solutions, the purpose of the ICT intervention, and the types of ICT interventions identified in their studies.

As shown in Table 1, 6 reviews provided empirical evidence of ICT solutions for reducing loneliness or social isolation among older adults. However, they mostly covered general ICT use, computer training, and existing social network impact and included less customized solutions or did not include them at all [11,12,20-23]. The review by Baker et al [10] included studies with existing COTS applications as well as small-scale studies that developed prototypes or applications. They addressed social isolation and focused on solutions that increased social participation. In the same review, they found that social networking services (5 COTS and 8 customized) and touch screen–based interventions (1 COTS and 8 customized)
were primarily used to combat social isolation. None of the reviews in Table 1 covered only customized solutions that were designed specifically for older adults. In addition, the purposes of the ICT interventions were not examined explicitly in those reviews.

Table 1. Overview of existing literature reviews of information and communication technology (ICT) interventions.

<table>
<thead>
<tr>
<th>Source</th>
<th>Years included in the review</th>
<th>Problem investigated</th>
<th>Included customized solutions</th>
<th>Purpose of ICT intervention covered (Research question 1)</th>
<th>Types of ICT interventions (part of research question 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baker et al [10]</td>
<td>2000 to August 2016</td>
<td>Social participation and reducing social isolation</td>
<td>Yes (23 out of 36 included studies)</td>
<td>Not covered</td>
<td>Touch screen technology, Social networking services, Adaptation of existing technology platforms, Use of games, ICT training</td>
</tr>
<tr>
<td>Chen and Schulz [11]</td>
<td>2002 to 2015</td>
<td>Social isolation (but included both loneliness and social isolation)</td>
<td>Yes (3 out of 25 included studies)</td>
<td>Not covered</td>
<td>General ICT use, Social networking services, Telephone befriending, Video games, Virtual pet</td>
</tr>
<tr>
<td>Ibarra et al [12]</td>
<td>Until January 2020</td>
<td>Social isolation and loneliness</td>
<td>Yes (10 out of 25 included studies)</td>
<td>Not covered</td>
<td>General internet use for interaction (eg, discussions in forums) and email, Video chat, Social networks, Virtual spaces or classrooms with messaging capabilities, Messaging services, Virtual companions, Phone calls</td>
</tr>
<tr>
<td>Khosravi et al [20]</td>
<td>2000 to 2015</td>
<td>Social isolation and loneliness</td>
<td>Yes (6 out of 34 included studies)</td>
<td>Not covered</td>
<td>General ICT use, Video game, Robotics, Personal reminder information and social management system, Asynchronous peer support chat room, Social networking sites, Telecare, 3D virtual environment</td>
</tr>
<tr>
<td>Noone et al [21]</td>
<td>2004 to April 7, 2020</td>
<td>Social isolation and loneliness</td>
<td>Not included</td>
<td>Not covered</td>
<td>Only 1—videoconferencing</td>
</tr>
<tr>
<td>Choi et al [22]</td>
<td>2001 to July 2012</td>
<td>Loneliness</td>
<td>Not included</td>
<td>Not covered</td>
<td>Not categorized but included only computer training and general ICT use studies</td>
</tr>
<tr>
<td>Casanova et al [23]</td>
<td>2002 to 2019</td>
<td>Loneliness</td>
<td>Not included</td>
<td>Not covered</td>
<td>Not categorized but included only general ICT use, computer training, and social network studies</td>
</tr>
</tbody>
</table>

**Methods**

**Overview**

This paper undertakes a scoping review of the literature to summarize the customized ICT solutions for reducing social isolation or loneliness among older adults. We conducted a scoping literature review in which the mnemonic population, concept, and context guided the focus [24,25]. The population in question was older adults. The concept related to customized ICT solutions proposed for reducing social isolation or loneliness among older adults. The context was the setting; that is, where these types of ICT solutions are being used (eg, in a private home or in a nursing home). The review process started with planning the review protocol and continued with a search process, practical screening of articles, extraction, and analysis of data.

**Search Strategy**

Electronic searches for this study were conducted in December 2020 using the following seven databases: ScienceDirect, Association for Computing Machinery, PubMed, IEEE Xplore, PsycINFO, Scopus, and Web of Science. In this study, the Association for Computing Machinery and IEEE Xplore were chosen to cover computing and information technology articles, whereas PubMed and PsycINFO were chosen to include medical and psychology-related articles. ScienceDirect, Web of Science, and Scopus were selected to include studies in multidisciplinary areas of interest such as the social sciences. On the basis of the
research questions, keywords were divided into three categories: older adults (“Older” OR “Senior” OR “Elder”), technology intervention (“Information and Communication technology” OR “ICT” OR “Internet” OR “Mobile” OR “Sensor” OR “Social media” OR “Information technology” OR “HCI” OR “Human Computer Interaction” OR “Robot” OR “Computer”), and problem (“Loneliness” OR “Social isolation”). The search was limited to publication years (2010 to 2020); title, abstract, and keywords; and articles in English. The initial search process was carried out by the first author (GT). The inclusion and exclusion criteria and data extraction format were drafted by the first author and then reviewed and finalized in coordination with the coauthors. Following that, screening and data extraction were performed by the first author and, in case of any uncertainty, the coauthors were consulted. Further conflicts were resolved through discussion until a consensus among the authors was reached.

**Inclusion and Exclusion Criteria**

We defined the following inclusion and exclusion criteria (Textbox 1) to retrieve the eligible studies for this review. An article was retained if it met all the inclusion criteria and was rejected if it met any of the exclusion criteria.

**Textbox 1. Inclusion and exclusion criteria.**

**Inclusion criteria**

- Full paper written in English
- Empirical studies that developed or presented a customized information and communication technology (ICT) solution with a primary focus on loneliness or social isolation
- Focus on older adults (as defined by the articles)

**Exclusion criteria**

- Nonresearch articles (such as magazines, guest editorial letters, forewords, keynotes, book reviews, posters, and workshop invitations)
- Empirical articles that did not develop or present a customized ICT solution for managing loneliness or social isolation
- Conceptual studies, theoretical studies, or review articles

**Selection of Articles**

Using the above-mentioned search strategy, 1409 articles were retrieved—584 (41.45%) from Web of Science, 338 (23.99%) from Scopus, 188 (13.34%) from PubMed, 97 (6.88%) from PsycINFO, 83 (5.89%) from the Association for Computing Machinery, 72 (5.11%) from IEEE, and 42 (2.98%) from ScienceDirect, and 5 (0.35%) additional articles were retrieved through a manual search by screening reference lists. Subsequently, 41.31% (582/1409) duplicate articles were removed. The remaining 827 articles were screened by reading their abstracts, which resulted in 122 (14.8%) papers that fit the focus and scope of this study. Full texts of the 122 studies were then screened using the inclusion and exclusion criteria (Textbox 1), and 72 (59%) papers were excluded. Furthermore, if an author published multiple follow-up articles with the same ICT solution, the most recent article or the one with most of the details was selected. In this way, another 9% (11/122) of articles were excluded, which led to 39 articles being retained. The entire selection process and the reasons for exclusion are outlined and reported in Figure 1 based on the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [26].
Data Analysis and Synthesis

From the shortlisted articles, the first author extracted the following data based on the research questions. To answer the first research question (ie, the intended purpose of the proposed ICT solution), we extracted the problem area and aim of the proposed solution. If the aim was not mentioned explicitly or was not clear, we analyzed the solution and noted what the solution was set to accomplish. For the second research question (ie, customized ICT solutions), we obtained the types of ICT solutions based on the use or functionality, the devices used, and their features. In addition, adapted from another review study [12], if the solution facilitated social interaction, we noted a different context of interactions and the contacts made by the participants. We used the existing categories (ie, social network, video chat, messaging services, video games, robotics, virtual spaces, or classrooms with messaging capabilities) identified in previous reviews [12,20] as a starting point to categorize the ICT solutions and added if any new type of ICT solution was found. For example, we added content creation and management system. For the third research question, we noted how the study was evaluated, its sample size, the age group of the included participants, the evaluation environment, the dependent variables, the scales used for the dependent variables, and the outcome of those measurements. Owing to the heterogeneity of the included studies, narrative synthesis was performed.

Results

Main Characteristics of the Included Studies

Most of the 39 included studies were conducted in Europe (20/39, 51%), followed by North America (9/39, 23%) and Asia (4/39, 10%). Nearly 16% (6/39) of the included studies lacked information about their country of study. The age group of the study population varied among the studies. Most of the studies (16/39, 41%) included older adults with a starting age of 65 years, followed by ≥60 years (8/39, 21%), ≥55 years (4/39, 10%), ≥70 years (3/39, 8%), ≥75 years (2/39, 5%), and ≥50 years (1/39, 3%).
years (2/39, 5%), and the remaining studies did not mention the starting age of their study population. The customized solutions designed by the included studies were mostly tested in regular living environments (28/39, 72%), such as older adults’ homes, care centers, retirement homes, and nursing homes. Of the 39 studies, 6 (15%) tested their solutions in their laboratory environments, 1 (3%) tested it in a hospital setting, another one (3%) evaluated it in an exhibition setting, and 3 (8%) did not provide information about the study environment.

From the review of 39 studies, most (20/39, 51%) addressed the problem of social isolation (Multimedia Appendix 1 [12,16,27-63]), whereas 9 (23%) focused on loneliness, and 10 (26%) focused on both social isolation and loneliness. Studies that mentioned both problems considered social isolation and loneliness as similar concepts and referred to them interchangeably. For instance, Sidner et al [27] referred to social isolation in their aim and used loneliness in the hypothesis, whereas Goumopoulos, Papa, and Stavrianos [28] used both social isolation and loneliness in their aim and hypothesis but measured only loneliness. Some studies defined the concept of social isolation as a lack of social relationships, a lack of social support, and reduced participation in social activities [29-31]. Of the 39 studies, 2 (5%) pointed out that, because of the high use of digital communication among younger generations, older adults who were reluctant to use or uncomfortable with existing technologies were not able to have social interactions and felt left out, which contributed to their social isolation [32,33]. The studies addressing loneliness defined it as “feeling invisible,” solitude, and living alone [34-36]. Overall, 33% (13/39) of the studies did not have a clear definition of these 2 concepts.

**Purposes of Customized ICT Solutions**

With respect to the purposes of the proposed solutions, 5 different purposes were identified from the included studies. Most of the studies (31/39, 79%) focused on 1 purpose and designed the solution based on this, whereas 21% (8/39) focused on 2 purposes and provided solutions. The problems addressed in the included studies and the purposes of the proposed solutions are shown in [Figure 2](#). Most of the studies (27/39, 69%; Multimedia Appendix 1) addressed the problem of social isolation or loneliness with the purpose of increasing social communication (ie, increasing the older adult’s social interaction with their social contacts, mainly family and friends, through web-based chat, videoconferencing, group chat, and email [28,33,37]). Few studies provided the facility to interact with other contacts such as physicians or nurses [38] or with a virtual coach or helper [36,39,64]. One particular study (1/39, 3%) created a virtual coach application that helped and encouraged older adults to interact and make friends with strangers [36].

**Figure 2.** Problems addressed and purposes of the ICT solutions. ICT: information and communication technology.

![Figure 2](https://mental.jmir.org/2022/3/e34221)

The second most common purpose was social participation (14/39, 36%). Here, the studies focused on engaging older adults with web-based activities such as gaming [40-42] or participating in web-based exercise [43,64] or art making [44]. Few studies focused on discussing shared interests or hobbies either in a virtual class environment [45] or by forming a small social network group [29,30]. Other studies encouraged social participation by stimulating older adults to visit local social activities [28,46,47] or family events [48] or go shopping [49].

Increasing the sense of belonging was emphasized by a few studies to make older adults feel part of broader society, enhance their self-esteem, and feel valued [35,50,51]. For this, those studies created a platform to share user-generated content such as life experiences [35], memories [51], and cooking recipes [50] to pass on to next generations.

Overall, 5% (2/39) of the studies described the purpose as companionship to fulfill older adults’ emotional relationships by providing virtual support with the help of robots and companionable agents [27] or through a virtual pet application [52].

In total, 3% (1/39) of the studies focused on increasing the feelings of being seen to create a sense of care and fulfillment among older adults [34].
Types of ICT Solutions

Overview

We found 7 different types of ICT solutions developed based on the purposes discussed in the previous section to answer the second research question. These were social networks, messaging services, video chat, virtual spaces or classrooms with messaging capabilities, robotics, games, and content creation and management. Few studies implemented combinations of these technologies in their solutions. Social networks were mainly proposed by many studies (14/39, 36%), followed by video chat (8/39, 21%), messaging services (8/39, 21%), robotics (6/39, 15%), virtual spaces or classrooms with messaging capabilities (7/39, 18%), games (4/39, 10%), and content creation and management (2/39, 5%). In these different types of solutions, a tablet device was the most used for implementation (16/39, 41%). Other devices used in the studies were televisions (8/39, 21%), desktops (6/39, 15%), customized robots or new robotic objects (6/39, 15%), smartphones (4/39, 10%), sensors (2/39, 5%), and a patented communication device named ippi [53] (1/39, 3%). Achilleos et al [45] created a customized device using existing devices such as the Mac mini, camera, and microphone, whereas Garattini et al [54] created a novel “building bridges device” using a touch screen computer connected to a custom-made stand alone with a phone handset. Similarly, an Android phone was turned into a Raspberry-like board to create a memory music box [55]. Approximately 5% (2/39) of the studies used tangible interfaces such as a flower vase with a microphone [31] or a glass window with a television screen, camera, and microphone [56].

In terms of customization, a few created customized devices as mentioned above. Some created new applications with a customized interface [30,32]. In this regard, most of the studies developed the interface with simple and easy-to-use menus and layouts [16,32,57]. Some studies considered age-appropriate usability and accessibility guidelines based on previous literature or as per older adults’ input (eg, voice typing; offering large, nontextual touch icons; audio messages; voice commands; and easy navigations [32,33,35,58,59]). In addition, some studies considered the television as an alternative to the desktop or tablet. For interactions, the user could either use a remote control or speech and gestures [60]. For individual privacy concerns, 3% (1/39) of the studies added avatar features for the older adult group exercise application, which can help reduce physical barriers and get users more engaged in the activities [64]. In addition, 5% (2/39) modified the existing social network interface and made privacy options simple and easy to understand [16,60].

Social Networks

Most of the studies (14/39, 36%) proposed social networks as a solution to overcome social isolation or loneliness problems by connecting older adults with their social contacts. There were 2 different types of social networks designed. Some studies created a user-friendly tailored interface to access existing social networks such as Facebook [16,28,32,60-62], Twitter [62], Instagram [33], and YouTube [35]. All the studies presented social media content from friends and family in a way suitable for older adults. In the above studies, except for Romanyk et al [62] and Tapia et al [33], the customized social networks allowed the user to create posts and share them with their network. The interfaces mostly used either the tablet or television to display the social media content to the user.

Another set of studies created a new social network to build a virtual community and participate in social activities [29,30,46,47,49,57]. Buhr et al [30] built a social network specifically for individuals with aphasia to share their personal stories and information about living with aphasia. In the same way, FridgeNet, a network created by Lee et al [49], focuses on the topic of a healthy diet, and users can share diet information with their peers. This also encourages users to meet face-to-face by sending a shopping invitation and purchasing food together. Approximately 5% (2/39) of the studies motivated older adults to meet friends or neighbors face-to-face who reside in the same community for participating in social activities [46,47].

Video Chat

The second most used technology by the studies (8/39, 21%) in their solutions was video chat to boost social interaction, mainly with family or friends. Video chat was mostly proposed as an additional social feature along with other solutions such as games and messaging services. Of the 39 studies, 3 (8%) developed video chat as the primary solution. Pereira et al [59] designed a smart remote-control application that can control the television as well as make video calls using voice commands. Approximately 5% (2/39) of the studies proposed a simple interface for video communication that can be used by older adults without much assistance. Angelini et al [56] used glass windows to establish a permanent video connection with a distant relative by opening the blind of a window screen. In a similar way, Kleinformger et al [55] created a memory music box. When older adults open the box, a photo slideshow is played and a notification is sent to their grandchild via email automatically. They can then make a video call, if available.

Messaging Services

Messaging services were used as a solution to enhance the social interactions of older adults, mainly with their family or friends. The different messaging services used in those studies were SMS text messages, voice messages, video messages, email, and photos. The interactions enabled through these messaging services were one-to-one communication in most of the studies except Garattini et al [54], who introduced group chat options. The study by Zaine et al [63] introduced a web-based application in which a human facilitator places a time-based request, collects the media message, and distributes it to a target person with a text commentary to deepen existing relationships.

Virtual Spaces or Classrooms With Messaging Capabilities

Virtual spaces or classrooms are web-based spaces where older adults to meet friends or neighbors face-to-face who reside in the same community for participating in social activities.
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was proposed by 5% (2/39) of the studies, providing friendship enrichment encouragement to older adults to make new friends by giving them tasks such as “go for a walk with someone” [36,39]. Another study (1/39, 3%) created a virtual companion in the form of a web-based pet application mediated by a human helper to provide companionship by monitoring the older adults virtually, having deep conversations, and contacting caregivers in case of an emergency [52].

**Robotics**

Robotics technology provides emotional support by using nonverbal gestures, which increase the feelings of being seen to reduce loneliness [34]. Robots talk with older adults about different topics and connect them with their family or friends to provide companionship and increase social interaction [27,38,48]. In addition, robots help older adults engage in activities to keep them occupied, such as listening to music and playing games [27,41,48], or involve them in participatory arts such as reciting Shakespeare sonnets [44].

**Games**

Of the 39 studies, 2 (5%) primarily proposed games to entertain older adults and reconnect with other persons who participate in the games. Doppler et al [42] created an application for card games with a videoconferencing function to facilitate older adults’ interaction while playing. Similarly, Correia et al [41] developed a robot and a touch interface to play card games with older adults as a team player and also as an opponent. Other studies considered games as secondary solutions in their applications.

**Content Creation and Management System**

Approximately 5% (2/39) of the studies developed simple and easy-to-use web applications, which had built-in templates that helped older adults create content. The NoBits application allowed older adults to capture and upload their memories, local history personified by photos, newspapers, and postcards. [51]. Similarly, the application developed by Tullius and Dogan [50] encouraged older adults to create and share food recipes to help people who were in need.

**Evaluation Focus of Customized ICT Solutions**

**Overview**

In terms of evaluations, all the studies except 1 [41] were evaluated with older adults. Correia et al [41] tested their game with younger participants. Most of the included studies (21/39, 54%; Multimedia Appendix 2 [12,16,27-63]) measured the usability of the developed solution. In addition, of the 39 studies, 11 (28%) reported the users’ acceptance of their solutions; 11 (28%) examined loneliness; and 6 (15%) evaluated social isolation in the form of social support, social engagement, and social connectedness. Few studies also analyzed and reported use, general feedback about the solution, self-perceived health, quality of life, depression, emotional well-being, and self-esteem.

**Usability and User Experience**

Approximately 14% (3/21) of the studies carried out heuristic evaluation with experts initially to determine the usability problems [29,33,45]. The suggestions were implemented and evaluated further with the older adults. Of the 21 studies which measured usability, 6 (29%) measured with the System Usability Scale, 2 (10%) used the User Experience Questionnaire, and 1 (5%) used the Computer System Usability Questionnaire [51]. Almost all the studies that reported using these scales showed positive results and high ratings [29,45,60,64]. Only 5% (1/21) of the studies reported a below-average score of 65.3 on the System Usability Scale [46]. Older adults perceived the ICT interventions as easy to use and found them useful [29,32,40,53]. For some studies, it was initially difficult for older adults to use the services immediately, but training and support or use over time helped them gain confidence, which later improved their usability at the end of the study period [58,64]. The participants also rated the overall user experience [46,60,63] as high except for one of the studies [36], where participants were missing some fun in using the system.

**Users’ Acceptance of the Solutions**

Of the 39 studies, 11 (28%) reported the user acceptance and attitudes toward the developed solutions. The results were mostly positive, and the participants were willing to use the system in the future [28,47,53]. Older adults perceived the system as useful and saw potential to improve their social connectedness [55]. Technology satisfaction significantly increased, and there was a significant difference between control and intervention over time [64]. In addition, the participants gave a positive opinion about using new technology solutions [50].

**Loneliness and Social Isolation**

Loneliness was measured using the University of California, Los Angeles Loneliness Scale in 45% (5/11) of the studies that measured loneliness, and 18% (2/11) used the revised version of the same scale. Jansen et al [46] used the De Jong Gierveld and Kamphuis 11-item loneliness scale, whereas Brandenburgh et al [39] used the short version of the same scale that comprises 6 items. Morganti et al [51] used the Italian Loneliness Scale, which has 18 items that are grouped into three subscales: emotional loneliness, social loneliness, and general loneliness. In total, 3 (27%) studies conducted randomized controlled trials in which there was a significant decrease in loneliness among older adults who used the intervention compared with the control group [40]. There was a reduction in loneliness in other studies [51,64], but there was no significant difference when compared with the control group. This was because there was constant contact with the coach over the phone in the exercise program [64], whereas the older adults in the control groups were doing a reminiscing activity with a children group in Morganti et al [51]. Other 8(73%) pre-post, quasi-experimental, and mixed methods studies had a varied response. Of the 8 studies, 4 (50%) resulted in a reduction in loneliness among older adults [39,43,44,52], whereas Gounopoulos et al [28] showed a moderate improvement in reducing loneliness, and 3 other studies (38%) [27,37,46] reported that there was no significant change in loneliness.

Social isolation was examined using different measurement scales such as the Friendship Scale, Lubben Social Network Scale, Duke Social Support Index, and Norbeck Social Support Scale.
Seven different types of customized ICT solutions were identified: social networks, messaging services, video chat, virtual spaces or classrooms with messaging capabilities, robotics, games, and content creation and management. In contrast to previous reviews [11,12,20], which mostly reported general ICT use such as the use of computers and the internet, it was found that social networks were common in the reviewed studies, which is in line with the review by Baker et al [10]. Previous reviews [11,12,20] have included mostly off-the-shelf solutions and less customized solutions, which can explain this result. In terms of the devices used or suggested in the proposed solutions, tablet was the most preferred, followed by television. The choice of tablet for older adults is because of the portability and usability options it provides, whereas the television medium is widely adopted because users feel more comfortable and familiar as it has been present in almost all houses for several years [65-67]. Even though technology has widely advanced in terms of the Internet of Things and virtual or augmented reality, there were no studies in our review proposing their use. This highlights the need for future research to explore emerging technologies to reduce social isolation and loneliness.

Going further, most of the included studies evaluated the usability and acceptance aspects of the ICT solutions, and fewer studies focused on loneliness or social isolation outcomes. Training and support were shown to be important factors in achieving a greater usability score, which is in line with the results of the review by Ibarra et al [12]. In addition, older adults who perceived the application as useful were more willing to use the system in the future. Studies that evaluated loneliness or social isolation outcomes mostly reported a positive response in reducing loneliness or social isolation, but only 8% (3/39) of the studies were assessed using a randomized controlled trial design. In addition, the included studies in this review examined different outcomes by using several measurement scales or used qualitative methods and reported the outcomes in various ways. Owing to the heterogeneity of the included studies, we were not able to assess the effectiveness of each customized ICT solution. Future studies should consider evaluating social isolation or loneliness along with other outcomes while testing their customized ICT solutions.

Strengths and Weaknesses of This Review
This is the first review that had a clear focus on customized ICT solutions targeting social isolation or loneliness. This review highlighted the differences between the solutions for managing social isolation and loneliness. Although a significant effort was made to ensure the rigor of the search strategy, potentially relevant studies may not have been identified if the authors did not use the search keywords that were included in this review. In addition, limiting the search to include articles published in the English language may also have omitted additional relevant studies in other languages.

Conclusions
This scoping review summarized the customized ICT solutions designed for older adults for managing social isolation or loneliness. In addition, this review investigated the purpose of each ICT solution and the evaluation focus of these solutions. The mapping of social isolation and loneliness problems and
the purpose of ICT solutions shows the important differences between the solutions targeting social isolation and loneliness. In terms of ICT solutions, we found 7 different categories, of which social networks were the most proposed. Furthermore, this review highlights the importance of discussing and managing social isolation and loneliness as different but related concepts and emphasizes the need for future research to use suitable outcome measures for evaluating the interventions based on the problem. Even though a wide range of customized ICT solutions have been developed, future studies need to explore recent emerging technologies such as the Internet of Things and augmented or virtual reality to tackle social isolation and loneliness among older adults. Finally, future studies should consider evaluating social isolation or loneliness while testing customized ICT solutions.
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Abstract

Background: Mental disorders are a leading cause of distress and disability worldwide. To meet patient demand, there is a need for increased access to high-quality, evidence-based mental health care. Telehealth has become well established in the treatment of illnesses, including mental health conditions.

Objective: This study aims to conduct a robust evidence synthesis to assess whether there is evidence of differences between telehealth and face-to-face care for the management of less common mental and physical health conditions requiring psychotherapy.

Methods: In this systematic review, we included randomized controlled trials comparing telehealth (telephone, video, or both) versus the face-to-face delivery of psychotherapy for less common mental health conditions and physical health conditions requiring psychotherapy. The psychotherapy delivered had to be comparable between the telehealth and face-to-face groups, and it had to be delivered by general practitioners, primary care nurses, or allied health staff (such as psychologists and counselors). Patient (symptom severity, overall improvement in psychological symptoms, and function), process (working alliance and client satisfaction), and financial (cost) outcomes were included.

Results: A total of 12 randomized controlled trials were included, with 931 patients in aggregate; therapies included cognitive behavioral and family therapies delivered in populations encompassing addiction disorders, eating disorders, childhood mental health problems, and chronic conditions. Telehealth was delivered by video in 7 trials, by telephone in 3 trials, and by both in 1 trial, and the delivery mode was unclear in 1 trial. The risk of bias for the 12 trials was low or unclear for most domains, except for the lack of the blinding of participants, owing to the nature of the comparison. There were no significant differences in symptom severity between telehealth and face-to-face therapy immediately after treatment (standardized mean difference [SMD] 0.05, 95% CI –0.17 to 0.27) or at any other follow-up time point. Similarly, there were no significant differences immediately after treatment between telehealth and face-to-face care delivery on any of the other outcomes meta-analyzed, including overall improvement (SMD 0.00, 95% CI –0.40 to 0.39), function (SMD 0.13, 95% CI –0.16 to 0.42), working alliance client (SMD 0.11, 95% CI –0.34 to 0.57), working alliance therapist (SMD –0.16, 95% CI –0.91 to 0.59), and client satisfaction (SMD 0.12, 95% CI –0.30 to 0.53), or at any other time point (3, 6, and 12 months).

Conclusions: With regard to effectively treating less common mental health conditions and physical conditions requiring psychological support, there is insufficient evidence of a difference between psychotherapy delivered via telehealth and the same therapy delivered face-to-face. However, there was no includable evidence in this review for some serious mental health conditions,
such as schizophrenia and bipolar disorders, and further high-quality research is needed to determine whether telehealth is a viable, equivalent treatment option for these conditions.

(JMIR Ment Health 2022;9(3):e31780) doi:10.2196/31780
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Introduction

Background

Worldwide, mental health disorders are a leading cause of distress and disability, with 1 in every 4 people expected to be personally impacted throughout their lifetime [1]. Some evidence suggests that mental health difficulties may be increasing; a previous systematic review found a small but significant increase in mental illness prevalence rates from 1978 to 2015, although the authors note that this may have been driven by demographic changes across this period [2]. In addition, the emergence of COVID-19 has seen mental health adversely impacted worldwide [3,4]. This seems to indicate that this already debilitating problem may become a further global burden in the future. Thus, it seems crucial for quality mental health support to be widely available to the public in a safe and accessible way.

Although telehealth was available and suggested to be effective for psychotherapy before the COVID-19 pandemic [5], its uptake was somewhat limited within the delivery of psychological services [6]. A study in the United States found that before the COVID-19 pandemic, psychologists were hesitant to use telehealth owing to lack of training, concerns for client safety, and privacy, among other concerns [7]. In addition, a qualitative study of mental health professionals highlighted concerns around the quality of the patient-therapist relationship [8]. Given the health risks posed by face-to-face meetings, especially for older people or otherwise vulnerable, there was a rapid shift to remote delivery in health care services worldwide [9-12].

Although the pandemic was the catalyst that thrust telehealth to the forefront of health care delivery, there are many advantages to telehealth service provision for mental health. Telehealth extends care to patients with limited access to in-person therapy, including those in rural and remote areas. A narrative review examining telehealth access in rural communities in the United States found telehealth to be a convenient and efficient way to treat patients, and participants reported acceptability and satisfaction with telehealth services [13]. Furthermore, telehealth also offers a safe and effective option for those who may have access issues or face stigmatization [14]. For some conditions, such as substance use disorder, access to therapy delivered remotely may increase engagement with treatment services among groups who would not otherwise attend therapy [15]. For patients being treated for substance abuse, video-delivered treatment was preferred to face-to-face treatment, mostly because of convenience and increased confidentiality [16]. Taken together, the availability of telehealth facilitates increased access of care to those unable or unwilling to engage in face-to-face therapy and promotes continued therapeutic engagement owing to its flexibility and privacy.

Telehealth may also enhance care accessibility for those requiring specialized therapies or those with less common mental health conditions that may not be treated by all clinicians. The skills needed to effectively treat those with less common or more complex mental health conditions or to adequately deliver less common therapy types may require additional training, guided supervision, professional development, or years of clinical experience. This is further compounded in rural and remote areas, where health care disparity is well documented [17-19]. Telehealth presents a potentially effective medium to connect patients requiring specialized forms of care with relevant, qualified therapists.

Objectives

Evidence supports the use of telehealth for application in some psychotherapies [5,20,21] and the management of common mental health conditions, including reviews in this series for depression (Scott AM et al, PhD, unpublished data, February 2022), anxiety [22], and posttraumatic stress disorder (PTSD) [23]. It is important to rigorously assess whether its effectiveness is generalizable beyond these groups. The aim of this systematic review is to assess whether there are any differences between telehealth-based psychotherapy and face-to-face psychotherapy across outcomes (patient, process, and cost) for less common mental health conditions (eg, substance use disorder, eating disorders, or childhood disorders) and physical conditions requiring psychological support (eg, cancer or chronic fatigue syndrome).

Methods

Overview

We aim to find, appraise, and synthesize studies that compared psychotherapy delivered via telehealth (video, telephone, or both) versus face-to-face for patients of any age in the primary health care setting. This systematic review is reported following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 2009 statement [24], and the review protocol was developed prospectively.

Inclusion and Exclusion Criteria

Study Design

We included randomized controlled trials (RCTs) of any design (eg, parallel, cluster, crossover, factorial, or mixed), which included >10 patients. We excluded all other study designs, such as controlled nonrandomized trials, qualitative studies, and observational studies (cohort, case-control, cross-sectional, case series, and case reports).
Participants
We included studies with people of any age or gender, who were receiving psychotherapy for less common mental health conditions, such as bulimia nervosa and substance use disorder, or any conditions where psychotherapy was used, such as cognitive behavioral therapy (CBT) for patients with cancer with high psychological needs. Although anxiety [22], depression (Scott AM et al, PhD, unpublished data, February 2022), and PTSD [23] were within the scope of this review, there was enough literature to conduct separate systematic reviews by condition, and hence, these were excluded. Studies involving hospital patients (eg, explicitly identified as taking place in hospital wards, or with patients shortly after discharge) or those consulting a secondary or tertiary specialist (ie, a psychiatrist) were excluded. Studies in hospital-discharged patient populations that explicitly identified the provision of therapy by a psychologist, therapist, psychotherapist, or counselor, however, were included.

Interventions
We included studies of interventions involving standard care psychological therapies for mental health conditions or physical conditions where psychological therapy was required, including but not limited to CBT, parent-child interaction therapy, cognitive behavioral intervention for tics, and parent training. Studies examining novel treatments for mental health were excluded.

Comparators
We included studies with an equivalent face-to-face comparator or other telehealth comparators (ie, video intervention with a telephone comparator). The intervention and comparator had to deliver a similar or identical level of care (ie, care similar in intensity, frequency, and duration). Studies with a comparator that included a wait-list control or clinically inequivalent active comparator were excluded.

Outcomes (Primary and Secondary)
The primary patient outcome was global or symptom severity. The secondary patient outcomes included improvement in psychological symptoms and functioning. The tertiary process (working alliance and satisfaction) or financial (cost) outcomes are included but reported in Multimedia Appendix 1. Studies that met other inclusion criteria but did not report on one of the primary or secondary outcomes were included and reviewed. This is important to distinguish, as we either meta-analyzed outcomes or summarized them narratively if meta-analysis was not possible.

Search Strategy to Identify Studies
Database Search for Primary Studies
The following databases were searched from inception until November 18, 2020: PubMed (MEDLINE), Embase, and CENTRAL via the Cochrane Library. The original search string (Multimedia Appendix 2) was designed in PubMed and translated for use in other databases using the Institute for Evidence-Based Healthcare’s Polyglot Search Translator, an automation tool designed to translate search strings between databases [25]. This included a number of concepts and variants, such as Telemedicine AND Primary healthcare AND face-to-face AND randomised. On January 11, 2021, we conducted a backward (cited) and forward (citing) citation analysis using the web-based citation database Scopus [26] on included studies identified during previous searches. These were screened against the inclusion criteria.

Restriction on Publication Type
No restrictions by language or publication date were imposed. We included only those publications from RCTs that were published in full. We excluded publications available as abstract only (eg, conference abstract) or with no additional results information available (eg, from a clinical trial registry record).

Study Selection and Screening
Titles and abstracts were screened independently by author pairs (AMS, RP, MC, JC, NK, HG, and PG) against the inclusion criteria. In addition, 1 author (JC) retrieved full texts, and 2 authors (HG and NK) screened the full texts for inclusion. Any disagreements were resolved by discussion or reference to the third screener. The forward backward citation analysis was conducted by 1 author (JC) and screened by 3 authors (HG, NK, and RP), and full text was obtained by HG. The study selection process for includable studies is reported in the PRISMA flow diagram (Figure 1), and studies excluded at the full-text screening stage are in Multimedia Appendix 3 with reasons for exclusion.
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**Data Extraction**

We used 2 data extraction forms for study characteristics and outcome data, which were piloted on 2 studies in the review. Data from the included studies were extracted independently by 2 authors (NK and HG) into the data extraction forms (Textbox 1), and discrepancies were resolved by discussion or by reference to a third author.

Textbox 1. List of extracted information.

**Extracted information**

- Methods: Study authors, country, design, and duration of follow-up—as reported
- Participants: n, condition needing psychotherapy, randomization, age (years), mean (SD)
- Interventions: telehealth—provider, therapy, and dose
- Comparators: face-to-face—provider, therapy, and dose
- Outcomes: n, mean (SD), and P value (or as reported by authors)—patient (global or symptom severity, improvement in psychological symptoms, and functioning), process (working alliance and satisfaction), and financial (cost)

**Risk of Bias in Included Studies**

A total of 2 review authors (HG and NK) independently assessed the risk of bias for the included studies using the Cochrane Collaboration Risk of Bias Tool 1, as outlined in the Cochrane Handbook [27], and all disagreements were resolved by discussion.

The following domains were assessed for possible bias: (1) random sequence generation, (2) allocation concealment, (3)
the blinding of participants and personnel, (4) the blinding of the outcome assessment, (5) incomplete outcome data, (6) selective outcome reporting, and (7) other bias (focusing on potential biases due to funding or conflict of interest).

Each domain was graded as low, high, or unclear, including quote or summary from the relevant trial, which summarized why the grading was applied.

Data Synthesis and Analysis

Review Manager 5.4, the Cochrane Collaboration tool for conducting meta-analyses and creating forest plots, was used to calculate the treatment effect [28]. As all outcome measures were continuous, we used mean difference or standardized mean difference (SMD). We performed meta-analyses only when possible (when ≥2 studies or comparisons reported the same or similar outcome) and where appropriate data were available that allowed us to calculate the SMD. Where these data were not available and thus meta-analysis was not possible, we narratively report the results. We anticipated a considerable heterogeneity between studies and used a random-effects model.

The unit of analysis was the individual, which was available for every study in this review. We did not contact study authors to provide missing data. We used the $I^2$ statistic to examine the heterogeneity of the included studies. Subgroup analyses were conducted according to the duration of follow-up: posttreatment and 3, 6, and 12 months.

As <10 trials were included in any data synthesis, we did not create a funnel plot, and sensitivity analyses were not conducted. We planned to conduct a subgroup analysis of gender, setting, age, and sensitivity by including or excluding studies at high risk of bias; however, the low number of included studies did not allow for this.

Results

Search Results

The primary study search found 5423 references, and 1877 additional references were found in the forward and backward citation search and clinical trial registries. After deduplication, 5536 records were screened in title and abstract. A total of 5493 references were excluded, and 43 full texts were assessed for inclusion. Moreover, 12 RCTs (across 14 articles) were included in this systematic review, and 9 were able to be meta-analyzed (Figure 1). We found 2 potentially relevant but still in-progress clinical trials (Multimedia Appendix 4 [29,30]).

Characteristics of Included Studies

Of the 12 included RCTs, 10 (83%) were conducted in the United States, and the other 2 (17%) studies were conducted in the United Kingdom. A total of 931 patients were included in aggregate. Studies have examined psychotherapy delivered for a variety of less common mental health conditions and other conditions requiring psychotherapy. Of the 12 studies, 2 (17%) included patients with type 1 diabetes mellitus, 2 (17%) included patients with addiction disorders, 1 (8%) (reported in 4 articles) treated patients with bulimia nervosa or eating disorder not otherwise specified, 3 (25%) studies included participants with children’s disorders (including disruptive behavior disorder, tic disorders, and attention-deficit hyperactivity disorder), 2 (17%) included patients with chronic illness (chronic fatigue syndrome and chronic multisymptom illness), 1 (8%) study included patients with a range of mental health conditions, and 1 (8%) included patients with cancer who had high psychological needs. The types of therapies varied by target condition: of the 12 studies, 5 (42%) used CBT, 4 (33%) used a family therapy (parent-child interaction therapy, parent training, and behavioral family systems therapy for diabetes), 2 (17%) used addiction therapies (opioid treatment program and acute therapy service), and 1 (8%) used a cognitive behavioral intervention for tics. Finally, of the 12 studies, 3 (25%) used the telephone to deliver telehealth, 7 (58%) used video, and 1 (8%) had included video and telephone groups, and in 1 (8%) study, it was unclear whether video or telephone was used. All studies compared the telehealth intervention to face-to-face intervention (Table 1).
<table>
<thead>
<tr>
<th>Reference</th>
<th>Country</th>
<th>RCT design</th>
<th>Follow-up (months)</th>
<th>Study participants, total N (n TH: n F2F)</th>
<th>Participants</th>
<th>Age (years), mean (SD)</th>
<th>Intervention</th>
<th>Comparator: modality dose</th>
<th>Comparator: modality dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Burgess et al</td>
<td>United Kingdom</td>
<td>Parallel, 2 arm</td>
<td>12</td>
<td>80 (45, 35)</td>
<td>Adults (aged 18-65 years) with chronic fatigue syndrome (comorbidities excluded)</td>
<td>37.4 (10.1)</td>
<td>CBTd</td>
<td>Telephone, 3-hour 1 × F2F; 30 minutes, 13 sessions</td>
<td>F2F, 3-hour 1 × F2F; 50-60 minutes, 13 sessions</td>
</tr>
<tr>
<td>Comer et al</td>
<td>United States</td>
<td>Parallel, 2 arm</td>
<td>6</td>
<td>40 (20, 20)</td>
<td>Children (aged 3-5 years) with principal diagnosis disruptive behavior disorder (serious comorbidities excluded) and their parents or caregivers</td>
<td>4.0 (0.9)</td>
<td>Parent-child interaction therapy</td>
<td>Video, until mastery was achieved, mean sessions 21.7</td>
<td>F2F until mastery was achieved, mean sessions 20.8</td>
</tr>
<tr>
<td>Day and Schneider</td>
<td>United States</td>
<td>Parallel, 3 arm</td>
<td>None</td>
<td>91 (completers only reported—26 video, 27 telephone, and 27 F2F)</td>
<td>Adults (aged 19-75 years) presenting with any mental health issue to a community counseling center</td>
<td>39.3 (15.9)</td>
<td>CBT</td>
<td>Video and 2-way audio (telephone analogous), 5 sessions</td>
<td>F2F, 5 sessions</td>
</tr>
<tr>
<td>Duke et al</td>
<td>United States</td>
<td>Parallel, 2 arm</td>
<td>3</td>
<td>90 (46, 44)</td>
<td>Adolescents (aged 12-19 years) with type 1 diabetes (uncontrolled comorbidities excluded) and their caregivers</td>
<td>15.0 (1.75)</td>
<td>Behavioral family systems therapy for diabetes</td>
<td>Video, 60-90 minutes, up to 10x sessions, 12 weeks</td>
<td>F2F, 60-90 minutes, up to 10x sessions, 12 weeks</td>
</tr>
<tr>
<td>Freeman et al</td>
<td>United States</td>
<td>Parallel, 2 arm</td>
<td>None</td>
<td>92 (47, 45)</td>
<td>Adolescents (aged 12-19 years) with poorly controlled type 1 diabetes (no comorbidity exclusion) and 1 parent or legal guardian</td>
<td>TH 14.9 (1.9); F2F 15.2 (1.8)</td>
<td>Behavioral family systems therapy for diabetes</td>
<td>Video, 60-90 minutes, up to 10x sessions, 12 weeks</td>
<td>F2F, 60-90 minutes, up to 10x sessions, 12 weeks</td>
</tr>
<tr>
<td>Himle et al</td>
<td>United States</td>
<td>Parallel, 2 arm</td>
<td>4</td>
<td>20 (10, 10)</td>
<td>Children (aged 8-17 years) who met DSM criteria for Tourette or chronic tic disorder with or without comorbidities</td>
<td>TH 11.3 (2.3); F2F 12 (3.3)</td>
<td>Cognitive behavioral intervention for tics</td>
<td>Video, 6x weekly sessions+2x bi-weekly sessions, 10 weeks</td>
<td>F2F, 6x weekly sessions+2x bi-weekly sessions, 10 weeks</td>
</tr>
<tr>
<td>King et al</td>
<td>United States</td>
<td>Parallel, 2 arm</td>
<td>3</td>
<td>85 (50, 35)</td>
<td>Adult outpatients receiving opioid dependence treatment (no comorbidity exclusion)</td>
<td>TH 40.5 (11.2); F2F 41.1 (10.5)</td>
<td>Opioid treatment program</td>
<td>Video, 30-40 minutes, 12x weekly sessions, 12 weeks</td>
<td>F2F, 30-40 minutes, 12x weekly sessions, 12 weeks</td>
</tr>
<tr>
<td>King et al</td>
<td>United States</td>
<td>Parallel, 2 arm</td>
<td>None</td>
<td>37 (20, 17)</td>
<td>Adult outpatients with a partial response to methadone maintenance treatment (no comorbidity exclusion)</td>
<td>TH 42.7; F2F 41.4</td>
<td>Acute therapy service</td>
<td>Video, 1 hour, 2x sessions, 6 weeks</td>
<td>F2F, 1 hour, 2x sessions, 6 weeks</td>
</tr>
<tr>
<td>McAndrew et al</td>
<td>United States</td>
<td>Parallel, 3 arm</td>
<td>12</td>
<td>128 (42, 43; 43 UC5)</td>
<td>Adult veterans with chronic multisymptom illness (serious psychiatric and medical comorbidities excluded)</td>
<td>TH 57.6 (6.6); F2F 55.4 (8.2)</td>
<td>CBT</td>
<td>Telephone, up to 10 sessions</td>
<td>F2F, up to 10 sessions</td>
</tr>
<tr>
<td>Crow et al</td>
<td>United States</td>
<td>Parallel, 2 arm</td>
<td>12</td>
<td>128 (62, 66)</td>
<td>Adults (aged &gt;18 years) with bulimia nervosa (including comorbidities but excluding suicidal ideation, psychosis, schizophrenia and bipolar)</td>
<td>TH 28.4 (10.4); F2F 29.6 (10.9)</td>
<td>CBT</td>
<td>Unclear, 20 sessions, 16 weeks</td>
<td>F2F, 20 sessions, 16 weeks</td>
</tr>
</tbody>
</table>

Table 1. Characteristics of included studies.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Country</th>
<th>RCT\textsuperscript{a} design</th>
<th>Follow-up (months)</th>
<th>Study participants, total N (n \textsuperscript{TH}, n F2F\textsuperscript{c})</th>
<th>Participants</th>
<th>Age (years), mean (SD)</th>
<th>Intervention</th>
<th>Telehealth: modality dose</th>
<th>Comparator: modality dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watson et al \textsuperscript{[42]}</td>
<td>United Kingdom</td>
<td>Parallel, 2 arm</td>
<td>None</td>
<td>118 (60, 58)</td>
<td>Adults (aged 18-79 years) with a cancer diagnosis and comorbid high psychological needs</td>
<td>TH 48.5 (13.3); F2F 52.4 (13.1)</td>
<td>CBT</td>
<td>Telephone, 8 sessions, 12 weeks</td>
<td>F2F, 8 sessions, 12 weeks</td>
</tr>
<tr>
<td>Xie et al \textsuperscript{[43]}</td>
<td>United States</td>
<td>Parallel, 2 arm</td>
<td>None</td>
<td>22 (9, 13)</td>
<td>Children (aged 6-14) with primary diagnosis ADHD\textsuperscript{f} (excluding unstable medical conditions and other serious psychiatric disorders) and their parents</td>
<td>10.4 (NR\textsuperscript{h})</td>
<td>Parent training</td>
<td>Video, 10 weekly session, 10 weeks</td>
<td>F2F, 10 weekly sessions, 10 weeks</td>
</tr>
</tbody>
</table>

\textsuperscript{a}RCT: randomized controlled trial.
\textsuperscript{b}TH: telehealth.
\textsuperscript{c}F2F: face-to-face.
\textsuperscript{d}CBT: cognitive behavioral therapy.
\textsuperscript{e}DSM: Diagnostic and Statistical Manual of Mental Disorders.
\textsuperscript{f}UC: usual care.
\textsuperscript{g}ADHD: attention-deficit/hyperactivity disorder.
\textsuperscript{h}NR: not reported.

**Risk of Bias**

Overall, of the 12 studies, 10 (83%) adequately reported on random sequence generation and selective reporting. Declarations of conflicts of interest and funding (reported under other bias) were adequately reported for only 25% (3/12) of the studies, with the remaining 75% (9/12) not reporting this clearly. Allocation concealment was not clearly reported in most studies, with only 8% (1/12) of the studies reporting this satisfactorily. The binding of the outcome assessment and incomplete outcome data were at high risk of bias for 25% (3/12) of the studies, with the remaining 75% (9/12) of the studies rated at either unclear or low risk of bias. Notably, the binding of participants and personnel was a high bias risk for all 12/12 (100%) studies, as the telehealth versus face-to-face nature of the interventions was incompatible with binding (Figure 2).

**Primary Outcome: Global or Symptom Severity**

A total of 6 scales across 7 studies were used to report outcomes related to symptom severity (see Multimedia Appendix 5 for a summary of scales used).

In addition, 7 studies reported sufficient data for this outcome and were able to be pooled and meta-analyzed (Figure 3). Data were available for four time point subgroups—immediately after treatment and 3- to 4-, 6-, and 12-month follow-ups.

There were no significant differences in severity outcomes between telehealth and face-to-face therapy immediately after treatment (335 participants; mean difference 0.05, 95% CI \(-0.17\) to 0.27; \(P=.65\)) or at any of the follow-up time points, including 3 to 4 months (65 participants; SMD \(-0.08\), 95% CI \(-0.57\) to 0.41; \(P=.75\)), 6 months (71 participants; SMD 0.19, 95% CI \(-0.45\) to 0.82; \(P=.57\)), and 12 months (106 participants; SMD 0.15, 95% CI \(-0.23\) to 0.53; \(P=.44\)).

There was moderately high heterogeneity reported for the 6-month follow-up subgroup (\(I^2=43\%\)).
Figure 3. Telehealth versus face-to-face for mental conditions: assessment of symptom severity. Std: standard. [31-33, 36, 38, 42, 43].

Secondary Outcomes

Improvement

A total of 3 different scales were used to describe patients’ overall improvement across the studies (see Multimedia Appendix 5 for a summary of scales used).

Figure 4. Telehealth versus face-to-face for mental conditions: assessment of improvement of psychological symptoms. Std: standard. [42, 43].

Burgess et al [31] reported global improvement on a self-rated 6-item scale, ranging from very much better to very much worse. Among 29 telehealth participants immediately after treatment, 14 (48%) rated their improvement as very much or much better, whereas 15 (52%) rated their improvement as a little better to very much worse. For 28 face-to-face participants immediately after treatment, 15 (54%) rated themselves as improved, whereas 13 (46%) rated themselves as only a little better or worse. Although this is variable at the 6- and 12-month follow-up time points, there were no differences between groups at any time point (at 6 months, 8/20, 40% telehealth participants and 15/25, 60% face-to-face participants rated themselves as very much or much better, and at 12 months, 11/20, 55% telehealth and 13/23, 57% face-to-face participants rated themselves as very much or much better).

Comer et al [32] and Himle et al [36] both reported using the Clinical Global Impression-Improvement scale, reporting the percentage of participants who received a score of 1 or 2 (very much improved or much improved). Among participants in the study by Comer et al [32], of the 14 participants in the telehealth group, 12 (86%) had improvement, whereas of the 14 participants in the face-to-face group, 11 (79%) improved. Furthermore, at 6 months after treatment, 83% (10/12) of the telehealth participants and 73% (8/11) of the face-to-face participants still reported very much or much improvement.

In addition, 2 studies were able to be meta-analyzed; the remaining 3 studies are reported narratively. These 2 meta-analyzed studies involved a total of 100 participants (Figure 4). Data were available at one time point; that is, immediately after treatment. There was no evidence of difference between the 2 groups in this comparison, with an SMD of −0.4 (95% CI −0.4 to 0.39; P= .99).
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Burgess et al [31] reported global improvement on a self-rated 6-item scale, ranging from very much better to very much worse. Among 29 telehealth participants immediately after treatment, 14 (48%) rated their improvement as very much or much better, whereas 15 (52%) rated their improvement as a little better to very much worse. For 28 face-to-face participants immediately after treatment, 15 (54%) rated themselves as improved, whereas 13 (46%) rated themselves as only a little better or worse. Although this is variable at the 6- and 12-month follow-up time points, there were no differences between groups at any time point (at 6 months, 8/20, 40% telehealth participants and 15/25, 60% face-to-face participants rated themselves as very much or much better, and at 12 months, 11/20, 55% telehealth and 13/23, 57% face-to-face participants rated themselves as very much or much better).

Comer et al [32] and Himle et al [36] both reported using the Clinical Global Impression-Improvement scale, reporting the percentage of participants who received a score of 1 or 2 (very much improved or much improved). Among participants in the study by Comer et al [32], of the 14 participants in the telehealth group, 12 (86%) had improvement, whereas of the 14 participants in the face-to-face group, 11 (79%) improved. Furthermore, at 6 months after treatment, 83% (10/12) of the telehealth participants and 73% (8/11) of the face-to-face participants still reported very much or much improvement.
is unclear whether the differences between groups were significant, and the outcomes were reported only for treatment completers, not all participants. The findings from Himle et al [36] are similar at immediately after treatment: 80% (8/10) of the telehealth participants were very much or much improved, whereas 75% (6/8) of the face-to-face participants were improved. However, at follow-up, 56% (5/9) of the telehealth participants and 44% (3/7) of the face-to-face participants were very much or much improved.

**Function**

The outcome was assessed using 4 different scales (see Multimedia Appendix 5 for a summary of scales used).

In addition, 6 studies reported sufficient data for this outcome; 5 were able to be meta-analyzed (Figure 5). There were no significant differences in functioning outcomes between telehealth and face-to-face therapy immediately after treatment (237 participants; mean difference 0.13 (95% CI −0.16 to 0.42; \(P= .38\)) or at any of the follow-up time points, including 3 months (51 participants; SMD 0.19, 95% CI −0.36 to 0.74; \(P=.49\)), 6 months (73 participants; SMD −0.17, 95% CI −0.63 to 0.3; \(P=.48\)), and 12 months (105 participants; SMD 0.08, 95% CI −0.3 to 0.47; \(P=.67\)).

Mitchell et al [41] also reported a function measure using the 36-Item Short-Form Health Survey, reporting on both the mental and physical subscales. At immediately after treatment, there was no difference on the physical subscale between telehealth (41 participants; 54.1, SD 7.9) and face-to-face groups (39 participants; 56.2, SD 5.7). For the mental health subscale, there was no difference between groups for telehealth (41 participants; 42.9, SD 12.6) and face-to-face treatment (39 participants; 45.5, SD 11.9). These results were similar for 3 and 6 months after treatment.

**Figure 5.** Telehealth versus face-to-face for mental conditions: assessment of functioning. Std: standard. [31-33, 38, 43].

**Tertiary Outcomes**

**Process**

A total of 5 studies reported client working alliance outcomes (3 meta-analyzed, n=223, immediately after treatment). There was no difference between telehealth and face-to-face therapy; the SMD was 0.11 (95% CI −0.34 to 0.57; \(P=.63\)). This subgroup had moderate to high levels of heterogeneity (\(I^2=63\%\); see Figure S1 in Multimedia Appendix 1). In addition, 2 studies also reported therapist working alliance outcomes (2 meta-analyzed, n=104, immediately after treatment). There was no evidence of difference between telehealth and face-to-face therapy (SMD −0.16, 95% CI −0.91 to 0.59; \(P=.67\)), and heterogeneity was high (\(I^2=72\%\); see Figure S2 in Multimedia Appendix 1).

A total of 7 studies reported client satisfaction outcomes (3 meta-analyzed, n=131, immediately after treatment), and we found no evidence of difference in satisfaction between groups (SMD 0.12, 95% CI −0.3 to 0.53; \(P=.58\); see Figure S3 in Multimedia Appendix 1).

More detailed data for process outcomes (working alliance and client satisfaction) are available in Multimedia Appendix 1, including figures and a narrative analysis of included studies that could not be meta-analyzed.

**Financial**

A total of 3 studies reported cost, but no outcomes were able to be meta-analyzed. Please see Multimdia Appendix 1 for a narrative review of financial outcomes.
Discussion

Principal Findings
This systematic review of 12 trials shows insufficient evidence of a difference between psychotherapy delivered via telehealth (telephone or video) and face-to-face therapy, when treating less common mental health conditions or physical conditions requiring psychological support. There were no significant differences between telehealth and face-to-face delivery for patient outcomes (symptom severity, symptom improvement, or global function), immediately after treatment, or at any follow-up time point. For process outcomes (working alliance or therapeutic quality and client satisfaction), there was no significant difference between telehealth and face-to-face care delivery for either clients or therapists, although I study reported no difference between groups for therapist satisfaction. Although financial outcome data on costs were not meta-analyzable, patients with substance abuse disorder valued telehealth therapy more highly than face-to-face therapy, treatment costs were lower for telehealth than for face-to-face therapy for patients with bulimia nervosa (especially over large geographical areas), and the cost of therapists’ time was equivalent, regardless of delivery mode, for patients with cancer receiving CBT. This suggests that telehealth is at least as cost-effective as face-to-face care and potentially perceived as more valuable by the client. Overall, the risk of bias of included studies was unclear, owing to unclear reporting, and blinding of participants was not possible because of the nature of the interventions.

Although we found no significant differences between telehealth and face-to-face delivery of psychotherapy across any outcome, to assess equivalence between telehealth and face-to-face psychotherapy, CIs around the effect estimate should be examined to determine whether they exclude the minimally important difference [44]. In the absence of a prespecified minimally important difference, we accept Cohen cutoff for a small effect (0.2), whereby a CI between (−0.20 and 0.20) suggests equivalence between telehealth and face-to-face therapy, and a CI outside these bounds indicates that the minimally important difference cannot be excluded and there is the possibility of a small effect favoring one or the other intervention. For the primary outcome, symptom severity (Figure 3), immediately after treatment, the upper-bound CI is >0.2, so it is possible that the true effect favors face-to-face therapy. For 12 months after treatment, the CI ranges from a possible small effect favoring telehealth to a possible medium effect favoring face-to-face therapy. The same could be applied to all other time points and outcomes to assess the evidence for equivalence. Although we can demonstrate that there is insufficient evidence of a difference between telehealth- and face-to-face–delivered psychotherapy, we cannot conclude whether they are equivalent, given that the CIs around the effect size are rarely narrow enough to exclude the minimally important difference. For common mental health conditions, there is evidence that telehealth is an effective modality in the provision of psychological therapy as face-to-face therapy. There is some evidence of equivalence between videoconferencing and face-to-face care for depression [20], anxiety [21,22], PTSD [23], and psychotherapy broadly [5]. Furthermore, there is evidence of telephone-delivered therapy being effective for depression and anxiety [45]. Although these reviews suggest comparability between telehealth and face-to-face psychotherapy delivery, they all included nonrandomized and noncontrolled studies, which may introduce bias.

Comparison With Prior Work
This review and meta-analysis shows that telehealth psychotherapy may be similar to face-to-face psychotherapy in treating populations with less common mental health disorders or physical conditions that require psychological support. These synthesized findings support previous primary research suggesting that psychotherapy delivered via telehealth for the treatment of mental health conditions may be comparable with conventional face-to-face therapy. A previous review examined the use of video therapy across a range of mental health conditions, including some of the less common conditions reviewed here, and found video-delivered therapy was equivalent to face-to-face care for outcomes of clinical effectiveness, treatment adherence, and patient satisfaction [14]. In line with our narrative findings for financial outcomes, they also found video therapy to be less costly than face-to-face care. This contrasts with a recent scoping review, finding that telehealth service provision across health care in Australia does not routinely reduce the cost of care delivery [46]. Our findings also support the results of a single-arm study conducted in Japan examining video-delivered CBT, which found that this delivery mode is feasible for the treatment of bulimia nervosa and binge-eating disorders. Previous evidence regarding the impact of telehealth on working alliance is mixed. An RCT examining psychologists’ perceptions of therapeutic alliance in videoconferencing found that therapeutic alliance was rated significantly lower for telehealth than for face-to-face care [47]. A survey conducted during the COVID-19 pandemic of psychotherapists’ experience with remote care found that it was “better than expected” but that telehealth care could not be compared with face-to-face care [48]. In contradiction, results from a more recent survey study found that telehealth was widely accepted by primary mental health care providers [49], although this was not specific to delivery of psychotherapy via telehealth. A recent study examining working alliance via telehealth for anxiety disorders found that these clients had a stronger working alliance with their clinician when treated via telehealth [50]. Our findings, using only data from RCTs, support previous research suggesting that working alliance is as strong in telehealth as it is in face-to-face care. However, further research is needed to fully understand how telehealth changes the client and clinician relationship dynamic and how this may change circumstantially based on clinician and client perceptions of telehealth and the patient’s specific treatment needs.

Strengths and Limitations
This review has many strengths, which add weight to our findings and conclusions. We applied rigorous methodology to find includable studies by establishing a prospective protocol...
and following PRISMA guidelines. Clear, strict inclusion and exclusion criteria allowed for studies in a variety of different health conditions to be synthesized and systematically reviewed. Further, we only included RCTs, and bias was reviewed for all included studies.

However, there are some limitations to our findings. First, although includable, there were no eligible randomized studies available for telehealth treatment of some less common mental health conditions, such as schizophrenia, bipolar disorders, and personality disorders. This limits the generalizability of these findings across these serious mental health concerns. To assess whether treatment of these conditions is feasible by telehealth, evidence beyond randomized trials should be examined or further high-quality research primary conducted. Second, we only included studies of therapies delivered verbally via telephone or video, as this is most similar to the face-to-face nature of primary care, and we intentionally excluded chat-based or self-guided internet therapy modalities. There is emerging evidence to support the efficacy of chat for mental health treatment services [51,52]. There is also a growing body of work on internet-based therapies for the treatment of psychological conditions such as addictions [53], eating disorders [54], and depression [55] and for the delivery of specific therapies such as CBT [56]. Therefore, although these therapeutic approaches are outside the scope of this review, the role of chat-based or self-guided internet therapy cannot be discounted for remote management of mental health difficulties. Third, most included trials were conducted in the United States, with 2 from the United Kingdom. These health care systems may not be comparable in other countries or regions [57], which limits the generalizability of our findings across medical systems internationally. Fourth, the risk of bias in included studies was largely unclear. We were unable to conduct prespecified subgroup analysis excluding studies at high risk of bias, owing to the small number of studies eligible for inclusion. The possibility of risk of bias in included studies should be considered when interpreting these results. Fifth, we included both telephone and video modalities as telehealth and did not conduct a sensitivity analysis to test any differences between these modalities owing to the small number of included studies. It is possible that there may be differences between telephone and video telehealth care, and future studies may explore this. Sixth, although we anticipated heterogeneity and used a random-effects model, some measures of heterogeneity are high. In each of these cases, the maximum number of studies available at the time point was 3, and it is thought that even when appropriate, meta-analysis with a small number of included studies can lead to fluctuations in the I² statistic and should be interpreted with caution [58]. The small number of included studies precluded explorations into heterogeneity, so it is unclear whether heterogeneity observed is solely due to variation between included studies or whether instability of the I² statistic due to the small number of included studies inflated the estimate. Regardless, the presence of heterogeneity highlights differences between included studies and reinforces the need for large, high-quality studies exploring psychotherapy delivered via telehealth versus face-to-face care for less common mental illnesses. Seventh, although the outcomes selected are appropriate for the study question and aims, they are all clinician or patient self-report measures, which are subject to measurement and other biases. Finally, the maximum follow-up time for included studies was 12 months, and there was variability in the follow-up periods among studies. The management of mental illness can be chronic or lifelong, so our results do not speak to the effectiveness of telehealth for longer-term management of these conditions.

**Clinical and Research Implications**

There are some important clinical implications of this research. To date, there has been some reported hesitancy from clinicians to use telehealth in their practice [5]. This appears driven by care providers rather than care receivers; patients report equal satisfaction and experience of therapeutic alliance when receiving individual care via telehealth versus face-to-face [59]. Therapist hesitancy may be due to lack of training, concerns about the quality of the therapeutic alliance including rapport building, ethical concerns around risk management, and technological limitations [7,60-62]. Given the increasing body of evidence demonstrating the similarity of mental health care delivered via telehealth compared with face-to-face, it is critical that therapist barriers toward telehealth modalities be addressed. This may take various potential forms, including the provision of training for the delivery of specific therapies via telehealth, which could be incorporated into professional development or tertiary training. Furthermore, regulatory bodies (eg, Australian Health Practitioner Regulation Agency in Australia) could also provide support and advice for the implementation of telehealth infrastructure such as billing processes or technical logistics.

In addition to these clinical implications, there are several possible directions for further research. Given the diverse range of patient populations, therapies, and psychological conditions that may be treated using telehealth, and the multiple modes of care delivery (ie, telephone, video, or blended), it may be beneficial to investigate how to optimize telehealth therapy for various patient groups. Future considerations could include understanding whether certain conditions are better suited to video or telephone delivery and whether telehealth is as effective when treating complex or comorbid mental illnesses and identifying whether there are any groups for which telehealth is not recommended. Developing specific and structured protocols or guidelines for the delivery of psychotherapy via telehealth to diverse patient groups will help ensure the consistent provision of best-practice telehealth care.

**Conclusions**

The COVID-19 pandemic has pushed telehealth to the forefront of mental health care out of necessity. This review shows that there is insufficient evidence of difference between psychotherapy delivered via telehealth and psychotherapy delivered via face-to-face care for the management of less common mental and physical health conditions requiring psychological support. There was insufficient evidence of difference between groups across patient, process, and cost outcomes, including symptom severity, improvement, function, therapeutic working alliance, satisfaction, and cost. However, CIs often included the minimally important difference, so we cannot conclude whether psychotherapy delivered via telehealth...
versus via face-to-face are equivalent. Further research is needed to assess the efficacy of telehealth for some conditions for which this review found no evidence (such as schizophrenia and bipolar disorders) and to optimize the delivery of telehealth interventions across diverse patient groups. The current evidence indicates that psychotherapy delivered via telehealth may be an alternative to face-to-face psychotherapy for the treatment of less common mental health conditions and physical conditions requiring psychological care.

Acknowledgments
We wish to acknowledge and thank Dr Mark Jones for his statistical guidance and assistance in the interpretation of the results. This systematic review was commissioned by the Department of Health, Canberra, Australia, as part of a series of systematic reviews on the effectiveness of telehealth. The funder was involved in the refining of the study question in Population, Intervention, Comparator, Outcome (PICO) format. The funder was not involved in the conduct, analysis, or interpretation of the systematic review or in the decision to submit the manuscript for publication.

Authors' Contributions
The conception or design of work was the responsibility of AMS and PG. Data collection was conducted by HG, NK, RP, JC, AMS, and MC. Data analysis and interpretation were conducted by HG, NK, AMS, and PG. The manuscript was drafted by HG and NK. The critical revision of the manuscript was conducted by HG, NK, AMS, RG, and PG. The final approval of the version of the manuscript to be published was provided by HG, NK, RP, JC, AMS, MC, RG, and PG.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Process and financial outcomes.
[DOCX File, 79 KB - mental_v9i3e31780_app1.docx ]

Multimedia Appendix 2
Search strings.
[DOCX File, 17 KB - mental_v9i3e31780_app2.docx ]

Multimedia Appendix 3
Table of excluded studies.
[DOCX File, 21 KB - mental_v9i3e31780_app3.docx ]

Multimedia Appendix 4
Potentially relevant in-progress clinical trials.
[DOCX File, 13 KB - mental_v9i3e31780_app4.docx ]

Multimedia Appendix 5
Table of included scales.
[DOCX File, 19 KB - mental_v9i3e31780_app5.docx ]

References


30. OT intervention versus telehealth for children with ASD and ADHD. ClinicalTrials.gov Identifier: NCT03957993. URL: https://clinicaltrials.gov/ct2/show/NCT03957993 [accessed 2022-02-21]


Abbreviations

CBT: cognitive behavioral therapy
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
PTSD: posttraumatic stress disorder
RCT: randomized controlled trial
SMD: standardized mean difference
Development of a Framework for the Implementation of Synchronous Digital Mental Health: Realist Synthesis of Systematic Reviews

David Villarreal-Zegarra1,2, BSc, MPH; Christoper A Alarcon-Ruiz3, MD; GJ Melendez-Torres4, DPhil; Roberto Torres-Puente2, BSc; Alba Navarro-Flores2,5, MD; Victoria Caveró6, BSc, MSc; Juan Ambrosio-Melgarejo2, BSc; Jefferson Rojas-Vargas7, BSc; Guillermo Almeida2, BSc; Leonardo Albitres-Flores6,8, MD; Alejandra B Romero-Cabrera9, MD; Jeff Huarcaya-Victoria10,11, MD, MSc

1Escuela de Medicina, Universidad César Vallejo, Trujillo, Peru
2Dirección de Investigación, Desarrollo e Innovación, Instituto Peruano de Orientación Psicológica, Lima, Peru
3Unidad de Investigación para la Generación y Síntesis de Evidencias en Salud, Universidad San Ignacio de Loyola, Lima, Peru
4Peninsula Technology Assessment Group, College of Medicine and Health, University of Exeter, Devon, United Kingdom
5Georg-August-University Göttingen, International Max Planck Research School for Neurosciences, Göttingen, Germany
6Center of Excellence in Chronic Diseases, Universidad Peruana Cayetano Heredia, Lima, Peru
7Facultad de Psicología, Universidad Nacional Mayor de San Marcos, Lima, Peru
8Facultad de Medicina, Universidad Nacional de Trujillo, Trujillo, Peru
9Carrera Profesional de Medicina Humana, Facultad de Ciencias de la Salud, Universidad Científica del Sur, Lima, Peru
10Unidad de Psiquiatría de Enlace, Departamento de Psiquiatría, Hospital Nacional Guillermo Almenara Irigoyen, Lima, Peru
11Escuela Profesional de Medicina Humana, Universidad Privada San Juan Bautista, Filial Ica, Peru

Corresponding Author: Jeff Huarcaya-Victoria, MD, MSc
Unidad de Psiquiatría de Enlace
Departamento de Psiquiatría
Hospital Nacional Guillermo Almenara Irigoyen
Av Grau 800
Lima, 15001
Peru
Phone: 51 987382101
Email: jeff.huarcaya@upsjb.edu.pe

Abstract

Background: The use of technologies has served to reduce gaps in access to treatment, and digital health interventions show promise in the care of mental health problems. However, to understand what and how these interventions work, it is imperative to document the aspects related to their challenging implementation.

Objective: The aim of this study was to determine what evidence is available for synchronous digital mental health implementation and to develop a framework, informed by a realist review, to explain what makes digital mental health interventions work for people with mental health problems.

Methods: The SPIDER (Sample, Phenomenon of Interest, Design, Evaluation, and Research type) framework was used to develop the following review question: What makes digital mental health interventions with a synchronous component work on people with mental health problems, including depression, anxiety, or stress, based on implementation, economic, quantitative, qualitative, and mixed methods studies? The MEDLINE, EBM Reviews, PsycINFO, EMBASE, SCOPUS, CINAHL Complete, and Web of Science databases were searched from January 1, 2015, to September 2020 with no language restriction. A Measurement Tool to Assess Systematic Reviews-2 (AMSTAR-2) was used to assess the risk of bias and Confidence in Evidence from Reviews of Qualitative Research (CERQual) was used to assess the confidence in cumulative evidence. Realist synthesis analysis allowed for developing a framework on the implementation of synchronous digital mental health using a grounded-theory approach with an emergent approach.
Results: A total of 21 systematic reviews were included in the study. Among these, 90% (n=19) presented a critically low confidence level as assessed with AMSTAR-2. The realist synthesis allowed for the development of three hypotheses to identify the context and mechanisms in which these interventions achieve these outcomes: (1) these interventions reach populations otherwise unable to have access because they do not require the physical presence of the therapist nor the patient, thereby tackling geographic barriers posed by in-person therapy; (2) these interventions reach populations otherwise unable to have access because they can be successfully delivered by nonspecialists, which makes them more cost-effective to implement in health services; and (3) these interventions are acceptable and show good results in satisfaction because they require less need of disclosure and provide more privacy, comfortability, and participation, enabling the establishment of rapport with the therapist.

Conclusions: We developed a framework with three hypotheses that explain what makes digital mental health interventions with a synchronous component work on people with mental health problems. Each hypothesis represents essential outcomes in the implementation process.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42020203811; https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42020203811

International Registered Report Identifier (IRRID): RR2-10.12688/f1000research.27150.2

(JMIR Ment Health 2022;9(3):e34760) doi:10.2196/34760
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Introduction

Mental health is in crisis globally and the COVID-19 pandemic has suddenly revealed the magnitude of this problem [1,2]. To minimize health care gaps, the use of digital technologies has been proposed to be able to provide specialized treatment to a greater number of people in places with limited resources and to those with difficult access [3-7]. These technologies have been very well received and served to complement or improve the effectiveness of treatments for various chronic diseases [6]. In addition, these digital interventions show great promise in the care of mental health problems [8-10].

With the undeniable contribution of technologies in mental health care, it is important to document the aspects related to their challenging implementation [11], such as adaptability, cost, complexity, external policies and incentives, compatibility, or general fit between the digital health intervention and the organization, among others [12]. These features provide understanding about how and what works in these interventions, and considering the complexity as challenges in the implementation of telemedicine can help to reveal the deficiencies and inequalities of health care systems worldwide [13].

Currently, there are different frameworks to guide the implementation process, including Expert Recommendations for Implementing Change (ERIC), Promoting Action on Research Implementation in Health Services (PARIHS), or Consolidated Framework for Implementation Research (CFIR) [14,15]. However, we have not been able to find studies that developed frameworks to explain what makes digital mental health interventions work, specify in which contexts these digital interventions can be implemented, identify the mechanisms that facilitate or hinder their implementation, and elucidate the most important outcomes within the implementation process.

Despite not developing such a framework, previous studies have identified critical aspects to consider within the implementation process, such as the effectiveness of digital mental health interventions [16,17], barriers and facilitators to the implementation of electronic mental health interventions [18], or long-term cost-effectiveness studies [19]. However, this evidence alone is not sufficient to warrant the implementation of these interventions or their adoption by health systems [4].

The problem with not having a specific framework for the implementation of interventions focused on digital mental health is that this type of intervention has particular nuances compared with other types of health interventions [4], especially in low- or middle-income countries. More qualitative and flexible approaches are needed to understand the complexity of these interventions and what key elements could help their implementation [4]. Thus, the aim of this study was to determine what evidence is available for synchronous digital mental health implementation and to develop a framework, informed by a realist review, to explain what makes digital mental health interventions work for people with mental health problems.

Methods

Research Question

This systematic review adhered to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [20]; a completed PRISMA checklist can be found in Multimedia Appendix 1. The detailed methodology is available in the published study protocol [21], and the study was registered in PROSPERO (CRD420203811). The SPIDER framework was used to develop the review question, which is based on describing the Sample (S), Phenomenon of Interest (PI), Design (D), Evaluation (E), and Research type (R) [22] (see Textbox 1).
Textbox 1. Research question development based on the SPIDER framework.

- **Sample**
  Adults with depression (or major depressive disorder), anxiety (or generalized anxiety disorder), stress (or trauma-related disorders), and/or general mental health problems (unspecified). Participants may be diagnosed through clinical interviews or categorized based on screening assessments (self-reported scales).

- **Phenomenon of Interest**
  Any digital mental health intervention that includes a synchronous component, namely communication with a mental health professional (eg, psychiatrist, psychologist) or a health professional trained in mental health. These interventions included, among others, remote consultation, interactive application, video chats, and calls.

- **Design**
  Systematic review.

- **Evaluation**
  We included all types of outcomes of interest assessed by implementation studies, economic, qualitative, quantitative, and other study designs, including (1) health effectiveness outcomes (eg, depression, anxiety and/or stress symptoms, adherence to treatment), (2) patient outcomes (eg, quality of life, satisfaction), (3) economic outcomes, and (4) damage or adverse effects.

- **Research type**
  Quantitative, qualitative, and mixed methods.

---

**Eligibility Criteria**

**Inclusion Criteria**

Systematic reviews were selected that reported on inclusion/exclusion criteria for their included studies; conducted an adequate systematic literature search using at least two databases; and synthesized, assessed the quality of, and presented sufficient detail on their individual primary included studies [23]. The reviews had to include primary studies as a unit of analysis focused on a research question. We selected a publication start date of January 1, 2015, without language restrictions. We selected this time frame to include only the latest systematic reviews, since in the field of digital health, the launch of new technologies makes scientific development dynamic. Articles were also included if the primary studies in the review focused on adults with common mental health problems, defined as (1) adults with depression (or major depressive disorder), anxiety (or generalized anxiety disorder), stress (or trauma-related disorders), and/or general mental health problems (unspecified); or (2) adults attending an outpatient mental health consultation. The final inclusion criterion was that at least 90% of the primary studies assessed synchronous digital mental health or the results only for synchronous digital mental health are presented separately.

**Exclusion Criteria**

Narrative reviews, scoping reviews, primary studies, opinion/editorial manuscripts, letters to the editor, and reviews of mobile health intervention repositories (ie, app stores) were excluded. In addition, reviews that included primary studies of (1) adult participants with some other specific mental health condition outside of those listed above, (2) healthy adult participants (without mental health conditions), (3) adult participants receiving emergency/crisis psychiatric care, (4) interventions that lack a synchronous component (real-time information exchange between the user and mental health professional using technologies) or were not sufficiently clear of having a synchronous component, or (5) women with depressive postpartum symptoms were also excluded from the analysis.

**Information Sources**

We searched the MEDLINE (Ovid), EBM Reviews (Ovid), PsycINFO (Ovid), EMBASE (Elsevier), SCOPUS, CINAHL Complete (EBSCOhost), and Web of Science databases, including Science Citation Index Expanded, Social Sciences Citation Index, and Conference Proceedings Citation Index (Clarivate Analytics). Articles published in the last 5 years (January 1, 2015, to April 30, 2020) were included with no language restrictions. The search of the databases was performed on April 30, 2020.

**Search Strategy**

The search formula was created using thesaurus and entry terms for the following syntax: “telemedicine” AND “mental health, anxiety, depression or stress” AND “systematic reviews.” The full search strategy for each database is available in Multimedia Appendix 2.

**Study Records**

**Data Management**

The records retrieved after the search were managed using the Rayyan QCRI free online application (eliminate duplicates, and review titles and abstracts) [24]. Full-text review and data extraction were performed in an Excel template.

**Selection Process**

The records were screened by title and abstract and then by full-text assessment. The records were divided into three groups with each consisting of a pair of independent reviewers (six people in total). Before conducting the review of the records, a
calibration process was carried out, which was based on a pilot review of 30 registries and identifying that there was a discrepancy of less than 5% in the decision of whether or not to include the studies. During the review, in case of discrepancies between decisions within groups, peers discussed the discrepancies to reach an agreement. When it was not possible to reach an agreement among the peers, a third reviewer was included if necessary.

**Data Collection Process**

For each eligible study, data were extracted independently and duplicated on predesigned extraction forms. Reviewers solved discrepancies and a third reviewer evaluated any unresolved disagreement.

**Data Items**

An extraction form was created for the included systematic reviews. We collected the following information: first author and publication date of the study, characteristics of the participants, main objective, research questions, inclusion criteria for the systematic review, search date, study selection process, quality assessment (if any), main findings, and limitations. The full text of the included articles, tables, and supplementary material were also gathered to perform the qualitative analysis of the text.

**Outcomes and Prioritization**

The aim of our study was to perform a realist review of systematic reviews using a qualitative strategy to synthesize the information and answer our research question. Therefore, we did not look for a specific result such as effectiveness, cost-effectiveness, or similar. Instead, we were interested in identifying the full text of all studies that answered our research question to perform a grounded-theory analysis with an emergent approach [25]. Priority was given in the analysis to studies with the lowest risk of bias assessed.

**Risk of Bias in Individual Studies**

To assess the quality of the included systematic reviews, we used A Measurement Tool to Assess Systematic Reviews-2 (AMSTAR-2), which has 16 domains. Seven of these domains are considered critical: (1) protocol registered before the start of the review, (2) adequacy of the literature search, (3) justification for the exclusion of individual studies, (4) risk of bias of individual studies included in the review, (5) adequacy of meta-analytic methods, (6) consideration of the risk of bias in interpreting the results of the review, and (7) assessment of the presence and likely impact of publication bias [26].

AMSTAR-2 classifies the quality of systematic reviews into four categories: high (none or one noncritical weakness), moderate (more than one noncritical weakness), low (one critical weakness with or without noncritical weaknesses), and very low (more than one critical weakness with or without noncritical weaknesses). The quality assessment was rated by two trained researchers independently. In case of difference in the overall quality assessment of the systematic reviews, the AMSTAR-2 criteria were discussed between the two researchers to reach a consensus.

**Data Synthesis**

We developed a framework informed by a realist analysis of synchronous digital mental health interventions using a grounded-theory approach with an emergent approach [27]. The realist synthesis was based on interpreting, integrating, and inferring the evaluation elements to better understand the implementation of synchronous digital mental health interventions from all of the included studies [28]. To answer the question “what makes the implementation of these interventions work?”, hypotheses supported by the included studies’ results were developed and generated through discussion and consensus among the researchers [28]. Since our study was designed to perform a realist synthesis of the evidence, we focused on different outcomes to use them as input for assessing the implementation of synchronous digital mental health interventions. Therefore, we did not perform a quantitative synthesis in any case (ie, a meta-analysis of effectiveness).

Three researchers followed the three steps established by Thomas and Harden [28] for qualitative syntheses [29]. First, the extracted data were freely coded. The researchers read the full texts of the included articles and coded each text fragment that provided information to answer the research question. Second, the codified data were organized and then grouped based on descriptive aspects using a context-linked causality approach represented as “context+mechanism=outcome” [25]. Finally, the analytical concepts generated in the previous step were grouped so that they were related to each other. The elements that were related to each other were assumed to be part of a hypothesis that would help to answer the research aim.

The selection of the studies for the realist review was based on the AMSTAR-2 score, with the highest-quality studies being assessed first. We assessed all included studies, down to the criterion of theoretical saturation [30]. All qualitative analyses were performed with NVivo software (version 12, QSR International).

**Confidence in Cumulative Evidence**

The Confidence in Evidence from Reviews of Qualitative Research (CERQual) approach, which has four components (Methodological Limitations, Relevance, Coherence, and Appropriateness Data), was assessed by a researcher and then reviewed by another independent researcher. The CERQual was evaluated to contribute to an overall assessment of each hypothesis resulting from the realist synthesis to determine the level of confidence (high, moderate, low, or very low) and to present the overall assessment in a Summary of Qualitative Findings table [31,32].

**Results**

**Study Selection**

The search strategy retrieved 30,228 records, and after duplicated cleaning, we obtained 14,536 unique records. The evaluation by title and abstract identified 374 results that were evaluated at the full-text level. Among those, 353 were excluded. The reasons for exclusion are listed in Multimedia Appendix 3. Finally, 21 systematic reviews were included in this study (see Figure 1).
### Study Characteristics

The included systematic reviews analyzed a median of 27 studies (range 9-155). Eleven studies reported some form of synchronous digital mental health intervention based on internet, telephone, or online cognitive behavioral therapy (CBT) as the primary intervention [19,33-42]. The remaining studies reported a mix of digital mental health interventions based on synchronous components (ie, telephone, videoconferencing) and asynchronous components (ie, text messages, email, chats, instructional videos, podcasts). Most of the systematic reviews included exclusively randomized controlled trials (RCTs) as primary studies, two included only non-RCTs, and five studies included both. Only six studies did not include a meta-analysis. With respect to the type of therapy, nine reviews stated CBT as the target therapy, one review used the transdiagnosis method, and one included mindfulness-based interventions. The individual characteristics of the included studies are presented in Multimedia Appendix 4. It is important to mention that despite having no language restrictions, all of the included articles were published in English and the systematic reviews did not include qualitative studies.

### Risk of Bias Within Studies

Most of the studies (19/21, 90%) of the included systematic reviews performed a risk of bias assessment. The most commonly used instrument was the Risk of Bias Cochrane Collaboration tool (12/24, 57%) [33-35,37,38,40,43-48]. Seven studies used other tools to assess the risk of bias such as the Effective Public Health Practice Project Quality Assessment Tool (2/21, 10%); Grading of Recommendations Assessment, Development and Evaluation (1/21, 5%); and others. Only two studies did not report using any risk of bias tool [41,42]. Ten studies did not appropriately account for the risk of bias of the individual studies included when interpreting the results of their review.

Olthuis et al [47] presented a medium level of confidence and Lewis et al [38] presented low confidence. The rest of the included systematic reviews presented a critically low level of confidence (see Figure 2). On average, the included reviews only met 40% of the AMSTAR-2 risk of bias items. The reviews included in Rees et al [41] failed to accomplish any of the AMSTAR-2 items and those in the study by Turgoose et al [49] only passed one AMSTAR-2 item.
The AMSTAR-2 items that were the most fulfilled (if applicable) were item 15 (critical) assessing the presence and likely impact of publication bias (14/21, 93%) and item 12 (noncritical) assessing the potential impact of risk of bias in individual studies (11/21, 73%) in the case of meta-analysis. The AMSTAR-2 items that were the least fulfilled were item 10 (noncritical) on whether the review reported the funding sources of the included studies. Only the study by Irvine et al [36] achieved compliance. Two other items that had a low compliance rate (3/21, 14%) were item 4 (critical) on the adequate literature search and item 3 (noncritical) on the justification for the decision on the study designs to be included in the review, and only one study met each of these criteria [46].

Figure 2. Risk of bias assessment of individual studies, according to AMSTAR-2. 1: Did the research questions and inclusion criteria for the review include the components of PICO (Population, Intervention, Control, Outcomes)? *2: Did the report of the review contain an explicit statement that the review methods were established prior to conduct of the review and did the report justify any significant deviations from the protocol? (critical item); 3: Did the review authors explain their selection of the study designs for inclusion in the review? *4: Did the review authors perform study selection in duplicate? 6: Did the review authors perform data extraction in duplicate? *7: Did the review authors provide a list of excluded studies and justify the exclusions? (critical item); 8: Did the review authors describe the included studies in adequate detail? *9: Did the review authors use a satisfactory technique for assessing the risk of bias (RoB) in individual studies that were included in the review? (critical item); 10: Did the review authors report on the sources of funding for the studies included in the review? *11: If meta-analysis was justified, did the review authors use appropriate methods for statistical combination of results? (critical item); 12: If meta-analysis was performed, did the review authors assess the potential impact of RoB in individual studies on the results of the meta-analysis or other evidence synthesis? *13: Did the review authors account for RoB in individual studies when interpreting/discussing the results of the review? (critical item); 14: Did the review authors provide a satisfactory explanation for, and discussion of, any heterogeneity observed in the results of the review? *15: If they performed quantitative synthesis, did the review authors carry out an adequate investigation of publication bias (small study bias) and discuss its likely impact on the results of the review? (critical item); 16: Conflict of interest declaration.

Realist Synthesis

Overview

Synchronous digital mental health interventions provide effective clinical outcomes (see Figure 3). Some systematic reviews identified that digital mental health interventions based on CBT (ie, telephone, internet-based, videoconferencing, online) were equally effective as face-to-face CBT in the treatment of specific mental health conditions (eg, social anxiety disorder, posttraumatic stress disorder [PTSD], panic, depressive symptoms, body dissatisfaction, insomnia, specific phobias) [33-36,42,47,49,50]. In addition, the different theoretical models used in CBT-based digital mental health interventions (ie, classical, mindfulness, transdiagnostic, nonspecific) and nonspecific digital mental health interventions had a moderate to large effect in reducing depressive, anxious, and PTSD symptoms compared to control situations [35,37-40,44-46,48,49,51]. Furthermore, different formats of individual and group electronic interventions (ie, telephone, videoconferencing) and guided self-help treatment had comparable effectiveness in depression and anxiety treatment [35,45,46]. In addition, digital interventions have shown to be effective in different population groups such as adults and elder people [33,34,40,45], veterans [47,49], and people with multiple sclerosis [48].

The advantages of interventions using technology are allowing the inclusion of add-ups to the therapy (eg, written, audio or visual materials to access online or download, diary-keeping, chats [19], emails [19,47], online forums [19,43,46], new or existing platforms such as Skype or Zoom) [49]. These interventions also promote better coordination of care and early treatment [42,49].
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Guided synchronous components are essential elements in digital interventions to reduce anxiety. They are more effective and significantly improve adherence compared to unguided interventions or those with only asynchronous components [43]. It is also unclear which guided synchronous components are the most effective or whether there are cumulative effects when combining them [43]. Of note, CBT-based and heterogeneous digital mental health interventions (not CBT-based) showed no difference in their effectiveness in reducing PTSD symptoms [38].

Three main hypotheses were derived from this analysis, which are summarized inTextbox 2 and described in detail in the following sections.

**Textbox 2.** Hypotheses for why digital mental health interventions work for people with mental health problems based on the realist synthesis of reviews.

**Hypothesis 1**
Synchronous digital mental health interventions reach populations otherwise unable to have access through face-to-face interventions, since they do not require the physical presence of the therapist nor the patient, thereby tackling geographic barriers posed by in-person therapy (to expand access).

**Hypothesis 2**
Synchronous digital mental health interventions reach populations otherwise unable to have access via face-to-face interventions because they can be successfully delivered by nonspecialists, which makes them more cost-effective to implement in health services (to expand access).

**Hypothesis 3**
Synchronous digital mental health interventions are acceptable by patients and show good results in satisfaction, because they require less need of disclosure and provide more privacy, comfortability, and participation, enabling the establishment of rapport with the therapist (user satisfaction).

**Hypothesis 1**
Synchronous digital interventions in mental health reach populations that would not have access through face-to-face interventions, such as children, veterans, refugees, and people living in rural areas [50,52]. This is because these interventions do not require the physical presence of both the patient and the therapist (see Figure 3). We also found that these interventions can reduce geographical barriers to access (eg, mobilization for several hours). In addition, they can interact in real time [41] and tackle the geographic barriers of travel required to receive care, thereby being accessible even from remote areas [37,41,42,46-48,50].

Some aspects need to be taken into consideration for the delivery of successful therapy through synchronous digital mental health interventions. The first is to find a quiet area in the home or at the usual environment of the patient to receive the session, which could represent a challenge for many [49]. The second aspect is that the platform should be as stable as possible since ineffective internet service could lead to withdrawing the therapy [49], and the quality of the image and sound could be associated...
with satisfaction [39]. Third, the possibility to expand the use of telepsychiatry will require the development or improvement of a software specially designed for that purpose [42]. Finally, the presence of technical support when needed should be considered, as one systematic review found that scheduled guidance showed better outcomes on anxiety symptom severity at postintervention and follow-up [43].

The presence of synchronous human support seems to improve the delivery of digital mental health sessions, although the evidence is not conclusive [19,43]. Guided interventions were superior to completely unguided interventions for symptom severity across mental disorders and presented higher treatment adherence [43]. In studies that used local clinics rather than home-based teletherapy, it was recommended to have local staff on hand to assist, such as to receive homework and other materials via fax machine and disseminate them to participants [42]. However, in the future, artificial intelligence could replace human support to generate computer responses [33].

Additionally, we found some barriers. The first barrier is the absence of physical contact. One review identified that patients receiving in-person treatment were more likely to complete the home assessments and tasks given [49]. The second barrier is that the safety of the patient could be compromised. It is worth noting a potential issue with interventions using technology. The distance between the patient and therapist could put patients’ safety at risk, as they may not receive the necessary care in the event of a crisis or emergency [43]. Some studies also suggested the presence of an extra person to provide in-person support in case of emergencies [43,49], although not all studies showed favorable results [19,33,43]. Finally, the presence of technical issues could impose a potentially modifiable barrier. Some flaws found during the therapy delivery were limited connectivity, the lack of human resources and telepsychiatry equipment [42], low image resolution, difficulties for establishing the connection, slight audio delays, and problems with the internet connection [42]. Moreover, a systematic review assessing mindfulness-based cognitive therapy for stress reduction found that the users’ dissatisfaction was linked to technical issues [39].

**Hypothesis 2**

A second reason for why these interventions reach populations that otherwise would not have access to face-to-face interventions is that they are an accessible and cost-effective treatment in the short term [19]. This may lead to reductions in mental health costs, at least in depression [19]. It should be noted that CBT-based digital interventions tend to be slightly more expensive compared to usual treatment at baseline. This is because their cost-effectiveness improves when considering their positive effect on quality-adjusted life years [19] and their costs in the long-term, since they require limited interaction between the patient and therapist [34,42].

This higher cost-effectiveness is associated with different components. Regarding phone sessions, they adhere to a more structured format and focus on problem-solving and tasks, resulting in more efficient and direct sessions [36] with shorter durations than in-person therapies [34,36]. It should be noted that the session duration of these interventions was not associated with better outcomes in cases of anxiety and depression, although the therapy duration varied from 19 to 150 minutes [40].

Evidence suggests that physicians, psychiatrists, psychologists, or nurses trained for various mental health problems could perform digital interventions such as telepsychiatry or teleconsultations [52]. This enables optimization for using available human resources when there is a reduced number of specialists for large populations, since nonspecialists with adequate training and supervision are as effective as specialists for this purpose [41,43]. For this outcome, it is important to consider some barriers. A potential barrier was the provision of care by nonspecialists, highlighting the importance of having appropriate training and supervision to provide long-distance care. Training for therapists providing interventions using technology should include content on good clinical practices [39,52], the use of technology [49] and telepsychiatry [52], the management of risk or crises [43], as well as potential ethical and/or legal conflicts [50]. Another potential barrier is distrust of the health personnel. One study pointed out that therapists showed greater preference for face-to-face interventions compared to online interventions [38], while another found that some professionals may be reluctant to apply electronic interventions using telephones to treat mental health problems, arguing that it could harm the interactions with the user [36]. However, evidence suggests that the use of electronic interventions with telephones does not change interaction patterns in consultations (duration, alliance, disclosure, empathy, attention, and participation) [36].

Some relevant aspects to consider are clinicians’ satisfaction, the lack of training for providers, and ethical challenges. For example, a systematic review of teletherapy for veterans with PTSD found high fidelity to the intervention and good therapist competence, as well high levels of satisfaction among clinicians in terms of their confidence for the delivery of these forms of therapies [49]. However, as mentioned above, proper training is needed for successful delivery [39,49,52], and the ethical and legal aspects should be established [50].

**Hypothesis 3**

Telepsychiatry for patients with PTSD shows the advantage of diminishing the risk of stigmatization. Since patients are treated from their own homes and are no longer required to visit a psychiatric facility, they feel more motivated to seek mental health care [42]. One systematic review found that patients exhibited more active participation at distance-delivered therapies compared to face-to-face interviews. This may be due to the feeling of “safety” that being at a different location from the therapist could produce. They found that neither empathy, attention, nor participation diminished when using telephone interventions [49]. Additionally, telephonic interventions offer the patient a potentially immediate, anonymous, and easy-to-access option [34]. Other authors pointed out that patients felt that the therapist could understand them better during face-to-face therapies. However, there were no differences in the ability of the therapist to guide the patients to “open themselves” between modalities [36]. It was reported that the efficacy of interventions was similar across modalities.
and although the interaction between patient and therapist was lower [39], the therapeutic alliance was able to be achieved without limitations [42,47], except for the difficulties at reading corporal language [49].

Telephone and video call interventions were usually acceptable and efficient for digital mental health [41]. This is probably because more access to care was allowed for children and adults with comorbid psychiatric and complex medical illnesses in various settings, age spans, and demographic characteristics, including rural areas [52]. Although there is greater satisfaction on the users’ side (and therefore an improvement in mood state), this does not imply that there are improvements in the quality of life, since recovery (the relief of depressive symptoms) does not necessarily amount to parallel improvements in quality-of-life measures [19]. In addition, it should be considered that these two outcomes do not follow the same recovery rate.

It is also worth noting that during telephone therapies, the patients could develop an awareness of their own emotional and affective changes through listening to their own voice. Moreover, since there is no difference in the measure of how “closely” the therapist could be listening as in usual face-to-face communication, the patients could more easily feel the “connection” with their therapist and enhance disclosure of feelings and emotions [36]. It was found that the use of technology did not influence the therapeutic alliance with their patients [39,47,49]. This could be explained by the fact that, in this context, the therapist’s validation is not based on nonverbal communication but rather by their listening capacity, their verbal clarity, their tone of voice, and how the patient experiences it [43]. Indeed, telephone therapy could work better for introverted patients because it provides more anonymity, creating a sense of safety [34,43].

Some aspects to consider include barriers such as awkward silence, concerns about privacy, and constrained communication. Some patients had expressed their privacy concerns. For instance, veterans with PTSD mentioned questions about the confidentiality of the video transmissions and the data they shared during the consultation [49]. In that same review, constrained communication for detecting body language and nonverbal communication by clinicians when conducting teletherapy for veterans with PTSD was reported. However, they could still develop rapport [49]. Finally, during communications where there is no video of the patient, as in telephone therapy, silences during the patients’ speech were more challenging to interpret [36].

One review noted that only two studies reported providing ongoing technical support during interventions [39]. In addition, none of the studies included in their review mentioned videoconferencing-specific good practice guidelines, training of facilitators to conduct online psychological interventions, or contingency plans to support remote participants [39]. Moreover, few studies reported on the frequency of technical problems [39].

**Gaps: Limitations of Digital Mental Health Reported in Reviews**

Lastly, even though technology interventions have proven to be as effective as in-person sessions and have a 2.13-times higher probability of achieving an appointment once a month [52], some limitations should be noted. First, their effectiveness will depend on treatment adherence [40]. Second, there is limited information on whether CBT-based electronic interventions maintain their beneficial effects over time; two systematic reviews did not identify sufficient evidence to support the benefits of this therapy at 3 or 6 months posttreatment for PTSD cases [38,47]. Third, most of these studies did not use randomization and their sample sizes were small; therefore, more research is needed [19,35-37,39,41,44-46,48,49,51]. Finally, most of the available evidence comes from high-resource countries with integrated health systems and larger research budgets [42]. Hence, some results may not be extrapolated to low- or middle-income countries.

**Confidence in Cumulative Evidence**

An overall analysis of the CERQual assessment showed that the hypotheses presented have low or very low confidence in the evidence (see Multimedia Appendix 5). The main methodological limitations are that the studies come from research with a low or very low confidence level. In terms of coherence, the baseline assumption and hypothesis 1 showed adequate coherence between the different findings, whereas hypotheses 2 and 3 showed moderate concern, since some reviews have heterogeneous results. Finally, all hypotheses showed the adequacy of the data and relevance of the results.

**Discussion**

**Main Findings and Interpretation**

Our study developed a framework based on three hypotheses and a baseline assumption to understand/explain the implementation of synchronous digital mental health interventions. From the 21 systematic reviews included, studies showed that synchronous digital mental health interventions provide effective clinical outcomes and are as effective as face-to-face therapies that address mental health conditions [33-36,42,47,49,50]. These digital interventions reach populations such as children, veterans, refugees, and people living in rural areas [50,52], thereby reducing geographical barriers to access. Moreover, since patients are treated from their own homes and are no longer required to visit a psychiatric facility, this can reduce the fear of mental health stigma [39]. Nevertheless, there are few considerations to achieve successful therapy, such as a quiet environment for the patient to receive the session, a stable platform [49], the development or improvement of a software specifically designed for that purpose [42], and the presence of technical support when needed [43]. Some limitations should be noted due to the critically low level of confidence presented in the studies and the fact that most of the available evidence comes from high-resource countries with integrated health systems and larger research budgets [42]. Hence, some results may not be extrapolated to low- or middle-income countries.
Comparison With Other Studies

Implementation science is an emerging and rapidly growing field that has established frameworks, methods, and strategies to improve the adoption and sustainability of interventions within the real world [53]; it has also identified different barriers and facilitators to the implementation of digital mental health interventions [53]. However, strategies specifically designed for implementing digital mental health interventions within the health care system are still limited [53-55].

The implementation of digital mental health interventions allows for overcoming many barriers in health access, such as geographic, human resources, and stigma barriers. These types of interventions allow patients and therapists to remain in their usual, more comfortable, or safer locations. Another advantage is that our framework supports that other mental health providers with lower degrees could deliver digital mental health interventions after appropriate training, which would increase the available human resources pool of therapists [41,43]. In addition, digital mental health interventions could be more attractive than face-to-face therapies, as they present the opportunity to increase privacy and minimize the risk of stigmatization since they can take place outside of mental health institutions, which is especially relevant for populations in which the presence of potential social stigma interferes with the decision to attend mental health facilities [42].

Our study provides hypotheses based on systematic reviews, which allow for obtaining a better understanding for the implementation of synchronous interventions in digital mental health. However, our framework does not provide specific steps or strategies to carry out the implementation process. Therefore, to fill this gap, other researchers could use the ERIC project framework, which presents four general phases for implementing digital interventions in the health system: an implementation strategy exploration phase, preparation phase, implementation phase, and sustainability phase [53,56]. It should be noted that other frameworks that systematize the implementation steps could be used to perform the implementation task, as long as they are adapted to the particularities of the context, health system, resources, and willingness of the actors involved. An alternative that has proven to be useful in favoring the implementation of interventions from heterogeneous contexts is a formative study design that allows for the contextualization of these interventions while evaluating their acceptability, efficiency, and safety within the health system or community [57]. However, this requires greater investment in research by low- and medium-resource countries.

There are currently no frameworks to explain the implementation of digital interventions as the main component in mental health care. Although we have not identified any studies directly comparable to ours, there are related studies. For example, a systematic review of barriers and facilitators to the implementation of electronic mental health interventions identified that the acceptability of electronic interventions depends on (1) patients’ and professionals’ expectations, (2) preferences about what they would receive and what they provide during care, and (3) the appropriateness of the electronic intervention to address patients’ mental health conditions [18]. One study proposed an ethical framework for the development, use, and implementation of digital mental health interventions such as chatbots, based on the principles of beneficence, nonmaleficence, autonomy, justice, and explicability [58]. Although chatbots are not synchronous interventions, they can be used as additional components in synchronous interventions. In the absence of an integrative framework, our study proposes a technical underpinning of available evidence to enable decision-makers to implement electronic interventions to address mental health. We identified different reviews supported by electronic interventions for anxiety, depression, and PTSD, which are equivalent to face-to-face interventions [33-36,42,47,49,50] and are cost-effective in the long term [19].

Despite evidence in favor of digital mental health interventions, there is a considerable difference between the reports from high-income and low-income countries. Some high-income countries had sufficient evidence to conduct country-focused effectiveness evaluations. For example, a systematic review from the United Kingdom identified 7 out of 48 digital interventions promoted by their health system for depression and anxiety as having a small but consistent effect and recommended their use [59]. In addition, the disparity in the amount of evidence remains in economic research, where a systematic review of economic studies identified that internet-based digital interventions for anxiety and depression are cost-effective and recommended their use; however, only studies from high-income countries were identified [60].

In contrast, no reviews of effectiveness, cost-effectiveness, or acceptability of electronic interventions were identified for low- and middle-income countries. The limited evidence from low- and middle-income countries suggests that their health systems made decisions based on minimal local evidence, low-quality evidence (ie, expert review), and evidence from only high-income countries (ie, different contexts). Additionally, material and economic resources and internet access are limited in low- and middle-income countries. Thus, sufficient internet access for health care providers and users should be assured for implementing these technologies. Other problems that could generate inequity, such as limited access to smartphones in rural and low-income areas, low internet speed, and network instability, could generate gaps for adequate implementation of these technologies.

An additional element to highlight, apart from the effectiveness or cost-effectiveness of electronic interventions, is the positive effects they could have on patients’ quality of life. Although quality of life was not an outcome in our study, we found evidence that electronic interventions to treat mental health positively affect quality of life [38,40,46]. These results are consistent with other systematic reviews showing that CBT-based interventions (eg, face-to-face, internet, or group) improve participants’ quality of life [61,62]. Furthermore, this secondary benefit of electronic mental health interventions on quality of life appeared to affect years of life lost due to disability [63]. This explains why this outcome is key for understanding the cost-effectiveness of this type of intervention since its long-term effect is to reduce costs within the health system [19].
Implementation and Public Health Implications

Decision-makers and researchers could use this relevant information to support the implementation of electronic mental health interventions within their health systems (ie, teleconsultation network). There is evidence to support digital interventions due to their effectiveness in depression, anxiety, and PTSD; their feasibility and acceptability; their safety; and the additional effect on the quality of life of patients [35,37-40,44-46,48,49,51]. The treatment models that have the most empirical support are those based on CBT, which could be the first type of interventions to be implemented. In addition, evidence supports that models of CBT electronic interventions are cost-effective, making their implementation within health systems feasible in the long term.

Health systems must develop legislation and basic technological conditions to achieve the implementation of synchronous digital mental health interventions. First, legislation such as privacy policies, terms of use, and technological requirements of teleconsultation platforms should be established [4]. All of these issues should be covered and regulated by national policies and there should be an entity to enable their regulation. Consequently, health care systems should develop an integrated digital health/digital mental health system that is user-friendly for all literacy levels.

Second, there is a need for quality internet and cell phone services to increase the likelihood of adherence [4,39,42]. Collaboration among public and private sectors is needed in this regard. Technical support and access to therapies should be flexible in terms of schedules, since participants would adjust the delivery to their own timetables. Hence, night schedules should be considered. In addition, training for personnel with minor degrees must be guaranteed in a standardized and systematic way [41,43,52].

Third, for the implementation and use of electronic interventions, it is necessary to identify the barriers within each health system to achieve the acceptance of the different actors. Lack of access to technology (especially in low-resource countries), limited training in teleconsultation or reluctance of health personnel to use the technology, problems related to patient safety or privacy, and limited legislation on teleconsultation at the country level are necessary elements to evaluate during the planning of electronic interventions in mental health [64].

Fourth, the context of the COVID-19 pandemic has enhanced the use of technologies to provide health care and reduce health care access gaps, and decision-makers need to take advantage of this context to enhance the implementation and adoption of these types of interventions [3-7]. It should be noted that digital interventions are not only a short-term solution, as the trend is to incorporate them as a key part of cost-effective health care systems [19,34,42].

Strengths and Limitations

One of the strengths of our study is that we collected information from systematic reviews in a large number of databases, assuring the comprehensiveness of the evidence included. However, our study has limitations. First, the quality of the systematic reviews included was critically low for the most part, which could limit the confidence in the conclusions of the study. Other studies have already reported the low quality of systematic reviews and clinical practice guidelines in mental health [65-67]. Second, the electronic interventions evaluated are very heterogeneous both in the form of delivery (ie, telephone, internet-based, videoconferencing, online) and in the theoretical models used (classical CBT, mindfulness-based CBT, transdiagnostic CBT, nonspecific). Therefore, there may be variations in effect, safety, and acceptability in the way of delivery and the theoretical model used. Third, most of the research has been conducted in high-income countries, and therefore the results may not be comparable in low- and middle-income countries. Fourth, although a realist review analysis was rigorously carried out, the evidence evaluated has methodological limitations, resulting in overall low certainty of the evidence.

Conclusions

Our study assessed all available evidence for the implementation of synchronous digital mental health interventions and developed a framework for the implementation of synchronous digital mental health based on three hypotheses. Since it is known that digital mental health interventions are clinically effective, we hypothesized that those interventions reach otherwise inaccessible populations since they abolish the need of physical presence and mobilization (hypothesis 1) or because a nonspecialist could deliver it with the additional advantage of reducing expenses (hypothesis 2), and that digital interventions are acceptable for those receiving them and maintain the establishment of rapport (hypothesis 3). Each hypothesis represents important outcomes in the implementation process. In addition, we analyzed the barriers and facilitators for these outcomes and identified gaps in the body of evidence that require attention from future researchers.

Our study provides a framework to understand the implementation of synchronous digital mental health interventions, suggests elements to consider at the time of implementation, and establishes gaps. This information will guide decision-makers, researchers, health system managers, and implementation teams.
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Abstract

Background: Given the role digital technologies are likely to play in the future of mental health care, there is a need for a comprehensive appraisal of the current state and validity (ie, screening or diagnostic accuracy) of digital mental health assessments.

Objective: The aim of this review is to explore the current state and validity of question-and-answer–based digital tools for diagnosing and screening psychiatric conditions in adults.

Methods: This systematic review was based on the Population, Intervention, Comparison, and Outcome framework and was carried out in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. MEDLINE, Embase, Cochrane Library, ASSIA, Web of Science Core Collection, CINAHL, and PsycINFO were systematically searched for articles published between 2005 and 2021. A descriptive evaluation of the study characteristics and digital solutions and a quantitative appraisal of the screening or diagnostic accuracy of the included tools were conducted. Risk of bias and applicability were assessed using the revised tool for the Quality Assessment of Diagnostic Accuracy Studies 2.

Results: A total of 28 studies met the inclusion criteria, with the most frequently evaluated conditions encompassing generalized anxiety disorder, major depressive disorder, and any depressive disorder. Most of the studies used digitized versions of existing pen-and-paper questionnaires, with findings revealing poor to excellent screening or diagnostic accuracy (sensitivity=0.32-1.00, specificity=0.37-1.00, area under the receiver operating characteristic curve=0.57-0.98) and a high risk of bias for most of the included studies.

Conclusions: The field of digital mental health tools is in its early stages, and high-quality evidence is lacking.

International Registered Report Identifier (IRRID): RR2-10.2196/25382

(JMIR Ment Health 2022;9(3):e32824) doi:10.2196/32824
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Introduction

Background

Mental health disorders are highly prevalent [1] and represent the main source of health-related economic burden worldwide [2-4], with barriers to ensuring adequate mental health care provision being complex and multifaceted. For instance, in addition to the lack of available mental health care professionals worldwide [5], short primary care consultation times coupled with the complexity and subjectivity of diagnosing mental health disorders mean that many patients are not receiving adequate support. Furthermore, attitudinal factors, including a low perceived treatment need and a fear of stigmatization, contribute significantly to non-help-seeking behavior [6]. Moving forward, there is a need for innovative, cost-effective, and highly scalable solutions for the assessment, diagnosis, and management of mental health disorders.

To this end, digital technologies for psychiatry may offer attractive add-ons or alternatives to conventional mental health care services. Clinical decision support tools may range from simple digitized versions of existing pen-and-paper mental health screening instruments to more sophisticated question-and-answer–based digital solutions for psychiatry such as adaptive questionnaires. Given the ubiquitous nature of technology, these tools can be used on patients’ personal devices, such as via a website, thereby offering private and convenient mental health care provision from the comfort of one’s home.

Critically, although there exists a plethora of research evaluating digital psychotherapeutic technologies such as internet-delivered cognitive behavioral therapy [7,8], to our knowledge, little effort has been put into evaluating diagnostic decision support technologies. The limited number of studies on diagnostic and screening tools for mental health have mainly focused on establishing the psychometric properties of digitized versions of existing pen-and-paper questionnaires (see van Ballegooijen et al [9] for a systematic review) and have often compared these tools to existing scales such as the 9-item Patient Health Questionnaire (PHQ–9) [10] as opposed to a gold standard assessment by a psychiatrist or a diagnostic interview based on the Diagnostic and Statistical Manual of Mental Disorders (DSM; now in its fifth edition [DSM–5]) [11] or the International Statistical Classification of Diseases and Related Health Problems (ICD; now in its 11th edition [ICD–11]) [12,13]. In fact, despite the rapidly growing number of digital assessment tools for screening and diagnosing mental health disorders, little is known about their accuracy.

Objectives

To this end, the key objectives of this systematic review are to summarize available digital mental health assessment tools as well as evaluate their accuracy among studies using a gold standard reference test. We will first examine the types of available digital mental health assessment tools (e.g., digitized versions of existing psychiatric pen-and-paper questionnaires vs more sophisticated digital tools). Second, we will evaluate the screening or diagnostic accuracy of the identified digital mental health assessment tools for each mental health condition of interest. Finally, we will assess the risk of bias and applicability of all the included studies. Given the rapid pace of technological development and the role digital technologies are likely to play in the future of mental health care, this comprehensive systematic review is timely and has important implications for clinical practice and the development of digital solutions for psychiatry.

Methods

Database Search

The methods are described in detail in a previously published protocol [14], which has been registered with the International Prospective Register of Systematic Reviews (PROSPERO CRD42020214724). The search strategy was developed using the Population, Intervention, Comparison, and Outcome framework and performed following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses [15]) guidelines. Keywords and subject headings were extracted from a preliminary scan of the literature and the DSM–5 and ICD–11 (or DSM–IV and ICD–10 for older publications) diagnostic manuals and were decided in consultation with a medical librarian (EJB) and a practicing psychiatrist (SB). The following electronic databases were searched: MEDLINE, Embase, Cochrane Library, ASSIA, Web of Science Core Collection, CINAHL, and PsycINFO. Search terms were grouped into four themes and combined using the following structure: “digital technology” AND “assessment tool” AND “mental health” AND “accuracy.” The search was completed on October 12, 2021. Gray literature (e.g., clinical trial databases, unpublished theses, reports, and conference presentations) was identified by hand searching. Other potentially eligible publications were identified by hand searching the reference lists of relevant systematic reviews and meta-analyses. Hand searching was completed on October 21, 2021. A complete list of the search strategies, including keywords and subject headings, can be found in Multimedia Appendix 1.

Inclusion and Exclusion Criteria

Owing to ongoing developments in the digitization of existing psychiatric questionnaires and the rapid growth in digital assessment tools for the screening and diagnosing of mental health conditions, the initial search was limited to studies published between January 1, 2005, and October 12, 2021, with hand searching completed by October 21, 2021. Studies published in any language were included. The study design was not limited to ensure that no relevant studies were missed.

The population included adults with a mean age of 18 to 65 years who had been assessed for the presence of any of the following mental health conditions: bipolar disorder (BD), major depressive disorder (MDD), anxiety disorders, obsessive-compulsive disorder (OCD), insomnia, schizophrenia, attention-deficit/hyperactivity disorder (ADHD), autism spectrum disorders, eating disorders, personality disorders, alcohol use disorder (AUD), substance use disorder (SUD), posttraumatic stress disorder (PTSD), acute stress disorder, and adjustment disorder. In addition to these conditions, notable symptom domains such as self-harm, suicidality, and psychosis were included based on their relevance in psychiatric
assessments. The population included any gender, severity of mental health concern, ethnicity, and geographical location.

As the review focused on the screening or diagnostic accuracy of digital mental health assessments for use in the primary care or general and psychiatric populations, specific subgroups such as pregnant individuals, refugee or asylum seekers, prisoners, and those in acute crisis or admitted to emergency services were excluded. In consultation with a practicing psychiatrist (SB), we also excluded studies on somatoform disorders and specific phobias as these are less frequently diagnosed in primary care and rarely present in secondary care. Studies on tools used to identify neuropsychiatric disorders (eg, dementias) or any disorders that are due to clinically confirmed temporary or permanent dysfunction of the brain were outside the scope of the review. In addition, studies on tools used to identify mental health disorders in physical illnesses (eg, cancer) were excluded.

The interventions targeted in this review included question-and-answer–based digital mental health screening or diagnostic tools completed by the patient. Studies of digital assessment tools that were not exclusively question-and-answer–based, such as blood tests, imaging techniques, monitoring tools, genome analyses, accelerometer devices, and wearables, were excluded. Furthermore, studies on digital assessment tools used to predict future risk of developing a mental health disorder were also excluded, except in the case of suicidality.

Only studies that evaluated the accuracy of a digital mental health assessment tool against a gold standard reference test, such as an assessment by a psychiatrist or a standardized structured or semistructured interview based on the DSM–5 and ICD–11 criteria (or DSM–IV and ICD–10 for older publications), were included. Studies that did not include an outcome measure of accuracy (eg, sensitivity and specificity or area under the receiver operating characteristic curve [AUC]) were not included.

Outcomes Measured

The primary outcome was to examine the current state of digital mental health assessment tools, including the type of tools being used (eg, digitized versions of existing psychiatric pen-and-paper questionnaires) and targeted conditions. The secondary outcome was the validity (ie, screening or diagnostic accuracy) of the identified digital mental health assessment tools.

Screening and Study Selection

Articles identified from the database searches were first stored in the reference management software package EndNote (Clarivate Analytics), which was used to eliminate any duplicates. Once duplicates had been eliminated, all identified articles were transferred to the systematic review software Rayyan (Rayyan Systems Inc). In total, 2 independent reviewers (BS and EF) screened the titles and abstracts of all the studies. Any disagreements were discussed and resolved with a third reviewer (NAM-K). Full texts were then retrieved for the included studies and subsequently assessed for relevance against the eligibility criteria by the 2 independent reviewers. In addition, the full texts of any studies that did not specify in the title or abstract whether the tools used were digital or pen-and-paper versions were examined by the 2 independent reviewers. Once again, any disagreements were discussed and resolved with the third reviewer. Reasons for inclusion and exclusion were recorded at the full-text screening stage and are shown in Figure 1.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of included studies. NIHR: National Institute for Health Research.
Study Characteristics
A descriptive evaluation of the study characteristics, including conditions of interest, sample type and size, proportion of women, mean age, and country, was extracted by the 2 independent reviewers and summarized.

Digital Mental Health Assessments and Their Validity Per Condition
Information regarding the digital mental health assessments (ie, index tests), including the type and number of questions, reference tests, time flow, and blinding, was extracted by the 2 independent reviewers and summarized. In addition, a descriptive appraisal of the screening or diagnostic accuracy of the included digital mental health assessment tools separated by condition of interest was conducted. The following values were extracted or calculated based on the available data for each digital tool separated by condition of interest:

- Sensitivity: the capacity of the digital tool to correctly classify those with the condition
- Specificity: the capacity of the digital tool to correctly classify those without the condition
- Youden index: a single statistic that measures the performance of a dichotomous diagnostic test at a given cutoff and can be used for maximizing sensitivity and specificity, with scores ranging from 0 (not useful) to 1 (perfect)
- AUC: shows the degree of separability between 2 conditions and represents the probability that a randomly selected individual with the condition is rated or ranked as more likely to have the condition than a randomly selected individual without the condition (≥0.9=excellent, ≥0.8=good, ≥0.7=fair, ≥0.6=poor, ≥0.5=fail [16])

Given the wide range of digital mental health assessment tools and cutoffs used and the differences in methodology and patient populations, as well as the lack of available raw data (after having contacted the authors for further details), a meta-analysis was not deemed clinically informative at this stage.

Risk of Bias and Applicability Assessment
The 2 independent reviewers assessed the risk of bias and applicability of all the included studies using the revised tool for the Quality Assessment of Diagnostic Accuracy Studies 2 (QUADAS–2 [17]), which is recommended for use in systematic reviews of diagnostic accuracy by the United Kingdom National Institute for Health and Clinical Excellence and the Agency for Healthcare Research and Quality, Cochrane Collaboration [18]. Any disagreements were discussed and resolved with the third reviewer. The developers of the QUADAS–2 tool recommend that the tool be tailored for each specific review by adding or omitting signaling questions, which are included to assist in judgments about risk of bias. To this end, the following question was omitted: Did all patients receive a reference standard? The reason for removing this question was based on the fact that screening and diagnostic test accuracy studies in the field of mental health ordinarily provide the reference standard to a subset of the original sample, primarily because of missing data by study design or clinical practice [19]. It was agreed that this question was overly conservative for this review. In light of this amendment, we rephrased the following question—Were all patients included in the analysis?—to Did the data analysis only include patients who received both the index test and the reference standard?

Results
Included Studies
In total, 31,271 articles were retrieved, of which 256 (0.82%) were selected for full-text review. Of these 256 articles, 28 (10.9%) were identified for inclusion. The reasons for exclusion at the full-text review stage are outlined in Figure 1.

Study Characteristics
The characteristics of the 28 included studies are summarized in Table 1 (refer to Multimedia Appendix 2 [20-47] for a checklist summary of the mental health disorders investigated in the included studies). Notably, a large proportion of studies did not meet the inclusion criteria. This was primarily due to the studies not using a digital index test or appropriate reference test (ie, an assessment by a psychiatrist or a diagnostic interview based on the DSM or ICD criteria). Other exclusions regarded studies focusing on ineligible populations (eg, children or specific subgroups such as pregnant individuals, refugee or asylum seekers, prisoners, and those in acute crisis or admitted to emergency services) as well as studies that did not include an outcome measure of accuracy (eg, sensitivity and specificity or AUC).

Most of the studies included participants from primary care services or the general population (18/28, 64% [20,22-25,28,32,35,37-45,47]). This was followed by the inclusion of participants from secondary care or specialist services, including psychiatric outpatients (12/28, 43% [20,27,29-31,33-35,38,45-47]). Of the 28 studies, 6 (21%) included university students [21,23-26,36], whereas 4 (14%) purposely recruited nonpsychiatric controls [29-31,33].

Sample sizes ranged from 100 [44] to 6361 [45], with all but 3 studies [26,27,33] including a larger proportion of women. The mean age across studies ranged from 20 [26] to 53 years [44], although not all studies provided this information. Most of the included studies were conducted in the United States (12/28, 43% [20,27-34,37,43,44]). Of the 28 studies, 6 (21%) were conducted in the Netherlands [23-25,38,45,46], and 4 (14%) took place in Spain [21,22,39,42]. The remaining 6 studies (6/28, 21%) were conducted in Australia (1/28, 4%) [40], China (1/28, 4%) [26], Denmark (1/28, 4%) [41], South Korea (2/28, 7%) [35,47], and Thailand (1/28, 4%) [36].
Table 1. Characteristics of the included studies, including conditions of interest, sample type and size, proportion of women, mean age, and country.

<table>
<thead>
<tr>
<th>Study</th>
<th>Conditions</th>
<th>Occurrence of conditions</th>
<th>Sample size, N</th>
<th>Women, n</th>
<th>Age (years)</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>Achtyes et al [20]</td>
<td>MDD(^b)</td>
<td>Current and lifetime</td>
<td>145</td>
<td>79</td>
<td>21</td>
<td>United States</td>
</tr>
<tr>
<td>Ballester et al [21]</td>
<td>Any mood disorder(^a), any anxiety disorder(^c), any depressive disorder(^d), panic disorder, GAD(^e)</td>
<td>Current and lifetime</td>
<td>Total: 575; interviewed: 287</td>
<td>Total: 55</td>
<td>—</td>
<td>Spain</td>
</tr>
<tr>
<td>Cano-Vindel et al [22]</td>
<td>MDD, GAD</td>
<td>Current</td>
<td>Total: 1052; interviewed: 178</td>
<td>Total: 77; interviewed: 70</td>
<td>—</td>
<td>Spain</td>
</tr>
<tr>
<td>Donker et al [23]</td>
<td>Any depressive disorder(^h), GAD, social phobia, panic disorder, agoraphobia, OCD(^i), PTSD(^j), AUD(^k)</td>
<td>Current</td>
<td>Total: 502; interviewed: 157</td>
<td>Total: 57</td>
<td>Total: mean 43 (SD 13)</td>
<td>Netherlands</td>
</tr>
<tr>
<td>Donker et al [24]</td>
<td>Any depressive disorder(^h)</td>
<td>Current</td>
<td>Total: 502; interviewed: 157</td>
<td>Total: 57</td>
<td>Total: mean 43 (SD 13)</td>
<td>Netherlands</td>
</tr>
<tr>
<td>Donker et al [25]</td>
<td>Any depressive disorder(^h), any anxiety disorder(^l), GAD, panic disorder, social phobia, PTSD</td>
<td>Current</td>
<td>Total: 502; interviewed: 157</td>
<td>Total: 57</td>
<td>Total: mean 43 (SD 13)</td>
<td>Netherlands</td>
</tr>
<tr>
<td>Du et al [26]</td>
<td>MDD</td>
<td>Current</td>
<td>Total: 230; interviewed: 150</td>
<td>Total: 44</td>
<td>Total: mean 20 (SD 3)</td>
<td>China</td>
</tr>
<tr>
<td>Fowler et al [27]</td>
<td>EUPD(^m)</td>
<td>Current</td>
<td>Sample 1: 653; sample 2: 1000</td>
<td>Sample 1: 51; sample 2: 46</td>
<td>Sample 1: mean 36 (SD 15); sample 2: mean 34 (SD 15)</td>
<td>United States</td>
</tr>
<tr>
<td>Gaynes et al [28]</td>
<td>Any mood or anxiety disorder(^n), any anxiety disorder(^o), any depressive disorder(^p), bipolar spectrum disorder</td>
<td>Current; lifetime only for bipolar spectrum disorder</td>
<td>723</td>
<td>60</td>
<td>Mean 46</td>
<td>United States</td>
</tr>
<tr>
<td>Gibbons et al [29]</td>
<td>Any depressive disorder(^q), MDD</td>
<td>Current</td>
<td>Total: 1605; interviewed: 292</td>
<td>Total: 70</td>
<td>Total: median 40-49</td>
<td>United States</td>
</tr>
<tr>
<td>Study</td>
<td>Conditions</td>
<td>Occurrence of conditions</td>
<td>Sample</td>
<td>Sample size, $N$</td>
<td>Women, $n$</td>
<td>Age (years)</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>------------</td>
<td>--------------------------</td>
<td>--------</td>
<td>-----------------</td>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Gibbons et al [31]</td>
<td>MDD, GAD</td>
<td>Current</td>
<td>✓ ✓</td>
<td>Total: 1614; interviewed: 387</td>
<td>Total: 70</td>
<td>Total: median 40-49</td>
</tr>
<tr>
<td>Graham et al [32]</td>
<td>MDD, GAD</td>
<td>Current ✓</td>
<td></td>
<td>269</td>
<td>71</td>
<td>Mean 57</td>
</tr>
<tr>
<td>Guinard et al [33]</td>
<td>Psychosis</td>
<td>Current ✓</td>
<td>✓ ✓</td>
<td>Total: 200; interviewed: 79</td>
<td>Total: 44</td>
<td>Total: median 30</td>
</tr>
<tr>
<td>Kertz et al [34]</td>
<td>GAD</td>
<td>Current ✓</td>
<td>✓ ✓</td>
<td>Total: 232; interviewed: 218</td>
<td>Total: 60</td>
<td>Total: mean 35 (SD 13)</td>
</tr>
<tr>
<td>Kim et al [35]</td>
<td>GAD</td>
<td>Current ✓</td>
<td>✓ ✓</td>
<td>527</td>
<td>65</td>
<td>Mean 39 (SD 15)</td>
</tr>
<tr>
<td>Lohanan et al [36]</td>
<td>EUPD</td>
<td>Current ✓</td>
<td>✓ ✓</td>
<td>Total: 342; interviewed: 68</td>
<td>Total: 81</td>
<td>Total: mean 20 (SD 1)</td>
</tr>
<tr>
<td>McNeely et al [37]</td>
<td>AUD, SUD$^c$</td>
<td>Current ✓</td>
<td>✓ ✓</td>
<td>Total: 462; interviewed: 459</td>
<td>Total: 52</td>
<td>Total: mean 46 (SD 12)</td>
</tr>
<tr>
<td>Meuldijk et al [38]</td>
<td>Any depressive disorder$^5$, GAD, panic disorder, social phobia, OCD, PTSD, agoraphobia, AUD</td>
<td>Current ✓</td>
<td>✓ ✓</td>
<td>1292</td>
<td>61</td>
<td>Mean 40 (SD 13)</td>
</tr>
<tr>
<td>Nguyen et al [40]</td>
<td>MDD, GAD, social phobia, panic disorder, PTSD, OCD, BN$^1$, AUD</td>
<td>Current ✓</td>
<td>✓</td>
<td>Total: 616; interviewed: 158</td>
<td>Total: 72</td>
<td>Total: mean 40 (SD 12)</td>
</tr>
<tr>
<td>Nielsen et al [41]</td>
<td>MDD</td>
<td>Current ✓</td>
<td>✓ ✓</td>
<td>Total: 246; interviewed: 152</td>
<td>Total: 60</td>
<td>Total: mean 37 (SD 13); interviewed: 34 (SD 13)</td>
</tr>
<tr>
<td>Oromendia et al [42]</td>
<td>Panic disorder</td>
<td>Current ✓</td>
<td>✓ ✓</td>
<td>171</td>
<td>61</td>
<td>Mean 36 (SD 9)</td>
</tr>
<tr>
<td>Study</td>
<td>Conditions</td>
<td>Occurrence of conditions</td>
<td>Sample size, N</td>
<td>Women, n</td>
<td>Age (years)</td>
<td>Country</td>
</tr>
<tr>
<td>-------</td>
<td>------------</td>
<td>-------------------------</td>
<td>---------------</td>
<td>----------</td>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td>Rogers et al [43]</td>
<td>Any depressive disorder, GAD, social phobia, panic disorder, BD, ADHD, SUD, suicidality</td>
<td>Current</td>
<td>234</td>
<td>64</td>
<td>Mean 47 (SD 16)</td>
<td>United States</td>
</tr>
<tr>
<td>Sanchez et al [44]</td>
<td>AUD</td>
<td>Current</td>
<td>100</td>
<td>66</td>
<td>Mean 53 (SD 12)</td>
<td>United States</td>
</tr>
<tr>
<td>Ter Huurne et al [46]</td>
<td>AN, BN, BED, EDNOS</td>
<td>Current</td>
<td>134</td>
<td>88</td>
<td>Mean 31 (SD 11)</td>
<td>Netherlands</td>
</tr>
<tr>
<td>Yoon et al [47]</td>
<td>Suicidality</td>
<td>Current</td>
<td>528</td>
<td>65</td>
<td></td>
<td>South Korea</td>
</tr>
</tbody>
</table>

a The authors also looked at generalized anxiety disorder and bipolar disorder, but no accuracy data were reported.
b MDD: major depressive disorder.
c Missing data.
d Major depressive episode or mania or hypomania.
e Panic disorder or generalized anxiety disorder.
f Major depressive episode (unspecified).
g GAD: generalized anxiety disorder.
h MDD, dysthymia, or minor depression.
i OCD: obsessive-compulsive disorder.
j PTSD: posttraumatic stress disorder.
k AUD: alcohol use disorder.
l GAD, panic disorder, social phobia, or PTSD.
m EUPD: emotionally unstable personality disorder (also known as borderline personality disorder).
MDD, bipolar depression, bipolar spectrum disorder, GAD, agoraphobia, panic disorder, social phobia, PTSD, or OCD.
GAD, agoraphobia, panic disorder, social phobia, PTSD, or OCD.
P MDD or bipolar depression.
q MDD or minor depression.
r SUD: substance use disorder.
s Depression (unspecified) or dysthymia.
BN: bulimia nervosa.
BD: bipolar disorder.
ADHD: attention-deficit/hyperactivity disorder.
Anxiety disorder (unspecified).
AN: anorexia nervosa.
BED: binge eating disorder.
EDNOS: eating disorder not otherwise specified.
Digital Mental Health Assessments and Their Validity Per Condition

Overview

The characteristics of the 28 included studies are summarized in Table 2. None of the included studies targeted schizophrenia, autism spectrum disorders, acute stress disorder, adjustment disorder, or self-harm. Insomnia was considered by Nguyen et al [40], but the reference standard used did not meet our eligibility criteria as it did not comprise an assessment by a psychiatrist or a diagnostic interview based on the DSM or ICD criteria. Regarding screening or diagnostic accuracy, below we summarize sensitivity, specificity, and AUCs per tool by condition of interest, where available. For simplicity, where multiple cutoffs were provided for a particular tool, only sensitivity and specificity scores that resulted in the highest Youden index were presented. In the event of multiple sensitivity and specificity values being associated with an equivalent (and highest) Youden index, the values resulting in the smallest difference (ie, sensitivity-specificity) were reported (see Multimedia Appendix 3 [20-47] for sensitivity and specificity values per cutoff score as well as Youden index values and AUCs).
Table 2. Characteristics of the included studies, including conditions of interest, index tests, type and number of questions, reference tests, time flow, and blinding.

<table>
<thead>
<tr>
<th>Study</th>
<th>Conditions</th>
<th>Index tests</th>
<th>Type of questions</th>
<th>Questions, N</th>
<th>Reference tests</th>
<th>Time flow</th>
<th>Blinded to index test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Achtyes et al [20]</td>
<td>MDD&lt;sup&gt;b&lt;/sup&gt;</td>
<td>CAD–MDD&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>Based on existing questionnaires, DSM–IV&lt;sup&gt;e&lt;/sup&gt;, and an expert panel</td>
<td>389</td>
<td>SCID–I&lt;sup&gt;f&lt;/sup&gt;, DSM–IV–TR&lt;sup&gt;g&lt;/sup&gt;</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Ballester et al [21]</td>
<td>Any mood disorder&lt;sup&gt;a&lt;/sup&gt;, any anxiety disorder&lt;sup&gt;a&lt;/sup&gt;, any depressive disorder&lt;sup&gt;a&lt;/sup&gt;, panic disorder, GAD&lt;sup&gt;d&lt;/sup&gt;</td>
<td>WMH–ICS&lt;sup&gt;m&lt;/sup&gt; surveys</td>
<td>Based on existing questionnaires</td>
<td>291</td>
<td>Spanish MINI&lt;sup&gt;i&lt;/sup&gt; (version 5.0 and 6.0), DSM–IV–TR</td>
<td>Within 4 weeks</td>
<td>✓</td>
</tr>
<tr>
<td>Cano-Vin del et al [22]</td>
<td>MDD, GAD</td>
<td>PHQ–2&lt;sup&gt;p&lt;/sup&gt;, GAD–2&lt;i&gt;q&lt;/i&gt;</td>
<td>Digital versions of existing questionnaires</td>
<td>PHQ–2=2; GAD–2=2</td>
<td>CID&lt;sup&gt;j&lt;/sup&gt; GAD module, SCID–I, DSM–IV</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Donker et al [23]</td>
<td>Any depressive disorder&lt;sup&gt;a&lt;/sup&gt;, GAD, social phobia, panic disorder, agoraphobia, OCD&lt;sup&gt;d&lt;/sup&gt;, PTSD&lt;sup&gt;a&lt;/sup&gt;, AUD&lt;sup&gt;5&lt;/sup&gt;</td>
<td>WSQ&lt;sup&gt;y&lt;/sup&gt;, GAD–7&lt;sup&gt;t&lt;/sup&gt;, CES–D&lt;sup&gt;j&lt;/sup&gt;, PDSS&lt;sup&gt;z&lt;/sup&gt;, FQ&lt;sup&gt;aa&lt;/sup&gt;, IES–R&lt;sup&gt;ab&lt;/sup&gt;, YBOCS&lt;sup&gt;ac&lt;/sup&gt;, AUDIT&lt;sup&gt;ad&lt;/sup&gt;</td>
<td>Based on existing questionnaires, MINI, and AUDIT; digital versions of existing questionnaires</td>
<td>WSQ=15; GAD–7=7; CES–D=20; PDSS=7; FQ=15; IES–R=15; YBOCS=10; AUDIT=10</td>
<td>Lifetime version 2.1 of the CIDI Dutch version, DSM–IV</td>
<td>Mean of 13 days</td>
<td>✓</td>
</tr>
<tr>
<td>Donker et al [24]</td>
<td>Any depressive disorder&lt;sup&gt;a&lt;/sup&gt;</td>
<td>SID&lt;sup&gt;ae&lt;/sup&gt;, CES–D, and K10&lt;sup&gt;af&lt;/sup&gt;</td>
<td>Digital versions of existing questionnaires</td>
<td>SID=1; CES–D=20; K10=10</td>
<td>Lifetime version 2.1 of the CIDI Dutch version, DSM–IV</td>
<td>Mean of 13 days</td>
<td>?</td>
</tr>
<tr>
<td>Donker et al [25]</td>
<td>Any depressive disorder&lt;sup&gt;a&lt;/sup&gt;, any anxiety disorder&lt;sup&gt;as&lt;/sup&gt;, GAD, panic disorder, social phobia, PTSD</td>
<td>GAD–7, GAD–2, GAD–SI&lt;sup&gt;ab&lt;/sup&gt;, CES–D</td>
<td>Digital versions of existing questionnaires</td>
<td>GAD–7=7; GAD–2=2; GAD–SI=1; CES–D=20</td>
<td>Lifetime version 2.1 of the CIDI Dutch version, DSM–IV</td>
<td>Mean of 13 days</td>
<td>✓</td>
</tr>
<tr>
<td>Du et al [26]</td>
<td>MDD</td>
<td>PHQ–9&lt;sup&gt;ai&lt;/sup&gt;</td>
<td>Digital version of existing questionnaire</td>
<td>9</td>
<td>MINI (version 5.0, Chinese depression modules), DSM–IV</td>
<td>Within 48 hours</td>
<td>✓</td>
</tr>
<tr>
<td>Fowler et al [27]</td>
<td>EUPD&lt;sup&gt;aj,ak&lt;/sup&gt;</td>
<td>PID–5&lt;sup&gt;al&lt;/sup&gt;, FFM&lt;sup&gt;am&lt;/sup&gt;</td>
<td>Digital versions of existing questionnaires</td>
<td>PID–5=220; FFM=44; SCID–II–PQ=15</td>
<td>SCID–II&lt;sup&gt;ao&lt;/sup&gt;, DSM–IV</td>
<td>Within 72 hours</td>
<td>?</td>
</tr>
<tr>
<td>Gaynes et al [28]</td>
<td>Any mood or anxiety disorder&lt;sup&gt;as&lt;/sup&gt;, any anxiety disorder&lt;sup&gt;as&lt;/sup&gt;, any depressive disorder&lt;sup&gt;ae&lt;/sup&gt;, bipolar spectrum disorder, PTSD</td>
<td>M-3&lt;sup&gt;as&lt;/sup&gt;</td>
<td>Questions generated by a panel of mental health clinicians and researchers</td>
<td>27</td>
<td>MINI (version 5.0), DSM–IV</td>
<td>Same day or within 30 days</td>
<td>✓</td>
</tr>
<tr>
<td>Gibbons et al [29]</td>
<td>Any depressive disorder&lt;sup&gt;ae&lt;/sup&gt;, MDD</td>
<td>CAT–DI&lt;sup&gt;c,au&lt;/sup&gt;</td>
<td>Based on existing questionnaires, DSM–IV, and an expert panel</td>
<td>389</td>
<td>SCID–I, DSM–IV appendix B (for minor depression)</td>
<td>?</td>
<td>xxv</td>
</tr>
<tr>
<td>Gibbons et al [31]</td>
<td>MDD, GAD</td>
<td>CAT–ANX&lt;sup&gt;c,aw&lt;/sup&gt;, CAT–DI&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Based on existing questionnaires, DSM–IV, and an expert panel</td>
<td>CAT–ANX=431; CAT–DI=389</td>
<td>SCID–I, DSM–IV</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Graham et al [32]</td>
<td>MDD, GAD</td>
<td>CAD–MDD&lt;sup&gt;c&lt;/sup&gt;, CAT–ANX&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Based on existing questionnaires, DSM–IV, and an expert panel</td>
<td>CAD–MDD=389; CAT–ANX=431</td>
<td>SCID–I, DSM–5</td>
<td>Same day</td>
<td>✓</td>
</tr>
<tr>
<td>Study</td>
<td>Conditions</td>
<td>Index tests</td>
<td>Type of questions</td>
<td>Questions, N</td>
<td>Reference tests</td>
<td>Time flow</td>
<td>Blinded to index test</td>
</tr>
<tr>
<td>----------------------------</td>
<td>--------------------------</td>
<td>------------------------------</td>
<td>------------------------------------------------</td>
<td>--------------</td>
<td>--------------------------</td>
<td>----------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Guinart et al [33]</td>
<td>Psychosis</td>
<td>CAT–Psychosis(^{c, ay})</td>
<td>Based on existing questionnaires and clinician-rated measures</td>
<td>144</td>
<td>SCID–I, DSM–5</td>
<td>Same day if not completed within last 12 months</td>
<td>?</td>
</tr>
<tr>
<td>Kertz et al [34]</td>
<td>GAD</td>
<td>GAD–7</td>
<td>Digital version of existing questionnaire</td>
<td>7</td>
<td>MINI (version 6.0), DSM–IV</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Kim et al [35]</td>
<td>GAD</td>
<td>MHS: A(^{az})</td>
<td>Based on existing questionnaires and diagnostic criteria, focus group interviews with patients with GAD, and an expert panel</td>
<td>11</td>
<td>MINI (version 5.0), DSM–IV</td>
<td>? ✓</td>
<td>✓</td>
</tr>
<tr>
<td>Lohanan et al [36]</td>
<td>EUPD</td>
<td>SI–Bord(^{ba})</td>
<td>Based on SCID–II criteria</td>
<td>5</td>
<td>SCID–II, DSM–IV</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>McNeely et al [37]</td>
<td>AUD, SUD(^{bb})</td>
<td>SISQ(^{bc}) for alcohol and drugs</td>
<td>Digital version of existing interviewer-administered SISQs</td>
<td>SISQ–alcohol=1; SISQ–drugs=1</td>
<td>MINI–Plus (version 6.0), DSM–IV</td>
<td>Same day</td>
<td>?</td>
</tr>
<tr>
<td>Meuldijk et al [38]</td>
<td>Any depressive disorder(^{bd}), GAD, panic disorder, social phobia, OCD, PTSD, agoraphobia, AUD</td>
<td>WSQ</td>
<td>Based on existing questionnaire, MINI, and AUDIT</td>
<td>15</td>
<td>MINI–Plus (version 5.0), DSM–IV–TR</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Munoz-Navarro et al [39]</td>
<td>GAD</td>
<td>GAD–7</td>
<td>Digital version of existing questionnaire</td>
<td>7</td>
<td>CIDI GAD module</td>
<td>? ✓</td>
<td>✓</td>
</tr>
<tr>
<td>Nguyen et al [40]</td>
<td>MDD, GAD, social phobia, PTSD, panic disorder, AUD, BN(^{bc}), AUD</td>
<td>e-PASS(^{c, bf})</td>
<td>Based on the DSM–IV–TR criteria; includes a variety of demographic questions</td>
<td>&gt;540</td>
<td>MINI–Plus (version 5.0), DSM–IV</td>
<td>Mean of 10.5 (range 1-34 days)</td>
<td>✓</td>
</tr>
<tr>
<td>Nielsen et al [41]</td>
<td>MDD</td>
<td>MDI(^{bh})</td>
<td>Digital version of existing questionnaire</td>
<td>13</td>
<td>SCID–I, DSM–IV–TR</td>
<td>Within 2 weeks</td>
<td>✓</td>
</tr>
<tr>
<td>Oromendia et al [42]</td>
<td>Panic disorder</td>
<td>WSQ</td>
<td>Based on existing questionnaire</td>
<td>1</td>
<td>SCID–I, DSM–IV–TR</td>
<td>Mean of 14 days</td>
<td>?</td>
</tr>
<tr>
<td>Rogers et al [43]</td>
<td>Any depressive disorder(^{bd}), GAD, social phobia, panic disorder, BP(^{bj}), ADHD(^{bk}), SUD, suicidality</td>
<td>CMFC(^{ch}) (initial screener and SAM(^{bm}))</td>
<td>Expert panel</td>
<td>Initial screener=8; SAM=11-27</td>
<td>SCID–5–RV(^{bn}), DSM–5</td>
<td>Same day</td>
<td>✓</td>
</tr>
<tr>
<td>Sanchez et al [44]</td>
<td>AUD</td>
<td>TAPS–1(^{bo})</td>
<td>Based on the NIDA(^{br}) Quick Screen version 1.0</td>
<td>4</td>
<td>CIDI Spanish version, DSM–5</td>
<td>Same day</td>
<td>?</td>
</tr>
<tr>
<td>Schulte-van Maaren et al [45]</td>
<td>Any anxiety disorder(^{bq})</td>
<td>BSA(^{br}), PI–R(^{bh}), PAI(^{bf}), PSWQ(^{bhu}), WDO(^{by}), SIAS(^{bw}), SPS(^{bx}), IES–R</td>
<td>Digital versions of existing questionnaires</td>
<td>BSA=10; PI–R=41; PAI=15; PSWQ=16; WDO=30; SIAS=20; SPS=20; IES–R=22</td>
<td>MINI–Plus (version 5.0), DSM–IV</td>
<td>? ✓</td>
<td>?</td>
</tr>
<tr>
<td>Ter Huurne et al [46]</td>
<td>AN(^{by}), BN, BED(^{bz}), EDNOS(^{ca})</td>
<td>EDQ–O(^{ch})</td>
<td>Based on MINI–Plus and DSM–IV–TR criteria</td>
<td>26</td>
<td>Clinical interview based on the DSM–IV–TR criteria</td>
<td>Mean of 9 days (range of several hours to 48 days)</td>
<td>✓</td>
</tr>
<tr>
<td>Study</td>
<td>Conditions</td>
<td>Index tests</td>
<td>Type of questions</td>
<td>Questions, N</td>
<td>Reference tests</td>
<td>Time flow</td>
<td>Blinded to index test</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-------------</td>
<td>------------------------</td>
<td>--------------------------------------------------------</td>
<td>--------------</td>
<td>----------------------------------</td>
<td>-------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>Yoon et al [47]</td>
<td>Suicidality</td>
<td>UBCS[^cc]</td>
<td>Literature review and expert panel</td>
<td>12</td>
<td>MINI (version 5.0), DSM–IV</td>
<td>Same day</td>
<td>✓</td>
</tr>
</tbody>
</table>

[^cc]: The authors also used the Computerized Adaptive Test–Depression Inventory, Computerized Adaptive Test–Anxiety, and Computerized Adaptive Test–Mania, but no accuracy data were reported.
[^cc]: MDD: major depressive disorder.
[^cc]: Adaptive in nature, meaning that participants would only answer questions based on their answers to previous items.
[^cc]: CAD–MDD: Computerized Adaptive Diagnosis for Major Depressive Disorder.
[^cc]: DSM–IV: Diagnostic and Statistical Manual of Mental Disorders (fourth edition).
[^cc]: SCID–I: Structured Clinical Interview for DSM Axis I Disorders.
[^cc]: Unclear.
[^cc]: Major depressive episode or mania or hypomania.
[^cc]: Panic disorder or generalized anxiety disorder.
[^cc]: Major depressive episode (unspecified).
[^cc]: GAD: generalized anxiety disorder.
[^cc]: WMH–ICS: World Health Organization World Mental Health International College Student.
[^cc]: MINI: Mini-International Neuropsychiatric Interview.
[^cc]: Yes.
[^cc]: PHQ-2: 2-item Patient Health Questionnaire.
[^cc]: GAD–2: 2-item Generalized Anxiety Disorder Scale.
[^cc]: CIDI: Composite International Diagnostic Interview.
[^cc]: MDD, dysthymia, or minor depression.
[^cc]: OCD: obsessive-compulsive disorder.
[^cc]: PTSD: posttraumatic stress disorder.
[^cc]: AUD: alcohol use disorder.
[^cc]: WSQ: Web-Based Screening Questionnaire.
[^cc]: GAD–7: 7-item Generalized Anxiety Disorder Scale.
[^cc]: CES–D: Center for Epidemiological Studies–Depression Scale.
[^cc]: PDSS: Panic Disorder Severity Scale.
[^cc]: FQ: Fear Questionnaire.
[^cc]: YBOCS: Yale–Brown Obsessive Compulsive Scale.
[^cc]: AUDIT: Alcohol Use Disorders Identification Test.
[^cc]: SID: single-item depression scale.
[^cc]: K10: Kessler Psychological Distress Scale.
[^cc]: GAD, panic disorder, social phobia, or PTSD.
[^cc]: GAD–SI: single-item Generalized Anxiety Disorder Scale.
[^cc]: PHQ–9: 9-item Patient Health Questionnaire.
[^cc]: EUPD: emotionally unstable personality disorder.
[^cc]: Also known as borderline personality disorder.
[^cc]: PID–5: Personality Inventory for the DSM–5.
[^cc]: FFM: Five Factor Model questionnaire.
[^cc]: SCID–II–PQ: Structured Clinical Interview for DSM Axis II Disorders Personality Questionnaire.
[^cc]: SCID–II: Structured Clinical Interview for DSM Axis II Disorders.
[^cc]: MDD, bipolar depression, bipolar spectrum disorder, GAD, agoraphobia, panic disorder, social phobia, PTSD, or OCD.
[^cc]: GAD, agoraphobia, panic disorder, social phobia, PTSD, or OCD.
[^cc]: MDD or bipolar depression.
[^cc]: My Mood Monitor.
[^cc]: MDD or minor depression.
[^cc]: CAT–DI: Computerized Adaptive Test–Depression Inventory.
[^cc]: No.
[^cc]: CAT–ANX: Computerized Adaptive Test–Anxiety.
Any Mood or Anxiety Disorder Identification

A total of 1 study (1/28, 4%) targeted the identification of any mood or anxiety disorder [28]. To do this, the authors used the My Mood Monitor (M-3) checklist, which is a commercially available test developed by a panel of mental health clinicians and researchers and intended for use in primary care. The tool consists of a total of 27 items focusing on the presence of psychiatric symptoms over the past 2 weeks and covers the following disorders: MDD (7 questions), generalized anxiety disorder (GAD; 2 questions), panic disorder (2 questions), social phobia (1 question), PTSD (4 questions), and OCD (3 questions). In addition, the M-3 inquires about lifetime symptoms of BD (4 questions) and includes a set of 4 functional impairment questions. The authors assessed whether a positive screen on any of the diagnostic categories could be used to identify any mood or anxiety disorder. The sensitivity and specificity of the M-3 were 0.83 and 0.76, respectively.

Any Mood Disorder Identification

The study by Ballester et al [21] targeted the identification of any mood disorder. To this end, the authors used the World Health Organization World Mental Health International College Student (WMH–ICS) surveys, which are based on existing questionnaires and include a total of 291 questions. These surveys were designed to generate epidemiological data on mental health disorders among college students worldwide. For current mood disorders, the sensitivity and specificity of the WMH–ICS surveys were 0.76 and 0.80, respectively (AUC=0.78). Lifetime/past mood disorders were identified with a sensitivity of 0.95 and a specificity of 0.60 (AUC=0.77). Overall, discrimination ability was fair for both current and lifetime prevalence of mood disorders.

Any Anxiety Disorder Identification

A total of 4 studies (4/28, 14%) targeted any anxiety disorder [21,25,28,45], resulting in a total of 13 unique tools. The study by Ballester et al [21] used the WMH–ICS surveys, which had a sensitivity of 0.79 and a specificity of 0.89 (AUC=0.84) for current anxiety disorders. Lifetime anxiety disorders were identified with a sensitivity of 0.92 and a specificity of 0.71 (AUC=0.81). Accuracy was good for both current and lifetime prevalence of any anxiety disorder.

Digitized versions of the well-validated 7-item Generalized Anxiety Disorder Scale (GAD–7) and its more succinct versions, the 2-item (GAD–2) and single-item (GAD–SI) scales, were used by Donker et al [25]. For cutoff scores with the highest Youden indexes, the sensitivity and specificity of these tools
were 0.36 and 0.78 (GAD–7), 0.47 and 0.72 (GAD–2), and 0.72 and 0.41 (GAD–SI), respectively.

The Brief Scale for Anxiety, Padua Inventory–Revised, Panic Appraisal Inventory, Penn State Worry Questionnaire, Worry Domains Questionnaire, Social Interaction and Anxiety Scale, Social Phobia Scale, and Impact of Event Scale–Revised were used in their digitized versions by Schulte-van Maaren et al [45]. The total number of questions varied from 15 to 21, with excellent discrimination ability (AUC=0.92-0.96). The sensitivity and specificity values for these tools ranged from 0.86 to 0.91 and 0.85 to 0.91, respectively.

Finally, the study by Gaynes et al [28] used the anxiety items of the M-3 (ie, GAD, panic disorder, social phobia, PTSD, and OCD), comprising a total of 12 questions. The sensitivity and specificity of the M-3 were 0.82 and 0.78, respectively.

**Any Depressive Disorder Identification**

Among the 8 studies (8/28, 29%) targeting the recognition of any depressive disorder [21,23-25,28,29,38,43], 11 unique digital mental health assessments were used. These comprised a combination of digitized versions of existing questionnaires, including the single-item depression scale, Center for Epidemiological Studies–Depression Scale, and Kessler Psychological Distress Scale as well as the GAD–7, GAD–2, and GAD–SI, with the total number of questions ranging from 1 to 20. For cutoff scores with the highest Youden indexes, the sensitivity and specificity of these tools were 0.87 and 0.51 (single-item depression scale [24]), 0.94 and 0.69 (Center for Epidemiological Studies–Depression Scale [23,24]), 0.71 and 0.77 (Kessler Psychological Distress Scale [24]), 0.94 and 0.37 (GAD–7 [25]), 0.61 and 0.75 (GAD–2 [25]), and 0.82 and 0.43 (GAD–SI [25]), respectively.

In addition, tools based on existing questionnaires included the WMH–ICS–Major Depressive Episode survey (current: sensitivity=0.93, specificity=0.83, AUC=0.88; lifetime: sensitivity=0.96, specificity=0.65, AUC=0.80), which demonstrated good accuracy [21], and the 2 MDD items of the 15-item Web-Based Screening Questionnaire (WSQ: sensitivity=0.85 [23] and 0.58 [38], specificity=0.59 [23] and 0.94 [37]), which showed fair to good discrimination ability (AUC=0.72 [23] and 0.83 [38]). The WSQ is based on an existing questionnaire, the Mini-International Neuropsychiatric Interview, and the Alcohol Use Disorders Identification Test and can be used to assess depression, GAD, panic disorder, panic disorder with agoraphobia, agoraphobia, specific phobia, social phobia, PTSD, OCD, alcohol abuse and dependence, and suicide.

Furthermore, 1 study (1/28, 4%) [28] used the 7 MDD questions of the M-3 (sensitivity=0.84, specificity=0.80), whereas another study (1/28, 4%) [29] used the Computerized Adaptive Test–Depression Inventory (CAT–DI), which includes a total of 389 items and comprises one of the modules of the commercially available Computerized Adaptive Test–Mental Health (CAT–MH). These modules are based on existing questionnaires, DSM–IV criteria, and an expert panel. Notably, the tests can be fully integrated into routine care and are adaptive in nature, meaning that participants only answer questions based on their answers to previous items. The accuracy of the CAT–DI varied depending on the comparison group (nonpsychiatric comparator: sensitivity=0.90, specificity=0.88; psychiatric comparator: sensitivity=0.90, specificity=0.64). Finally, the study by Rogers et al [43] used the Connected Mind Fast Check (CMFC), which was developed by an expert panel that included psychologists. The tool screens and assesses for several psychiatric disorders using initial screeners and standardized assessment modules (SAMs). The number of questions ranges from 1 to 2 for the initial screeners, resulting in a total of 8 screening questions, and between 11 and 27 for the SAMs. The SAMs are adaptive in nature, meaning that individuals only answer questions based on their answers to previous items. Notably, the CMFC is eligible for reimbursement for primary care practices in the United States. In terms of diagnostic accuracy, the sensitivity and specificity of the CMFC initial screener were 0.94 and 0.65, respectively. In contrast, the SAM had a sensitivity of 0.45 and a specificity of 0.93. Importantly, when reviewing the decision rules of the CMFC SAM, the capability of the tool to detect a major depressive episode increased to 0.73 (sensitivity), whereas the specificity remained largely unchanged (0.92).

**Generalized Anxiety Disorder Identification**

A total of 12 studies (12/28, 43%) focused on the identification of GAD [21-23,25,31,32,34,35,38-40,43], comprising a total of 9 unique tools. The most popular assessments were the digitized version of the GAD–7, with sensitivity and specificity values ranging from 0.75 to 0.87 and 0.55 to 0.78, respectively [23,25,34,39]. Discrimination ability for digitized versions of the GAD–7 ranged from poor to good (AUC=0.65-0.86). Diagnostic validity for GAD identification was also assessed for the Computerized Adaptive Test–Anxiety (CAT–ANX), which comprises one of the modules of the CAT–MH. The sensitivity and specificity of the CAT–ANX varied depending on the sample type (entire sample: sensitivity=0.89, specificity=0.77; nonpsychiatric comparator: sensitivity=0.86, specificity=0.86 [31]). In addition, the study by Graham et al [32] demonstrated that the CAT–ANX was excellent at discriminating individuals with GAD from those without the condition (AUC=0.93).

Other tools included the digitized versions of the GAD–2, which was used by both Cano-Vindel et al [22] (sensitivity=0.77, specificity=0.80) and Donker et al [25] (sensitivity=0.83, specificity=0.61, AUC=0.76), as well as the GAD–SI (sensitivity=0.70, specificity=0.76 [25]), which showed fair discrimination ability (AUC=0.78). The GAD survey of the WMH–ICS demonstrated good to excellent accuracy (current: sensitivity=1.00, specificity=0.86, AUC=0.93; lifetime: sensitivity=0.97, specificity=0.79, AUC=0.88 [21]). In addition, the GAD item of the WSQ was used across 2 studies, with discrimination ability ranging from fair to good (Donker et al [23]: sensitivity=0.93, specificity=0.45, AUC=0.78; Meuldijk et al [38]: sensitivity=0.66, specificity=0.90, AUC=0.89). GAD was assessed using the GAD module of the electronic psychological assessment screening system (e-PASS), which is based on the DSM–IV text revision criteria (sensitivity=0.78, specificity=0.68 [40]). The e-PASS assesses a total of 21
disorders; includes >540 questions; and is adaptive in nature, meaning that participants only answer questions based on their answers to previous items. It also includes a number of sociodemographic questions. The e-PASS is funded by the Australian Government Department of Health and Ageing and is available on the web for free. Upon completion, recommendations on what to do next (eg, referral to another service) are provided to individuals. If needed, the e-PASS provides e-therapist support via email, video, or chat. This is intended to help guide users and is not a replacement for face-to-face care.

Furthermore, GAD was also assessed using the Mental Health Screening Tool for Anxiety Disorders [35], which demonstrated excellent diagnostic accuracy (sensitivity=0.98, specificity=0.80, AUC=0.95). The tool comprises 11 questions based on existing questionnaires and diagnostic criteria, focus group interviews with patients with GAD, and an expert panel. Finally, the study by Rogers et al [43] used the CMFC. The initial screener had a sensitivity of 0.93 and a specificity of 0.63, whereas the SAM resulted in a sensitivity and specificity of 0.73 and 0.89, respectively. The sensitivity of the SAM increased to 0.90 when reviewing the module’s decision rules, with the specificity remaining largely unchanged (0.86).

**Panic Disorder Identification**

Among the 7 studies (7/28, 25%) targeting the recognition of panic disorder [21,23,25,38,40,42,43], 8 unique digital mental health assessment tools were used. The most popular tool for panic disorder was the panic disorder item of the WSQ, which was used by Donker et al [23] (sensitivity=0.90, specificity=0.44, AUC=0.76), Meuldijk et al [38] (sensitivity=0.81, specificity=0.95, AUC=0.98), and Oromendia et al [42] (sensitivity=0.81, specificity=0.80, AUC=0.82). Other tools used included the digitized versions of the GAD–7 (sensitivity=0.88, specificity=0.37, AUC=0.62 [25]), GAD–2 (sensitivity=0.38, specificity=0.83, AUC=0.64 [25]), and GAD–SI (sensitivity=0.88, specificity=0.39, AUC=0.65 [25]) as well as the self-reported version of the Panic Disorder Severity Scale (AUC=0.70 [23]). In addition, the panic disorder questions of the e-PASS (sensitivity=0.71, specificity=0.91 [40]) and WMH–ICS (current: sensitivity=0.45, specificity=0.98, AUC=0.71; lifetime: sensitivity=0.71, specificity=0.83, AUC=0.77 [21]) were also used to assess the condition. Finally, the study by Rogers et al [43] used the CMFC. The initial screener had a sensitivity of 0.79 and a specificity of 0.52, whereas the SAM resulted in a sensitivity and specificity of 0.32 and 0.76, respectively.

**Social Phobia Identification**

A total of 5 studies (5/28, 18%) focused on the recognition of social phobia [23,25,38,40,43], comprising a total of 7 unique digital mental health assessment tools. The social phobia items of the WSQ were used across 2 studies (2/28, 7%; sensitivity=0.72, specificity=0.73, AUC=0.72 [23]; sensitivity=0.79, specificity=0.93, AUC=0.95 [38]). The accuracy of the GAD–7 (sensitivity=0.38, specificity=0.77 [25]) and GAD–2 (sensitivity=0.46, specificity=0.70 [25]) was also evaluated, and both presented AUCs <0.60, which is generally regarded as a fail. Other tools included the GAD–SI (sensitivity=0.69, specificity=0.39, AUC=0.76 [25]), the Fear Questionnaire (FQ; AUC=0.82 [23]), and the social phobia items of the e-PASS (sensitivity=0.60, specificity=0.90 [40]). In addition, the study by Rogers et al [43] used the CMFC. The initial screener had a sensitivity of 0.92 and a specificity of 0.53, whereas the SAM resulted in a sensitivity and specificity of 0.42 and 0.75, respectively.

**PTSD Identification**

A total of 5 studies (5/28, 18%) targeted PTSD [23,25,28,38,40], resulting in 7 unique digital mental health assessment tools with accuracies ranging from poor to good. The PTSD items of the WSQ were used by Donker et al [23] (sensitivity=0.83, specificity=0.47, AUC=0.65) and Meuldijk et al [38] (sensitivity=0.79, specificity=0.52, AUC=0.86). Other tools included the digitized versions of the GAD–7 (sensitivity=0.75, specificity=0.77, AUC=0.76 [25]), GAD–2 (sensitivity=0.88, specificity=0.71, AUC=0.74 [25]), GAD–SI (sensitivity=0.63, specificity=0.69, AUC=0.69 [25]), and Impact of Event Scale (AUC=0.82 [23]), which includes a total of 15 items. In addition, the PTSD items of the e-PASS (sensitivity=0.75, specificity=0.92 [40]) and M-3 (sensitivity=0.88, specificity=0.70 [28]) were used to assess for the presence of the disorder.

**OCD Identification**

OCD was assessed using 3 unique digital mental health assessments across 3 separate studies (3/28, 11%) [23,38,40]. The OCD item of the WSQ was used in 2 studies (2/28, 7%), with a sensitivity and specificity of 0.80 and 0.69 [23] and 0.67 and 0.91 [38], respectively, and a good discrimination ability in both studies (AUC=0.81 [23], AUC=0.82 [38]). The remaining 2 tools included the OCD items of the e-PASS (sensitivity=0.75, specificity=0.92 [40]) and the digitized version of the Yale–Brown Obsessive Compulsive Scale, which comprises a total of 10 questions and showed good accuracy (AUC=0.86 [23]).

**Agoraphobia Identification**

A total of 2 studies (2/28, 7%) targeted the identification of agoraphobia [23,38] with good accuracy. In both studies, the authors used the agoraphobia item of the WSQ (sensitivity=1.00, specificity=0.63, AUC=0.81 [23]; sensitivity=0.81, specificity=0.95, AUC=0.80 [38]). Donker et al [23] also used the digitized version of the FQ, which includes 5 questions to assess the condition (AUC=0.81).

**MDD Identification**

Among the 8 studies (8/28, 29%) focusing on MDD [20,22,26,29,30,32,40,41], a total of 6 digital mental health assessment tools were used. The most widely used tool was the Computerized Adaptive Diagnosis for MDD (CAD–MDD), which comprises one of the modules of the CAT–MH and consists of a total of 389 questions. The accuracy of the CAD–MDD varied across studies and sample types (sensitivity=0.79-0.96, specificity=0.64-1.00 [20,30,32]). The CAT–DI was used by Gibbons et al [29], with a sensitivity of 0.82 and a specificity of 0.85. The MDD module of the e-PASS was used by Nguyen et al [40] (sensitivity=0.86, specificity=0.79), whereas 2 studies (2/28, 7%) used the
digitized versions of the PHQ–9 with good accuracy (sensitivity=0.89, specificity=0.79, AUC=0.90 [26]) and the 2-item Patient Health Questionnaire (sensitivity=0.78, specificity=0.73 [22]). Finally, the study by Nielsen et al [41] used the Major Depression Inventory, which is a digital version of an existing questionnaire and includes 13 questions, resulting in poor accuracy (sensitivity=0.62, specificity=0.63, AUC=0.66).

**BD or Bipolar Spectrum Disorder Identification**

In total, 1 study (1/28, 4%) targeted lifetime bipolar spectrum disorder [28] using the 4 BD items of the M-3, which had a sensitivity of 0.88 and a specificity of 0.70. In addition, the study by Rogers et al [43] used the CMFC to detect BD in individuals who met the criteria for a major depressive episode. The initial screener had a sensitivity of 0.63 and a specificity of 0.79, whereas the SAM resulted in a sensitivity and specificity of 0.50 and 0.97, respectively.

**ADHD Identification**

A total of 1 study (1/28, 4%) assessed for ADHD [43] using the CMFC. The initial screener resulted in a sensitivity and specificity of 0.94 and 0.61, respectively, whereas the SAM had a sensitivity of 0.69 and a specificity of 0.86.

**AUD and SUD Identification**

A total of 5 studies (5/28, 18%) targeted the identification of AUD [23,37,38,40,44] using a total of 5 distinct digital mental health assessment tools with fair to good accuracy. The alcohol items of the WSQ were used by both Donker et al [23] (sensitivity=0.83, specificity=0.72, AUC=0.77) and Meuldijk et al [38] (sensitivity=0.56, specificity=0.92, AUC=0.82). Other tools included the alcohol module of the e-PASS (sensitivity=0.42, specificity=1.00 [40]) as well as the digitized versions of the single-item screening question (SISQ) for AUD (SISQ–alcohol; sensitivity=0.87, specificity=0.74, AUC=0.80 [37]); Tobacco, Alcohol, Prescription Medication, and Other Substance Use tool (sensitivity=0.97, specificity=0.99 [44]); and Alcohol Use Disorders Identification Test (AUC=0.75 [28]).

A total of 2 studies (2/28, 7%) focused on SUD. The study by McNeely et al [37] used the SISQ–drugs, which had a sensitivity of 0.85 and a specificity of 0.89 (AUC=0.87). The study by Rogers et al [43] used the CMFC. The initial screener had a sensitivity of 0.80 and a specificity of 0.92, whereas the SAM resulted in a sensitivity and specificity of 0.67 and 0.96, respectively.

**Eating Disorders Identification**

Regarding eating disorders, 1 study (1/28, 4%) [46] focused on anorexia nervosa and bulimia nervosa (BN) as well as binge eating disorder and eating disorder otherwise not specified using the Eating Disorder Questionnaire–Online (EDQ–O), which is based on the Mini-International Neuropsychiatric Interview–Plus and DSM–IV text revision criteria and comprises a total of 26 questions. The accuracy of the EDQ–O for the recognition of these conditions ranged from fair to good (anorexia nervosa: sensitivity=0.44, specificity=1.00, AUC=0.72; BN: sensitivity=0.78, specificity=0.88, AUC=0.83; binge eating disorder: sensitivity=0.66, specificity=0.98, AUC=0.82; eating disorder otherwise not specified: sensitivity=0.87, specificity=0.72, AUC=0.79). An additional study (1/28, 4%) [40] targeted BN using the bulimia module of the e-PASS, which had a sensitivity and specificity of 0.50 and 0.97, respectively.

**Emotionally Unstable Personality Disorder Identification**

When considering personality disorders, 2 studies (2/28, 7%) targeted emotionally unstable personality disorder (EUPD) [27,36], also known as borderline personality disorder. Fowler et al [27] used digitized versions of the Five Factor Model, with a sensitivity of 0.70 and a specificity of 0.62 for the neuroticism and agreeableness composites and a sensitivity and specificity of 0.71 and 0.62, respectively, for the neuroticism, agreeableness, and conscientiousness composites. Both combinations of composites had fair accuracy (AUC=0.72 and 0.73, respectively). The authors also used the self-report Structured Clinical Interview for DSM Axis II Disorders Personality Questionnaire, which had a sensitivity and specificity of 0.78 and 0.80, respectively, and good discrimination ability (AUC=0.86), and the Personality Inventory for the DSM–5 (sensitivity=0.81, specificity=0.76), which also showed good accuracy (AUC=0.87). Lohanan et al [36] used the screening instrument for borderline personality disorder, which is based on the Structured Clinical Interview for DSM Axis II Disorders and includes a total of 5 items. The sensitivity of the screening instrument for borderline personality disorder was 0.56, whereas the specificity was 0.92 with good accuracy (AUC=0.83).

**Psychosis Identification**

In total, 1 study (1/28, 4%) targeted psychosis [33] using the Computerized Adaptive Test–Psychosis (CAT–Psychosis), which is one of the tests available in the CAT–MH. The accuracy of the CAT–Psychosis was good (entire sample: AUC=0.85; including only those who had received the Structured Clinical Interview for DSM Axis I Disorders: AUC=0.80).

**Suicidality Identification**

A total of 2 studies (2/28, 7%) examined suicidality. The first study [43] used the CMFC, with the accuracy of the initial screener varying depending on the criteria examined (thoughts of own death: sensitivity=0.75, specificity=0.89; suicidal ideation: sensitivity=0.75, specificity=0.84; specific plan: sensitivity=1.00, specificity=0.80). The second study [47] used the Ultra Brief Checklist for Suicidality, which had a sensitivity of 0.91 and a specificity of 0.85 for the cutoff score with the highest Youden index.

**Risk of Bias and Applicability Assessment**

The evaluation of risk of bias and applicability for all 28 studies was conducted using the amended QUADAS–2 tool [17]. The results are summarized in Table 3, with scores for each signaling question available upon request. This assessment revealed a high risk of bias in most of the considered studies. For instance, with regard to patient selection, 12 studies (12/28, 43%) [20,24,29,33,38,40,42,45,47] had high risk of bias, primarily because of issues with enrollment and a failure to avoid a case–control sample, which may not fully reflect real-world
patient populations. A total of 9 studies (9/28, 32%) [21-23,25,34,36,39,44,46] did not provide enough information regarding their sample and sampling procedures. Similarly, risk of bias was an issue when considering index test administration, with 10 studies (10/28, 36%) [21,24-28,35,36,40,47] showing high risk of bias, which was primarily due to the studies not using a prespecified threshold. A total of 13 studies (13/28, 46%) [20,22,29-31,33,34,38,42-46] failed to provide enough information regarding the index test administration. This was particularly with regard to whether the results were interpreted without knowledge of the reference standard. In total, 1 study (1/28, 4%) [29] showed high risk of bias when considering the reference standard, with the results interpreted with knowledge of the results of the index test, whereas 14 studies (14/28, 50%) [20,22,24,27,30,31,33,34,36-38,42,44,45] did not provide sufficient information regarding the interpretation of the reference standard. Finally, flow and timing were also a consideration, with 4 studies (4/28, 14%) showing high risk of bias. In this regard, Guinart et al [33] did not re-administer the reference standard to patients who had received a diagnostic interview within the 12 months before taking part in the study, and the studies by Gibbons et al [29-31] included nonpsychiatric controls in the analyses who appeared not to have received the reference standard. A total of 11 studies (11/28, 39%) [20,22-25,34-36,38,39,45] did not provide enough information regarding the timing between the index test and reference standard.

In terms of applicability, given our review question and strict inclusion and exclusion criteria, all the included studies were judged to have low applicability concerns.
<table>
<thead>
<tr>
<th>Study</th>
<th>Risk of bias</th>
<th></th>
<th></th>
<th></th>
<th>Patient selection</th>
<th>Index test</th>
<th>Reference standard</th>
<th>Flow and timing</th>
<th>Patient selection</th>
<th>Index test</th>
<th>Reference standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kertz et al [34]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
</tr>
<tr>
<td>Meuldijk et al [38]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
<td>![c]</td>
</tr>
</tbody>
</table>

*aHigh risk.

*bUnclear risk.
Specifically, the GAD–7 and its more succinct versions, which represent the most frequently used instruments, generally demonstrated poor to fair discriminatory performance across a range of anxiety disorders [23,25,34]. An exception was the study by Munoz-Navarro et al [39], where the GAD–7 showed good accuracy in identifying GAD. The digitized versions of existing pen-and-paper questionnaires used by Schulte-van Maaren et al [45] with the aim of identifying any anxiety disorder had excellent accuracy, whereas digitized versions of the FQ, Impact of Event Scale–Revised, and Yale–Brown Obsessive Compulsive Scale demonstrated good discriminatory performance for a variety of anxiety disorders [23]. Regarding digitized versions of existing pen-and-paper questionnaires targeting conditions other than anxiety, the PHQ–9 demonstrated excellent accuracy for MDD [26], whereas the 2-item Patient Health Questionnaire was only fair [22], and the Major Depression Inventory demonstrated poor performance in identifying the condition [41]. SISQs for both AUD and SUD had good accuracy [37], whereas tools assessing for EUPD demonstrated fair to good discriminatory performance [27]. Importantly, although the screening or diagnostic accuracy of these digitized versions of existing pen-and-paper questionnaires varied significantly across studies, previous systematic reviews have generally revealed good interformat reliability between digital and paper versions, suggesting that these are comparable [49,50]. Therefore, differences in screening or diagnostic accuracy are likely to be due to study effects or methodological issues rather than the tools used being unreliable.

Moving forward, there is a need for carefully designed, high-quality studies to further validate and assess the clinical utility of digitized versions of pen-and-paper questionnaires. This will help guide clinicians toward meaningful technologies.

Regarding tools that were not a digitized version of existing pen-and-paper questionnaires and instead gathered questions designed ex novo by mental health experts based on existing diagnostic tools and criteria, the WMH–ICS surveys demonstrated good to excellent accuracy for the identification of any anxiety and depressive disorder as well as GAD [21]. However, the accuracy of the WMH–ICS surveys was fair for any mood disorder and panic disorder [21]. In contrast, the Mental Health Screening Tool for Anxiety Disorders [35] and Tobacco, Alcohol, Prescription Medication, and Other Substance Use scale [44] were excellent at identifying GAD and AUD, respectively. Similarly, the SI-Bord demonstrated good accuracy for EUPD [36], whereas the Ultra Brief Checklist for Suicidality had a sensitivity and specificity of 0.91 and 0.85, respectively, for suicidality [47]. Regarding eating disorders, the EDQ–O presented fair to good discriminatory performance [46].

In addition, the accuracy of the WSQ varied from poor to excellent depending on the condition of interest and study [23,38,42]. Similarly, the clinical utility of the e-PASS varied considerably across conditions, with sensitivity and specificity values ranging from 0.42 to 0.86 and 0.68 to 1.00, respectively [40].

The accuracy of the CMFC also varied across conditions, with sensitivity and specificity values ranging from 0.63 to 1.00 and 0.61 to 0.92 (initial screener) and from 0.32 to 0.75 and
cost-effective diagnostic test for both MDD [53] and BD [54], but research in this area remains largely unexplored.

In addition to suggesting opportunities for future research, this systematic review raises considerations of methodology and research reporting practices. Indeed, researchers and digital mental health innovators should pursue carefully designed, high-quality studies to validate and assess the clinical utility of their diagnostic tools. Of note, the study by Nielsen et al. [41] stood out for their comprehensively written methods and well-designed study. For the remaining studies, risk of bias was a concern despite our amended and less stringent QUADAS–2 measures. This was often due to missing information regarding participant sampling procedures, the administration and interpretation of the index test and reference standard, and timing. Inevitably, the nondisclosure of methodological information can hinder the assessment of bias in current and future systematic review exercises aimed at determining the clinical utility of digital mental health assessments. In addition, missing information can prevent replicability studies from validating the findings. Moving forward, the QUADAS–2 measures could be used by researchers and peer reviewers as a checklist for study procedures that should be clearly reported in study methods in addition to complying with relevant guidelines such as the Standards for Reporting of Diagnostic Accuracy Studies [55]. In particular, careful consideration should be given to participant selection, the index test, the reference standard, and flow and timing. For instance, moving away from a case–control study design, digital mental health care researchers should consider evaluating digital mental health assessment tools within the intended context. This would allow for the appraisal of diagnostic technologies in real-world patient populations, thereby facilitating interoperability and guiding health care professionals toward clinically meaningful technologies.

Strengths and Limitations

To our knowledge, this is the first systematic review to assess the validity of question-and-answer–based digital mental health assessment tools targeting a wide range of mental health conditions. However, despite our comprehensive and carefully designed search strategies as well as the inclusion of any study design and language, it is possible that some relevant studies may have been missed. Furthermore, given the focus of this review where only digital tools that were exclusively question-and-answer–based were included, diagnostic technologies that collect passive data (eg, activity rhythms, sleep quality, sentiment, and language patterns) or a combination of active and passive data were not evaluated, with further research in this area being required.

Conclusions

The findings of this systematic review revealed that the field of digital mental health assessment tools is still in its early stages. Indeed, most of the included studies used digitized versions of existing pen-and-paper questionnaires as opposed to more sophisticated and comprehensive digital diagnostic technologies that can be easily integrated into routine clinical care. Furthermore, our review revealed mixed findings regarding the accuracy of the included digital technologies, which varied...
significantly between and within conditions as well as across different samples. In addition, risk of bias was a concern with the included studies. This comprehensive systematic review has important implications for the development and implementation of digital mental health assessments. Namely, there exist opportunities for further innovation in the field of digital diagnostic technologies for mental health. Importantly, carefully designed, high-quality studies are essential to validate the clinical utility of these technologies. Finally, evaluating these tools within the intended context is likely to facilitate interoperability and help guide clinicians toward meaningful technologies.

Acknowledgments
This research was funded by the Stanley Medical Research Institute (grant number 07R-1888).

Conflicts of Interest
SB is a director of Psynova Neurotech Ltd and Psyomics Ltd and has financial interests in Psyomics Ltd. TSS had financial interests in Psyomics Ltd at the time of submission. The remaining authors have no conflicts of interest to declare.

Multimedia Appendix 1
Search strategies.
[DOCX File, 23 KB - mental_v9i3e32824_app1.docx ]

Multimedia Appendix 2
Checklist summary of the mental health disorders investigated in the included studies.
[DOCX File, 27 KB - mental_v9i3e32824_app2.docx ]

Multimedia Appendix 3
Diagnostic accuracy per index test separated by condition of interest.
[DOCX File, 111 KB - mental_v9i3e32824_app3.docx ]

References


**Abbreviations**

ADHD: attention-deficit/hyperactivity disorder  
AUC: area under the receiver operating characteristic curve  
AUD: alcohol use disorder  
BD: bipolar disorder  
BN: bulimia nervosa  
CAD–MDD: Computerized Adaptive Diagnosis for Major Depressive Disorder  
CAT–ANX: Computerized Adaptive Test–Anxiety  
CAT–DI: Computerized Adaptive Test–Depression Inventory  
CAT–MH: Computerized Adaptive Test–Mental Health  
CAT–Psychosis: Computerized Adaptive Test–Psychosis  
CMFC: Connected Mind Fast Check  
DSM: Diagnostic and Statistical Manual of Mental Disorders  
EDQ–O: Eating Disorder Questionnaire–Online  
e-PASS: electronic psychological assessment screening system  
EUPD: emotionally unstable personality disorder  
FQ: Fear Questionnaire  
GAD: generalized anxiety disorder  
GAD–2: 2-item Generalized Anxiety Disorder Scale  
GAD–7: 7-item Generalized Anxiety Disorder Scale  
GAD–SI: single-item Generalized Anxiety Disorder Scale  
ICD: International Statistical Classification of Diseases and Related Health Problems  
M-3: My Mood Monitor  
MDD: major depressive disorder  
OCD: obsessive-compulsive disorder  
PHQ–9: 9-item Patient Health Questionnaire  
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses  
PTSD: posttraumatic stress disorder  
QUADAS–2: Quality Assessment of Diagnostic Accuracy Studies 2  
SAM: standardized assessment module  
SISQ: single-item screening question  
SUD: substance use disorder  
WMH–ICS: World Health Organization World Mental Health International College Student  
WSQ: Web-Based Screening Questionnaire
Informing the Future of Integrated Digital and Clinical Mental Health Care: Synthesis of the Outcomes From Project Synergy

Haley M LaMonica, BSc, MA, PhD; Frank Iorfino, BSc, MCMSc, PhD; Grace Yeeun Lee, MPH, MHM; Sarah Piper, GradDip, BSc; Jo-An Occhipinti, PhD; Tracey A Davenport, BA, eMBA; Shane Cross, BPsych, MPsych, PhD; Alyssa Milton, BSc, MAppSc, PhD; Laura Ospina-Pinillos, MD, PhD; Lisa Whittle, BSc; Shelley C Rowe, PhD; Mitchell Dowling, BPsych, PhD; Elizabeth Stewart, BA, DocClinPsych; Antonia Ottavio, DipHthSci, BN; Samuel Hockey, BA; Vanessa Wan Sze Cheng, PhD; Jane Burns, PhD; Elizabeth M Scott, MBBS; Ian B Hickie, AM

1Brain and Mind Centre, The University of Sydney, Camperdown, Australia
2InnoWell Pty Ltd, Sydney, Australia

Corresponding Author:
Haley M LaMonica, BSc, MA, PhD
Brain and Mind Centre
The University of Sydney
94 Mallett Street
Camperdown, 2050
Australia
Phone: 61 426955658
Email: haley.lamonica@sydney.edu.au

Abstract

Background: Globally, there are fundamental shortcomings in mental health care systems, including restricted access, siloed services, interventions that are poorly matched to service users’ needs, underuse of personal outcome monitoring to track progress, exclusion of family and carers, and suboptimal experiences of care. Health information technologies (HITs) hold great potential to improve these aspects that underpin the enhanced quality of mental health care.

Objective: Project Synergy aimed to co-design, implement, and evaluate novel HITs, as exemplified by the InnoWell Platform, to work with standard health care organizations. The goals were to deliver improved outcomes for specific populations under focus and support organizations to enact significant system-level reforms.

Methods: Participating health care organizations included the following: Open Arms–Veterans & Families Counselling (in Sydney and Lismore, New South Wales [NSW]); NSW North Coast headspace centers for youth (Port Macquarie, Coffs Harbour, Grafton, Lismore, and Tweed Heads); the Butterfly Foundation’s National Helpline for eating disorders; Kildare Road Medical Centre for enhanced primary care; and Connect to Wellbeing North Coast NSW (administered by Neami National), for population-based intake and assessment. Service users, families and carers, health professionals, and administrators of services across Australia were actively engaged in the configuration of the InnoWell Platform to meet service needs, identify barriers to and facilitators of quality mental health care, and highlight potentially the best points in the service pathway to integrate the InnoWell Platform. The locally configured InnoWell Platform was then implemented within the respective services. A mixed methods approach, including surveys, semistructured interviews, and workshops, was used to evaluate the impact of the InnoWell Platform. A participatory systems modeling approach involving co-design with local stakeholders was also undertaken to simulate the likely impact of the platform in combination with other services being considered for implementation within the North Coast Primary Health Network to explore resulting impacts on mental health outcomes, including suicide prevention.

Results: Despite overwhelming support for integrating digital health solutions into mental health service settings and promising impacts of the platform simulated under idealized implementation conditions, our results emphasized that successful implementation is dependent on health professional and service readiness for change, leadership at the local service level, the appropriateness and responsiveness of the technology for the target end users, and, critically, funding models being available to support implementation. The key places of interoperability of digital solutions and a willingness to use technology to coordinate health care system use were also highlighted.
Conclusions: Although the COVID-19 pandemic has resulted in the widespread acceptance of very basic digital health solutions, Project Synergy highlights the critical need to support equity of access to HITs, provide funding for digital infrastructure and digital mental health care, and actively promote the use of technology-enabled, coordinated systems of care.

(JMIR Ment Health 2022;9(3):e33060) doi: 10.2196/33060
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Introduction

Mental Health Service Reform

In 2014, the National Mental Health Commission invited the Young and Well Cooperative Research Centre (CRC) to provide advice about digital mental health solutions for young people [1]. Following interviews with mental health and industry leaders, the Young and Well CRC promoted the view that there was an urgent need to broaden research and development (R&D) focus from standalone mental health apps, digital health records, and other simple technologies (Digital Health 1.0) to highly coordinated integration of health information technologies (HITs) within more effective health care delivery systems (HIT Digital Health 2.0). That is, new systems of care would integrate both conventional and novel in-clinic and web-based mental health services, thereby broadening the rapid provision of scalable forms of high-quality care.

As a result, the National Mental Health Commission recommended that HITs be considered a cornerstone of mental health service reform in Australia. This would require that the mental health system be overhauled to embed digital health within conventional in-clinic services [2]. More recently, this recommendation was echoed by the Australian Productivity Commission review of mental health. It calls for increased use of technology through a national digital platform, emphasizing initial assessment and referral processes, as well as increasing service user access to a broader range of interventions and supports [3]. However, there is still a considerable need for increased practical knowledge as to how to best incorporate HITs into clinical services, as well as how to capitalize on the aggregate information available from HITs that could be used to drive more effective coordination of care, enhanced allocation of clinical resources, faster identification of risk, and greater emphasis on achieving a higher proportion of improved health, social, and economic outcomes.

Over the past 20 years, our research group has actively advocated for the use of technology to drive enhanced mental health care, and broader system reform, in Australia [4-8]. Although there is a growing evidence base supporting the use of digital technologies, the integration of digital solutions in mental health services remains relatively rare. As an example, Titov et al [9] have reported success in integrating internet-delivered cognitive behavioral therapy as part of clinical care with a mental health professional in 5 clinics internationally. Unfortunately, far more studies highlight barriers to successful implementations of digital health solutions [10-13], and further research is required to identify the most effective ways in which to design and implement evidence-based HITs as part of clinical care at scale.

Project Synergy

The Australian Government Department of Health commissioned Project Synergy in 2014 to be conducted by the Young and Well CRC in partnership with the University of Sydney’s Brain and Mind Centre. However, following the completion of the Young and Well CRC’s work in 2016, InnoWell, a joint venture enterprise between the University of Sydney and PwC (Australia), was established to deliver the remainder of the work. The overarching objective of Project Synergy is to explore how best to use such new HITs to drive mental health service reform toward delivering better outcomes for people experiencing mental ill-health [4].

Because of its scale, Project Synergy had 2 phases. Phase I (2014-2016; Aus $5.5 million [US $3.97 million]) investigated the use of digital (including smartphone) technologies to transform the provision of mental health services for Australian young people through co-designing, building, implementing, and evaluating prototypes with representative end user populations. These included young people along with their supportive others (eg, family, carers, and friends), health professionals, and service providers [4]. Four research studies were conducted on prototypical software and concepts that included the following: (1) a university-based health and well-being prototype [14]; (2) a synergized web-based system including a triage e-tool, health and well-being e-tool, and a Mental Health eClinic with a multidimensional web-based assessment, shared mental health dashboard, and video visit capabilities [15]; (3) wireframes for a tiered suicide risk management protocol [16]; (4) functionality for trusted supportive others [16-18]; (5) and a proof of concept study for implementing technologies into primary youth mental health services [19]. The details of these preliminary studies have been published previously [4].

The remainder of this paper focuses on phase II (2017-2021; Aus $30 million [US $21.63 million]), which concluded in June 2021. In phase II, prototypes from phase I were iterated into a beta version of a single web-based platform named the InnoWell Platform and implemented into both conventional in-clinic and web-based primary mental health services. The fundamental aim was articulated as delivering the right level of care to individuals upon their first presentation to service (Right care, First time) as underpinned by clinical stage, level of clinical need, and personal choice, with the aim of preventing progression to more serious complex and severe forms of illness.

InnoWell Platform

As detailed by Davenport et al [20], the InnoWell Platform collects both multidimensional self-report and informant (eg, supportive others and health professionals) information via
questionnaires to capture a holistic understanding of a service user’s clinical presentation, level of need, and personal preferences, to then monitor their progress over time. Specifically, survey data were collected across a range of biopsychosocial health domains, such as psychological distress, depressed mood, sleep-wake cycle, physical health, and social and occupational functioning. Further objective behavioral data can also be collected via third-party integrations (eg, Fitbit fitness trackers [Google LLC]). As shown in Figure 1, the multidimensional assessment results are presented back to service users in a dashboard color coded with a traffic light system to ease interpretability (ie, green, yellow, orange, and red are used to denote increasing degrees of symptom severity or level of impairment for each health domain). Service users are also provided with a description of each health domain and a brief explanation of the result they received (Figure 2).

The assessment results can then be used collaboratively by the service user and their health professional to ensure both parties are informed and actively engaged in treatment decisions in a responsive way. This is designed to occur not only at the outset of the care journey but also on an ongoing basis, as service users and clinicians jointly track progress over time. Importantly, as shown in Figure 3, service users can also access recommended nonclinical care options (eg, fact sheets, apps, e-tools, and other web-based systems) to support their mental health and well-being proactively (eg, before receiving and in conjunction with the clinical care received through the service).

Figure 1. Example dashboard from the InnoWell Platform.
Figure 2. Example explanation of a health domain and assessment result from the InnoWell Platform.
Objective

The InnoWell Platform was co-designed and implemented in diverse service settings across different age groups and populations. The Project Synergy effectiveness trials aimed to deliver critical insights about how HITs, exemplified by the InnoWell Platform, can be optimally configured and implemented as part of standard care to meet the needs of the populations under focus, their immediate care team (health professionals and service providers), and supportive others. Furthermore, a mixed methods approach was established to evaluate the web-based platform and the impact of its implementation (where available) in the individual services to iteratively refine the InnoWell Platform and the technology-enabled service model into which it was embedded.

As shown in Figure 4 [14-16,18-19,21-22,23], this paper seeks to summarize the methodologies used in phase II of Project Synergy and highlight their associated research outcomes. Specifically, we describe the process by which the original beta version of the InnoWell Platform was (1) iteratively co-designed, developed, and refined through participatory design workshops with individuals with lived experience of mental ill-health, health professionals, and service administrators to create service-specific configurations of the digital platform; (2) tested by end users to determine acceptance for each participating service or service user group; (3) implemented within a technology-enabled service model that had been co-designed with service staff through service mapping; and (4) evaluated to determine its impact at the level of the service user, health professional, and service. We provide an overview of the key outcomes from this research, highlight tools that can be used to drive the uptake of HITs by both service users and health professionals, and provide examples of how smart, digital technologies can drive innovation in models of care at the service and system level to better address demand management, early intervention, and rapid assessment and triage of at-risk users to specialized care.
Methods

Overview of the Project Synergy Research Streams

Phase II of Project Synergy aimed to conduct 4 rolling research streams to evaluate the engagement with and efficiency and effectiveness of the InnoWell Platform. The research streams focused on four populations across the life span, namely, veterans and their families, young children and their families, young people, and older adults. Importantly, through the internal R&D process, these rolling research streams enabled the iterative development and redevelopment, evaluation, and refinement of essential functionality within the InnoWell Platform (e.g., assessment, dashboard, algorithms, real-time data tracking, aggregate service indicator dashboard, immediate staged care recommendations, and service pathways) over time. One or more research studies were planned in relation to each research stream, in collaboration with relevant mental health services when feasible or with specific participant groups (i.e., young children and families). In relation to the former, potential participating services were identified based on the alignment between their service user group or groups and the research streams. After agreeing to participate in Project Synergy, a research agreement was formalized between the University of Sydney and the participating service. As described in this Methods section, the methodology that underpins Project Synergy’s research trials includes co-design activities (i.e., participatory design workshops, user acceptance testing, and service mapping sessions), implementation science, and a mixed methods evaluation of the impact of the InnoWell Platform and the associated technology-enabled model of care at the level of the individual, health professional, and service based on key performance indicators.

Participating Services and Service User Groups

The InnoWell Platform was co-designed with and tested by the target end users, including individuals seeking or engaged in mental health care. Digital health solutions are widely recognized as a potential means by which to address issues of demand management in mental health globally, and, to a degree, the COVID-19 pandemic fast-tracked the uptake of technology as part of mental health care. However, it is critical to recognize that factors such as age, technical skills, literacy, and health literacy affect the ways in which individuals engage with technology [24]. Despite the proliferation of digital health solutions, such as apps, in recent years, little attention has been paid to how these tools will be used by individuals from diverse populations [25]. In addition, only 30% of apps developed by established digital health companies have tested their apps with individuals with clinical conditions [26]. To ensure that the InnoWell Platform and technology-enabled model of care met the needs of the target end users, it was crucial to ensure that the research studies were conducted with individuals engaged in clinical care. Participating services and the service users to whom they provide care are presented in Textbox 1.

Figure 4. A summary of the methodologies and key outcomes from phase II of Project Synergy [14-16,18-19,21-22,23]. NSW: New South Wales.
Participating mental health services and their respective service user groups.

- Open Arms–Veterans & Families Counselling Sydney and Lismore, New South Wales (NSW), providing care to current and ex-serving military personnel and their families
- NSW North Coast headspace centers (Port Macquarie, Coffs Harbour, Grafton, Lismore, and Tweed Heads) providing mental health care to young people in regional NSW aged 12-25 years
- The Butterfly Foundation’s National Helpline supporting those with eating disorders and negative body image via telephone, email, and web-based chat
- Kildare Road Medical Centre—a large general practice in Blacktown, NSW, with a socioeconomically and culturally diverse service user population, including a large number of Aboriginal and Torres Strait Islander service users
- Connect to Wellbeing North Coast NSW (administered by Neami National)—a community-based primary intake and referral service located within the footprint of the North Coast NSW Primary Health Network. Within the Australian context, Primary Health Networks are operated by not-for-profit companies and are responsible for commissioning and coordinating health services to meet the needs of the people in a designated region

Additional co-design and preliminary evaluation research studies were conducted with specific service user groups not affiliated with a mental health service including older adults (aged ≥50 years) and children (aged ≥8 years) and families to inform future iterations of the InnoWell Platform. These participants were recruited through active research clinics at the University of Sydney’s Brain and Mind Centre as well as via nongovernmental and private organizations associated with the Brain and Mind Centre. The co-design studies were advertised via posters and postcards at the advertising site as well as via their websites and social media pages. Importantly, although a diverse grouping of services and service users participated in Project Synergy, further investigation is still required to determine the usability, acceptability, and relevance of the InnoWell Platform for individuals who are from a culturally and linguistically diverse background, identify as Aboriginal and Torres Strait Islanders, or identify as having a disability.

Finally, approximately 50 local stakeholders from the North Coast NSW Primary Health Network, including representatives from health and social policy agencies, nongovernment organizations, primary care providers, emergency services, research institutions, community groups, and, importantly, people with lived experience of suicide, contributed to the development of a system dynamics model. Using a broad systems perspective, stakeholders identified key outcomes of interest and subsequently provided feedback to iteratively refine the model.

Ethics Approval

This research required multiple ethics approvals by various human research ethics committees (HRECs) owing to the diverse organizational structures governing each of the participating services. The clinical trial allowing users of the InnoWell Platform to share their deidentified data for research purposes was approved by the Northern Sydney Local Health District HREC (reference HREC/17/HAWKE/480) and was registered with the Australian New Zealand Clinical Trial Registry (ACTRN12618001676202). Separate ethics were sought for the co-design and impact evaluation research for each participating service. The governing bodies of some mental health services required applications to be submitted through their own internal HRECs (ie, the Department of Defence and Veterans’ Affairs HREC Projects 056-18 and 017-17), whereas others preferred that required applications were submitted through the University of Sydney HREC (Projects 2017/944, 2018/849, 2018/041, 2018/962, 2019/172, 2019/683, 2019/767, 2020/141, and 2020/246). The development of the system dynamics model did not require ethics approval as it involved secondary analysis of a broad range of aggregate data sets and synthesis of existing research. Stakeholders were invited to contribute their expertise to this model but were not the subject of the research activity. Figure 5 outlines the diverse research methodologies that were used as part of Project Synergy, underpinning all aspects of the project from co-design and development of the InnoWell Platform through to impact evaluation and dissemination of outcomes.
Co-design

An R&D cycle, described by Davenport et al [17], was established and used to explicitly position end users as empowered participants in all stages of the research—from planning and design through to implementation and evaluation. Central to the R&D cycle are participatory design workshops to discover, prototype, and evaluate potential design solutions through the use of prompted discussion, review of working prototypes (wireframes) and existing InnoWell Platform functionality, personas (ie, a fictitious potential user for whom the product is being designed), and user journeys. Direct engagement with potential end users as well as other key stakeholders (ie, representatives from funding agencies) through targeted participatory workshops is essential to ensure the development and build of acceptable, usable, and scalable digital tools. The primary objective of the workshops was to co-design and configure the InnoWell Platform for each participating service or user group to ensure that it met the needs of the target end users, including people with lived experience accessing care and their supportive others as well as health professionals, service managers, and administrators.

Workshop agendas were tailored to each service by the research management team, comprising researchers, health professionals, and service administrators, to determine how best to discover how the InnoWell Platform might enhance standard care. Areas of focus included increased accessibility to care, waitlist management, risk identification, coordination of care with other services, and the potential for digital tools to support self-management and well-being. Participants worked together to create mockups of the technology, including the landing page, assessments, and dashboard, highlighting key features and functions that they thought would address identified pain points for the service and service users. Only after having captured participants’ unbiased ideas were they then provided with paper wireframes or screenshots of the InnoWell Platform on which to provide specific feedback on prototyped or existing features and functionality. The final outcome of the workshops was a service-specific configuration of the InnoWell Platform.

Importantly, the service-specific version of the InnoWell Platform was then tested by end users in one-to-one, face-to-face, 90-minute user testing sessions. Each session was facilitated by a member of the research team, and a scribe was present to take notes to capture all feedback accurately. The aim of the user testing sessions was to (1) learn if participants were able to navigate the InnoWell Platform intuitively, (2) identify any features of the platform that the user would want to see changed before implementation of the platform into the service (ie, showstoppers), (3) gain insight into participants’ experience of using the platform, (4) identify possibilities for improving the platform to better meet user needs and wants, and (5) learn how best to implement the platform into the participating service. Testers were observed interacting with the InnoWell Platform and asked to think aloud when exploring its features, providing both positive and negative feedback about the user experience. In addition to freely exploring the features and functionality of the InnoWell Platform, testers were also asked to complete specific scenarios relevant to their role (eg, service user, health professional, and service manager). For example, a health professional might be asked to try entering data into the InnoWell Platform about a service user and then to comment on their experience (ie, ease of completing the action and gaps in the functionality). The feedback was integrated back into the iterative R&D cycle to inform the
ongoing refinement of the product by our collaborators at InnoWell. Furthermore, user testing was also used to achieve acceptance of the technology, signal that it was ready for implementation within the service.

Finally, in parallel with the participatory design workshops and user testing sessions, our team also used service mapping, a process mapping methodology, to understand how best to integrate the InnoWell Platform within participating mental health services. As published in LaMonica et al [27], we have used the term service mapping to refer to the structured approach to understanding the needs, existing processes, gaps in care, and performance of a mental health service mapped against an individual’s journey through the service. More specifically, participants worked collaboratively with the researchers to first map the current service user journey through the participating service on a whiteboard or butcher’s paper. The gaps or limitations of the current care pathway were reviewed relative to the key features of high-quality mental health care to identify areas for improvement or reform. The existing map was then revised to include technical element supported by the InnoWell Platform (eg, web-based initial assessment and clinical and nonclinical care options). The outcome was a co-designed technology-enabled model of care highlighting the intersection and impact of the InnoWell Platform at key points in care (eg, referral, assessment, treatment planning, and routine outcome monitoring).

Table 1 summarizes the research aims and co-design activities for each of our participating services and service user groups.

<table>
<thead>
<tr>
<th>Population</th>
<th>Service partner</th>
<th>Research aim</th>
<th>Co-design activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current and ex-serving Australian Defence Force personnel and their families</td>
<td>Open Arms–Veterans &amp; Families Counselling Sydney and Lismore, NSW a</td>
<td>Co-design, develop, implement, and evaluate the InnoWell Platform to achieve improved outcomes</td>
<td>• 4 participatory design workshops (n=21)b • 2 service mapping workshops (n=21) • 18 user testing sessions</td>
</tr>
<tr>
<td>Young people aged 12-25 years residing in the NSW North Coast</td>
<td>NSW North Coast headspace centers (Port Macquarie, Coffs Harbour, Grafton, Lismore, and Tweed Heads)</td>
<td>Enhance quality and timeliness of mental health services for NSW North Coast youth</td>
<td>• 11 participatory design workshops (n=48) • 9 service mapping workshops (n=46) • 30 user testing sessions</td>
</tr>
<tr>
<td>Australians with eating disorders and body image issues</td>
<td>The Butterfly Foundation’s National Helpline</td>
<td>Evaluate, prototype, and configure a digital system for a nonconventional (web-based, phone, and email) service providing support for eating disorders and body image issues through the use of co-design processes</td>
<td>• 6 participatory design workshops (n=47) • 2 service mapping workshops (n=12) • 3 user testing sessions</td>
</tr>
<tr>
<td>NSW North Coast residents</td>
<td>Connect to Wellbeing North Coast NSW (administered by Neami National)</td>
<td>Configure and implement the InnoWell Platform to support community-based primary intake and referrals across the North Coast NSW Primary Health Network</td>
<td>• 1 user testing session</td>
</tr>
<tr>
<td>Service users in a community general practice setting</td>
<td>Kildare Road Medical Centre, Blacktown, NSW</td>
<td>Configure and implement the InnoWell Platform to support Kildare Road Medical Centre’s delivery of mental health care</td>
<td>• 2 service mapping workshops (n=6)c</td>
</tr>
<tr>
<td>Older adults (aged ≥50 years)</td>
<td>N/A d</td>
<td>Co-design and configure the InnoWell Platform to evaluate the accessibility, engagement, and appropriateness of the technology for an older age group</td>
<td>• 4 participatory design workshops (n=21) • 19 older adults consented to provide user feedback on the InnoWell Platform after using it for up to 90 days</td>
</tr>
<tr>
<td>Younger children and families</td>
<td>N/A</td>
<td>Co-design a configuration of the InnoWell Platform that is appropriate for younger children and their families</td>
<td>• 3 participatory design workshops (n=15)</td>
</tr>
</tbody>
</table>

aNSW: New South Wales.
bA total of 9 cofacilitated participatory design workshops, including 2 service mapping workshops, were conducted in 2017 with current and former military personnel and their families as well as Open Arms’ health professionals, service managers, and administrators from Sydney, Canberra, Maitland, Singleton, and Port Stephens [28]. Importantly, the outcomes from this collaboration served as the basis for the configuration of the InnoWell Platform with supplementary participatory workshops being conducted in 2018 specifically as part of Project Synergy.
cFurther information informing the service-specific configurations and user acceptance of the InnoWell Platform was captured during routine project management meetings with each of the participating services.
dN/A: not applicable.
Implementation and the Clinical Trial

The effectiveness of the InnoWell Platform is being assessed in a naturalistic, prospective, quasi-experimental (ie, uncontrolled, nonrandomized) clinical trial. It is important to note that this methodology is rapidly gaining recognition as a practical and efficient method of assessing change over time in users under ecologically valid conditions (ie, real-world conditions of constantly changing apps and technologies) [29,30]. Importantly, by conducting group comparisons based on clinical stage, demographics, and locality, it is possible to infer strong evidence for the usefulness (or lack thereof) of the technology-enabled blended model of care.

Regarding implementation and conduct of the clinical trial, the co-designed and configured InnoWell Platform was implemented at each of the participating services within the redesigned, technology-enabled service model as part of standard practice in accordance with our established implementation science strategy [31]. Importantly, standard practice was defined by the service; in other words, participating services had the opportunity to implement the InnoWell Platform in varying ways depending on what best suited their service and their service user base. All service users aged ≥14 years who presented to a participating service were eligible to use the InnoWell Platform as part of their care. Upon creating an account in the InnoWell Platform, users were presented with a Terms of Use agreement informing them that their deidentified data collected by the InnoWell Platform would be used for research purposes unless they opt out [32]. In 2007, the Australian National Statement of Ethical Conduct in Human Research was updated to enable HRECs to approve an opt-out consent for low-risk clinical research [33]. Opt-out approaches require researchers to ensure that participants are aware of their potential inclusion in research and given the opportunity to indicate that they do not want their data used in this way (ie, thus opting out). Importantly, service users were able to update their data sharing permissions in the InnoWell Platform at any time, enabling them to, for example, withdraw from the clinical trial should they wish to do so. As the InnoWell Platform is an exempt medical device, it is not required to be included in the Australian Register of Therapeutic Goods and can be used by service users regardless of whether they opt out of the clinical trial.

In addition to sharing data for research purposes, service users are also informed that their data will be shared with the participating service at which they are receiving care. This information is made explicit to the user at the point at which the InnoWell Platform is originally explained to them by a staff member from the participating service using a simple script documented in the InnoWell Platform. Accordingly, all service users aged ≥14 years who presented to a participating service were eligible to use the InnoWell Platform as part of their care. Upon creating an account in the InnoWell Platform, users were presented with a Terms of Use agreement informing them that their deidentified data collected by the InnoWell Platform would be used for research purposes unless they opt out [32]. In 2007, the Australian National Statement of Ethical Conduct in Human Research was updated to enable HRECs to approve an opt-out consent for low-risk clinical research [33]. Opt-out approaches require researchers to ensure that participants are aware of their potential inclusion in research and given the opportunity to indicate that they do not want their data used in this way (ie, thus opting out). Importantly, service users were able to update their data sharing permissions in the InnoWell Platform at any time, enabling them to, for example, withdraw from the clinical trial should they wish to do so. As the InnoWell Platform is an exempt medical device, it is not required to be included in the Australian Register of Therapeutic Goods and can be used by service users regardless of whether they opt out of the clinical trial.

In addition to the sharing of data for research purposes, service users are also informed that their data will be shared with the participating service at which they are receiving care. This information is made explicit to the user at the point at which the InnoWell Platform is originally explained to them by a staff member from the participating service using a simple script delivered via telephone, email, chat, or in person, and in the subsequent email invitation they receive inviting them to use the InnoWell Platform. In addition, this information is documented in the InnoWell Privacy Policy, which is available on the landing page, before creating an account and providing any personal information.

The primary objective of the above-mentioned health services trial is to validate an automated decision protocol for allocating care based on severity and persistence of mental health symptoms (ie, based on the clinical stage) [34] relative to the clinical stage as allocated by health professionals, multidisciplinary teams via consensus, and an expert clinical reference group [20]. The protocol aims to automate critical decision points to triage service users based on clinical stage. Specifically, the first decision determines whether there is clear evidence of at least one full-threshold, major discrete disorder, or a persistent and recurrent syndrome or syndromes, whereas the second decision aims to determine whether the syndrome is nonspecific or attenuated. By identifying the clinical stage and level of need, service users can then be automatically triaged to self-management strategies including self-directed apps and e-tools, ambulatory care services, or acute or specialized services at the point of service entry. As detailed by Sawriker et al [35], clinical staging avoids the fail first approach typified by stepped care in favor of allocating the Right care, First time. The clinical trial allows for the collection of deidentified data for research purposes, and cross-sectional findings from the participating services are provided in Multimedia Appendix 1 [36-40]; however, the findings from the clinical trial are beyond the scope of this paper and will be published separately.

An automated suicide escalation protocol is embedded within the InnoWell Platform, designed to identify service users reporting suicidal thoughts or behaviors and, importantly, suggest pathways to appropriate and timely care [21]. Specifically, when a service user expresses suicidal thoughts or behaviors on the InnoWell Platform’s multidimensional assessment, they are immediately provided with a pop-up message containing contact information for relevant 24-hour crisis support services (ie, Lifeline and Kids Helpline). In addition, to enable a rapid clinical response, a notification is also sent to the clinical service when the degree of risk meets a predetermined severity threshold established by the service for their service user base.

Impact Evaluation

Traditional clinical science approaches to the development and implementation of interventions rely on a lengthy linear process, from basic science through to effectiveness trials and dissemination [41], which can result in delays of up to 17 years for research translation into clinical practice [42]. Given the rapid advances that occur in the technology sector, this is not a practical approach to the evaluation of HITs or technology-enabled models of care. To that end, Mohr et al [29] highlight the benefits of evaluating the challenges and successes associated with tools such as the InnoWell Platform in targeted clinical settings, such as through the Project Synergy participating services, to iteratively refine and optimize usability, acceptability, and effectiveness to ensure that it meets identified clinical objectives. Therefore, as detailed previously by LaMonica et al [10], we used a mixed methods impact evaluation study, including web-based surveys, semistructured interviews, and workshops, to identify potential barriers to and facilitators of implementation and to evaluate the impact of the InnoWell Platform on the participating mental health services over time, including (1) digital literacy and competence of the service staff in relation to the implementation of the HIT in the service; (2) changes in the service in association with the implementation of the HIT-enabled solution; and (3) the quality,
usability, and acceptability of the solution. All participating staff involved in the implementation of the InnoWell Platform at each of the respective services, including health professionals, service managers, and administrators, were invited to participate in the impact evaluation study. Where staff from the services’ funding or governing bodies (ie, service providers or primary health networks) were associated with implementation, these staff were also invited to participate and were required to provide written informed consent. The impact evaluation data were collected at baseline and every 3 months thereafter for the duration of the implementation, the length of which varied based on agreements made with participating services. Importantly, the use of mixed methods allowed the service staff to provide feedback in a manner that suited their work schedule (ie, web-based helpline operating on a 16-hour schedule vs traditional face-to-face counseling services operating during normal business hours), thus ensuring both breadth (via surveys) and depth (via the semistructured interviews and workshop) of evaluation from a broad range of participants.

Participatory Systems Modeling
As referenced previously, a system dynamics model was developed using a participatory approach that involved approximately 50 local stakeholders, including representatives from health and social policy agencies, nongovernment organizations, primary care providers, emergency services, research institutions, community groups, and, importantly, people with lived experience of suicide [43]. Over a series of 3 workshops, stakeholders were asked to draw on the deep tacit knowledge and diverse perspectives of these system actors to map the local health system and the role that social determinants play in psychological distress and suicidal behaviors. These workshops focused on prioritization of the key outcomes of interest for the model, the mapping of pathways and drivers of those outcomes, and the prioritization of interventions to be included in the model. A full description of this process, the model, and its results can be found in the study by Occhipinti et al [43].

Results
Co-design
The results of most of our team’s co-design work have been published previously and will therefore not be presented in detail [27,28,36-38,44]. However, a summary of the key insights derived from the participatory design workshops is provided in Table 2, including findings regarding the (1) support for HITs as part of clinical care, (2) critical factors to consider in relation to the design and content of HITs, and (3) potential for incongruity between health professional and service manager attitudes and beliefs toward HITs during co-design relative to implementation.

In addition to the participatory design outcomes, service mapping also proved an effective way to engage key stakeholders in reflecting on existing service and system pathways and, in turn, identifying current barriers to and facilitators of quality mental health care. As highlighted in LaMonica et al [27], by working collaboratively with participating services, service mapping highlighted key gaps in care that might be improved through the implementation of the InnoWell Platform, while also identifying aspects of care that could be improved through changes to specific service-level processes (ie, intake). In this way, the service mapping process prevented a one-size-fits-all approach to service reform, ensuring that specific contextual factors impacting the quality of care at each service were considered, thus optimizing the service delivery. Each participating service was able to determine how best to integrate the InnoWell Platform as part of standard care as it pertained to the respective services. For example, at Open Arms and most headspace services, service users were invited to complete the InnoWell Platform’s multidimensional assessment before their first appointment, whereas at Kildare Road Medical Centre (KRMC), a general practice, service users were only invited to the InnoWell Platform after having an appointment with a mental health nurse who determined whether the digital tool was appropriate for their individual care needs. Importantly, our research shows that the process of mapping technology-enabled service models can lead to improvements in service delivery pathways, both in relation to and independent of the technology [28].
Table 2. Key insights learned through participatory design workshops.

<table>
<thead>
<tr>
<th>Key insights</th>
<th>Specific findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overwhelming support for integrating HITs(^a) into mental health care across populations and service settings [4,27,28,36-38,44].</td>
<td>- The results of a lived-experience-led national community consultation program showed considerable service user interest in and experience with digital health solutions. On the basis of data collected through 5 digital engagements, 8 face-to-face consultations, and 2 community engagement events, 81% of respondents indicated they were comfortable sharing mental health experiences on the web and 94% had already done so [45].</td>
</tr>
<tr>
<td>Service users and carers further emphasized the importance of being provided reputable (academic, government, or nonprofit mental health organization) care options and information [37].</td>
<td>- The results of 4 participatory design workshops conducted with 21 community dwelling older adults (aged ≥50 years), including carers, highlighted the need for information delivered via HITs to come from a credible source to be perceived as trustworthy and reliable [37].</td>
</tr>
<tr>
<td>Concerns with data privacy and security of personal and health information were prevalent across all service user groups [28,37,46]; however, health professionals questioned whether all users would be wary of security risks.</td>
<td>- Young people emphasized the need for privacy information to be readily available to allow a user to be completely comfortable when entering sensitive information into a HIT (“Always ask, could this site be more secure with my information.” [Member of the headspace Youth Reference Group, participatory design workshop in Wollongong, August 30, 2018]).</td>
</tr>
<tr>
<td>- Given the ubiquity of technology use by young people, some health professionals questioned whether they would be suitably concerned about sharing personal data (“Young people may be so used to this as they have grown up with it that they would not see sharing personal data as a major barrier to accessing a health and wellbeing e-tool” [Health Professional, participatory design workshop in Coffs Harbour, December 4, 2018]).</td>
<td></td>
</tr>
<tr>
<td>- Members of the military community emphasized the need to be fully transparent in relation to limitations to confidentiality and data sharing (“Data security needs to be highlighted, particularly that the information is not shared with DVA [Department of Veterans’ Affairs].” [Veteran, participatory design workshop, August 24, 2017]) [28].</td>
<td></td>
</tr>
<tr>
<td>- Older adults indicated that data privacy and security risks are a primary barrier to the use of HITs (“Anything on the Internet I just don’t really trust, I don’t want to put my information of any kind out there.” [Older Adult, participatory design workshop in Sydney October 9, 2019]) [37].</td>
<td></td>
</tr>
<tr>
<td>There is a gap in what is expressed during the co-design process and actual implementation; often, clinicians are very active and willing supporters during the co-design process, however not in practice [47].</td>
<td>- The 48 participants, including young people, supportive others, health professionals, service managers, and administrators, from 10 participatory design workshops with headspace services in the North Coast PHNb, recognized the potential for HITs to improve service quality and efficiency; however, a qualitative review of 70 fortnightly logs completed by on-the-ground implementation officers working across 5 headspace centers revealed persistent resistance to change [47].</td>
</tr>
</tbody>
</table>

\(^a\)HIT: health information technology.
\(^b\)PHN: Primary Health Network.

Implementation and the Clinical Trial

Overview

To address known barriers, as well as those that might be specific to individual services, the R&D team developed a protocol for the implementation of digital solutions into mental health services, including digital tools and technology-enabled models of care [31]. The protocol supports active collaboration between the researchers, health services, and service providers and users and is intended to promote mitigation strategies that might enable the successful translation of new innovations into standard clinical practice. This not only includes a strong emphasis on co-design but also acknowledges that a well-designed technology product is not sufficient to drive improved outcomes or mental health reform. Therefore, the protocol highlights the need to (1) upskill the mental health workforce regarding the evidence-based digital, clinical, service, and safety elements essential to quality mental health care, as well as how digital solutions can support the delivery of such care; (2) provide on-the-ground support to both service users and staff in the early stages of implementation to troubleshoot any issues with the technology and to help interpret and report clinical data in a meaningful way; and (3) refine iteratively the digital solution, as well as the technology-enabled model of care, in response to service-level changes in outcomes and processes or user feedback on the quality, usability, and acceptability of the solution. In relation to the latter, it is crucial to continue to refine digital solutions to ensure they become an integral part of standard care, enabling improved outcomes on key service performance indicators. Concurrently, minimizing increased burden on service staff associated with the implementation is challenging. However, striking this balance may afford the best opportunity for the sustainability and scalability of the solution.

The naturalistic, quasiexperimental clinical trial to validate the InnoWell Platform is in progress. At the time of this publication,
1644 service users aged ≥14 years consented to share their data for research purposes. Cross-sectional data from the initial multidimensional assessment for each participating service are provided in Multimedia Appendix 1. Further analysis of the data collected by the InnoWell Platform will be conducted at the service-specific level and is beyond the scope of this paper. Further, the data to validate the automated decision protocol for allocating care based on clinical stage will be analyzed and published separately. Importantly, however, the automated suicide escalation protocol embedded within the InnoWell Platform has been shown to effectively identify service users requiring urgent risk assessment. For example, 22.6% (24/106) of the young people using the InnoWell Platform as part of their care at a headspace service in the regional North Coast NSW Primary Health Network footprint reported high levels of suicidal thoughts and behaviors (STBs), thus triggering an immediate notification to the service. A similar proportion (18/62, 29%) of users from Open Arms underwent a rapid risk assessment after the service received a notification of moderate to high levels of STB as self-reported via the assessments in the InnoWell Platform. Although the management of such notifications can be challenging, services recognized the need for this functionality, as it fast-tracks care.

**Innovative Models of Enhanced Primary Care**

The implementation science strategies resulted in an innovative model of enhanced primary care, best suited to local implementation. Specifically, KRMC is a large Western Sydney family practice with 26 general practitioners (GPs) seeing an average of 25 to 30 service users per day. As part of their engagement in Project Synergy, KRMC used a mental health nurse to support their GPs with assessment and triage, treatment planning and intervention, and case review of those who presented with symptoms suggesting mental ill-health. The mental health nurse was a critical facilitator of the co-designed technology-enabled service delivery model at KRMC. For example, the application of the InnoWell Platform’s suicide escalation protocol [21] identified 13% (17/131) of those service users having STBs, thus enabling the mental health nurse to triage these individuals rapidly to appropriate care. The mental health nurse also reviewed the initial assessment results in collaboration with each service user to guide a discussion about available care options, considering service user preferences. Importantly for KRMC, the technology-enabled model of care, as led by the mental health nurse, resulted in expanded treatment options, including the availability of brief psychological therapies conducted by the mental health nurse as well as the apps and e-tools embedded within the InnoWell Platform. Furthermore, the mental health nurse was also able to use the multidimensional assessment to draft a mental health care plan for later review by the GP. Consequently, this reduced the assessment time required by the GP, allowing them to focus instead on delivering value-added care to more service users. In light of the success of this pilot study, KRMC sought funding to support the ongoing implementation of this innovative technology-enabled, mental health nurse-led service delivery model.

**An Innovative Model of Enhanced Community-Based Assessment and Triage**

As previously reported [39], the R&D team partnered with Neami National (who deliver the central community-based intake service of the NSW North Coast Primary Health Network—Connect to Wellbeing North Coast) to co-design and implement a new technology-enabled assessment and triage system for the range of services offered [39]. Specifically, the InnoWell Platform’s multidimensional assessments were used to (1) identify service users with risk factors and symptoms or impairment (stage 1a) who were immediately triaged to self-management including self-directed and clinician-supported apps and e-tools, (2) assist those with attenuated or subthreshold major disorders (stage 1b+) to clinical care within ambulatory care services including general practice or another primary care service, and (3) provide immediate clinical assessment for those with a risk of self-harm and determine the need for acute care or hospitalization. This model could serve as a prototype for a direct-to-service user preclinic triage system (Figure 6). Such a system is scalable and directly addresses the Productivity Commission’s call to develop a sustainable national digital platform to facilitate assessment and referral processes that match levels of mental health care more directly with service users’ actual needs [3].
Impact Evaluation

As shown in Table 3, data from the impact evaluation results highlight consistent agreement regarding the potential for HITs to improve outcomes for service users and mental health services alike. However, participants, including health professionals, service managers, and administrators, indicated that technologies are generally not well integrated into current service delivery models. Service readiness for change (e.g., existing technology infrastructure and the digital literacy of staff and service users) was noted to be a potential barrier to successful implementation, with less than half of respondents indicating that their service was ready to implement new technologies to enhance mental health care. Furthermore, there was considerable variability among clinical staff as to whether it was their responsibility to recommend technology as part of standard care.

The impact evaluation findings were used to iteratively refine the technology-enabled model of care throughout the implementation of the InnoWell Platform at each participating service. For example, based on findings from the evaluation activities, services modified (1) the point in the care journey at which the InnoWell Platform was offered to participants, (2) the required qualifications for the person presenting the platform to service users for the first time (e.g., mental health nurse, counselor, or clinical psychologist rather than administrative staff), (3) the technology available to health professionals at the service to be able to best use the InnoWell Platform actively during sessions, and (4) processes by which the data collected by the InnoWell Platform were used to inform care. Furthermore, the findings were fed back to service leadership to help find ways to better support health professionals and administrative staff to use the InnoWell Platform effectively and efficiently as part of standard care. Finally, feedback regarding the usability and acceptability of the InnoWell Platform as well as identified gaps or limitations in its features and functionality were fed back to InnoWell as part of the internal R&D cycle to inform the development or redevelopment and refinement of the technology.
Table 3. Impact evaluation outcomes.

<table>
<thead>
<tr>
<th>Key outcome</th>
<th>Specific findings</th>
</tr>
</thead>
</table>
| Staff across multiple service settings consistently support the use of technology as part of their work; however, they also list digital literacy of both service users and health professionals as well as service readiness for change as potential barriers to widespread adoption [10]. | • A total of 81% (38/47) of health professionals and service administrators reported benefits of using technology as part of their work.  
• Most staff (26/45, 57%) questioned whether their service users’ digital literacy was sufficient to use technology as part of their mental health care; however, of potential users, young people, who were considered digital natives, were expected to be most likely to access and adopt technologies as part of care.  
• Although approximately two-thirds (27/45, 60%) of staff indicated that their service’s policies support the belief that technologies can improve service user outcomes by providing more efficient and effective care, only 44% (20/45) of service staff indicated that their service was ready to implement new technologies to enhance mental health care.  
• Furthermore, only 53% (24/45) of staff reported that their service actively encourages the integration of technologies as part of standard care.  
• Qualitative feedback was collected from 40 staff from across 5 headspace centers in the Central Eastern PHN who were involved in implementing a prototype of a web-based mental health clinic, known as the Mental Health eClinic. Their feedback highlighted the significant benefit of both (1) high-level endorsement and coordination at the PHN level and 2) the presence and engagement of on-the-ground leadership to assist in solving day-to-day implementation challenges [4].  
• Qualitative analysis of 70 logs completed by on-the-ground implementation officers at 5 headspace services implementing the InnoWell Platform showed a consistent interest among service staff in implementing the InnoWell Platform as a demand management tool and to provide better care; however, a lack of strong and deliberate leadership was highlighted as a barrier to change. Notably, this finding did not change appreciably in response to COVID-19 [47].  
• To facilitate a successful implementation, service leadership need to establish clear strategies to mitigate potential barriers to implementation identified by on-the-ground staff responsible for driving the implementation [10].  

There must be organizational leadership (PHN-level decision-making) as well as a local champion at the service level to support a successful implementation [4]. |
| Health professionals are often confident about the effectiveness of their current service models (ie, business as usual) and express reluctance to change their usual practices [10]. | • A primary implementation barrier identified by health professionals relates to concerns that digital tools could replace clinical expertise; however, all participants denied this as a personal concern. |

aPHN: Primary Health Network.

Participatory Systems Modeling of the North Coast Primary Health Network Mental Health Services

The R&D team was engaged to work with the North Coast Primary Health Network to model the mental health services available across the region and test the relative impacts of a range of interventions on mental health and prevention of suicide. This work was critical for Project Synergy, as one of the primary interventions of interest was technology-enabled care coordination. The capacity to compare the impact of this system-level intervention with other clinical and health system alternatives was a major advance. The model was validated against historic time series data (2011-2017), and then projected population-level trajectories of suicidal behavior in the region using a 20-year time horizon (2021-2041) were derived. Against the baseline trajectory, implementation of technology-enabled care coordination was projected to decrease suicide deaths by 5.6% (95% CI 4.8%-6.5%) [43]. The model also found that the most effective combination of interventions to reduce suicidal behavior was supporting social connectedness, technology-enabled coordinated care, postsuicide attempt assertive aftercare, reductions in childhood adversity, and increasing youth employment [43]. This combination of interventions was projected to reduce self-harm hospitalizations (indicative of suicide attempts) by 28.5% (95% CI 26.3%-30.8%) and suicide deaths by 29.3% (95% CI 27.1%-31.5%) among a youth population (aged 15-24 years). Introducing additional interventions beyond this best performing suite of interventions produced only marginal improvement. That is, “more is not necessarily better” [43]. Further analysis demonstrated that technology-enabled care coordination led to greater reductions in suicide deaths, the total number of self-harm hospitalizations or mental health–related ED hospitalizations, and the prevalence of high psychological distress in the population, when accompanied by increases in service capacity growth by 20% (including standard telehealth practices [48]). Findings from these simulation models indicate the significant promise offered by HITs when effective implementation is achieved.

Tools to Support the Adoption of Digital Solutions in Clinical Practice

As noted previously, service and health professional readiness for change are 2 key factors that impact the implementation of digital solutions. To help build confidence in the use of apps and e-tools in practice, the R&D team adapted the original Mobile App Rating Scale (MARS; a reliable and internationally recognized app rating system [49]) to ensure it is appropriate for health-related apps as well as e-tools (eg, websites and web-based courses). It is now known as the A-MARS [50]. A
complimentary quality assurance protocol was also developed to guide health professionals in the evaluation of the quality and safety of health-related apps and e-tools to determine their appropriateness for use in clinical practice. This approach includes (1) a broad exploration for available apps and e-tools; (2) shortlisting of those health-related apps and e-tools deemed to match the needs of the service users, health professionals, or service; (3) evaluation using the newly developed A-MARS; and (4) review of the ratings compared with service-specific criteria to determine appropriateness for recommendation.

Given the consistent concerns regarding data security and privacy highlighted in our co-design work, the R&D team also developed a privacy risk assessment tool to assess whether current apps and e-tools are meeting privacy standards [46]. Our review revealed consistently poor readability, resulting in marked limitations in the transparency of the information presented. This, in turn, can undermine a service user’s trust in the privacy of their personal and health information. To assist health professionals and service providers in understanding potential privacy risks, we developed easy-to-use guidelines for their consideration before promoting individual apps and e-tools as part of care [46]. It is our recommendation that these guidelines be adopted to ensure that HITs are used to their full potential to maximize service user health outcomes while minimizing risk and users are informed of privacy and security considerations to be able to make educated decisions as to how they would like to share their personal and health information [46].

Discussion

Principal Findings

Recent enhanced funding for mental health care in Australia has been focused largely on increasing access to traditional clinic-based psychological therapy [51], with little to no emphasis on delivering quality care matched to the level of need, coordinating systems of care, or accounting for the unequal distribution of resources across urban, regional, and rural communities. Although the increased investment in mental health included in the Australian Government Federal Budget of May 2021 signals recognition of the need for system reform, there is a relative lack of funding dedicated to service innovation, health systems research, or evaluation [52]. These omissions are particularly concerning given evidence highlighting that technology-enabled care coordination has the potential to differentially improve health outcomes (ie, reductions in deaths by suicide, mental health–related hospitalizations, and rates of high psychological distress in the community) and assist with demand management over and above any impact owing to a 20% increase in service capacity and standard telehealth services [48]. Furthermore, technology-enabled coordinated care in conjunction with programs targeting the social determinants of health would appear to offer a good return on investment, particularly in regions with limited health resources [43].

With the stage set by the population-level modeling outcomes, Project Synergy has now delivered critical outcomes regarding the practicalities of designing, implementing, and evaluating digital mental health solutions (Figure 7 [4,6,15,19-20,22,27-28,31,36-38,43,53-59]). These outputs are critical pieces needed to inform delivery of effective technology-enabled and coordinated mental health care, as called for by the Productivity Commission [3] and the World Economic Forum [60]. We now have the methodologies, tools, and essential insights to build robust, dynamic, sustainable, scalable, and coordinated systems of mental health care. This has the capacity to firmly establish Australia as a leader in the delivery of digital mental health care.
On the basis of the findings from Project Synergy, it is critical to ensure that all digital solutions and innovative models of technology-enhanced systems of care be developed in collaboration with the intended target audiences, including those with lived experience of mental ill-health. However, it is important to recognize that the co-design process must also consider the needs and time demands on health professionals. Historically, health professionals have been reluctant to drive service reforms, frequently arguing instead simply for more of the same (i.e., endless therapy) [61]. Similarly, our results highlight the potential for health professionals to be reluctant to implement digital tools as part of standard practice. To that end, research indicates that health professionals are most likely to accept changes that they are prepared for and that they value, especially those that are likely to result in direct benefits to service users [62]. Furthermore, it is essential to provide health professionals with the necessary education and training to support their understanding and use of digital health solutions. It needs to be very clear that the primary goal is to deliver high-quality and person-centered care, not simply operational or financial efficiency. Until digital health care is included as part of the core curriculum for standard health professional education, services are also likely to benefit from including a digital navigator on their care team. These new personnel can evaluate the suitability of available digital solutions for the service, troubleshoot technical difficulties, and assist in interpreting and reporting data collected via digital tools in a meaningful way to inform care and self-management strategies [63].

As existing digital infrastructure is so poorly integrated, health professionals are frequently required to enter the same data across multiple systems, including client management software, electronic medical records, minimum data sets, and personal health records. Only by reducing this administrative burden are health professionals likely to engage with new digital solutions; therefore, there is an urgent need to ensure open application program interfaces are built into all digital solutions to enable interoperability or the transfer of relevant personal and health information between various systems. Such integration can inform shared decision-making, track progress over time in coordination with and between care teams and supportive services, and empower the service user, along with families and carers, to be informed and active partners in care.

Systematically collecting multidimensional assessment data through self-report and clinical digital tools, as well as wearables and smartphone sensors, will provide the opportunity to examine service user outcomes, health professional practices, and service-level performance in relation to key indicators, including safety, acceptability, efficiency, accessibility, effectiveness, coordination, and workforce capability [64]. More specifically, assessment data enables services to understand the clinical complexity of those service users presenting for care. This can ensure that the best care options are offered immediately, as

---

**Figure 7.** Critical learnings from Project Synergy [Figure 7 [4,6,15,19-20,22,27-28,31,36-38,43,53-59]].
well as promoting coordination of care with other relevant specialist or support services. This type of data may also help services provide necessary training opportunities for their workforce. Furthermore, routine outcome monitoring enables data-informed decisions regarding the effectiveness or lack thereof of treatment plans to facilitate necessary changes or referrals to specialist care as needed. Finally, data linkage at the state and national levels, using data from health records (ie, Medicare Benefit Scheme and Pharmaceutical Benefits Scheme), provides the necessary information for analysis of the costs and effectiveness of various models of care. Taken together, these methods of evaluation offer an opportunity for accountability in service delivery.

Having successfully delivered the necessary building blocks to overhaul the mental health care system through Project Synergy, it is now time to translate these insights into action. With the ever-increasing demand for more personalized and higher-quality services [65], it is clear that simply increasing investment into various clinical services delivered in isolation will not be enough to improve the outcomes for the whole system; instead, new models of integrated care, and the digital infrastructure to support them, is needed to accompany these new clinical innovations. Project Synergy supports calls for increased use of digital technologies in mental health care; however, it also highlights that the way these technologies are deployed really matters. Specifically, dynamic systems modeling shows that when digital technologies are limited to standard telehealth practices (ie, by extending existing services on the web), without changing the underlying model of care, the impact is low [48]. Although standard telehealth will now be implemented more widely, following the COVID-19 pandemic, to date, little effort has been made to use these technologies in ways that promote multidimensional team-based care or maximize the benefits that these technologies can really provide. By capitalizing on digital tools and investing in digital infrastructure, we now have the opportunity to recalibrate the whole mental health system, resulting in a greater impact on outcomes as opposed to those expected by simply improving the capacity across individual components of the existing mental health system.

Conclusions

Although the Australian Government continues to invest in more clinical services, the well-documented failings of the mental health system (notably restricted and delayed access to quality care, siloed services, inadequate use of routine outcome monitoring, and care plans that do not match a service user’s level of need), may be left unaddressed. Project Synergy highlights the power of more innovative, digitally enhanced systems to increase the efficiencies of health care systems by addressing demand management, reducing delays in access to appropriate care, enabling deployment of early intervention strategies, and rapidly assisting at-risk service users to access acute and specialist care. System-level innovation can be achieved via the engagement of the appropriate service leadership and active promotion of the interoperability of the new technologies.
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Abstract

Background: With widespread smartphone ownership, mobile health apps (mHealth) can expand access to evidence-based interventions for mental health conditions, including posttraumatic stress disorder (PTSD). Research to evaluate new features and capabilities in these apps is critical but lags behind app development. The initial release of PTSD Coach, a free self-management app developed by the US Departments of Veterans Affairs and Defense, was found to have a positive public health impact. However, major stakeholder-driven updates to the app have yet to be evaluated.

Objective: We aimed to characterize the reach, use, and potential impact of PTSD Coach Version 3.1 in the general public. As part of characterizing use, we investigated the use of specific app features, which extended previous work on PTSD Coach.

Methods: We examined the naturalistic use of PTSD Coach during a 1-year observation period between April 20, 2020, and April 19, 2021, using anonymous in-app event data to generate summary metrics for users.

Results: During the observation period, PTSD Coach was broadly disseminated to the public, reaching approximately 150,000 total users and 20,000 users per month. On average, users used the app 3 times across 3 separate days for 18 minutes in total, with steep drop-offs in use over time; a subset of users, however, demonstrated high or sustained engagement. More than half of users (79,099/128,691, 61.46%) accessed one or more main content areas of the app (ie, Manage Symptoms, Track Progress, Learn, or Get Support). Among content areas, features under Manage Symptoms (including coping tools) were accessed most frequently, by over 40% of users (53,314/128,691, 41.43% to 56,971/128,691, 44.27%, depending on the feature). Users who provided initial distress ratings (56,971/128,691, 44.27%) reported relatively high momentary distress (mean 6.03, SD 2.52, on a scale of 0-10), and the use of a coping tool modestly improved momentary distress (mean $-1.38$, SD 1.70). Among users who completed at least one PTSD Checklist for DSM-5 (PCL-5) assessment (17,589/128,691, 13.67%), PTSD symptoms were largely above the clinical threshold (mean 49.80, SD 16.36). Among users who completed at least two PCL-5 assessments (4989/128,691, 3.88%), PTSD symptoms decreased from the first to last assessment (mean $-4.35$, SD 15.29), with approximately one-third (1585/4989, 31.77%) of these users experiencing clinically significant improvements.

Conclusions: PTSD Coach continues to fulfill its mission as a public health resource. Version 3.1 compares favorably with version 1 on most metrics related to reach, use, and potential impact. Although benefits appear modest on an individual basis, the app provides these benefits to a large population. For mHealth apps to reach their full potential in supporting trauma recovery,
future research should aim to understand the utility of individual app features and identify strategies to maximize overall effectiveness and engagement.

*(JMIR Ment Health 2022;9(3):e34744) doi:10.2196/34744*
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**Introduction**

**Background on PTSD Coach**

With 85% of US adults now owning a smartphone [1], mobile health (mHealth) apps remain one of the most promising avenues for disseminating evidence-based interventions for mental health [2]. Increased dissemination of mental health interventions is sorely needed, as only a minority of individuals with mental health concerns receive services. For example, only one-third of US adults with a moderately severe mental health condition received treatment in a given year [3]. There are a variety of barriers to traditional, in-person services, including mental health stigma and limited access to care, both of which are more pronounced for racial and ethnic minorities [4,5]. mHealth apps are well-positioned to mitigate these barriers, with their discreet nature and a similar rate of smartphone ownership across White, Black, and Hispanic groups in the United States [1]. Responding to this apparent potential, the development of mHealth apps has exploded in popularity; however, systematic research on them has lagged far behind [6-8]. To understand their value from a public health perspective, it is important to characterize the reach, use, and potential benefits of these apps. Furthermore, evaluating mHealth apps on an ongoing basis, especially as apps are modified or updated with new features, can provide an important feedback loop to inform researchers about what is working well and what could be improved within apps [9]. This study focuses on assessing the public health impact of an mHealth app for posttraumatic stress disorder (PTSD), with substantial updates to both the features in the app and the analytic capabilities for understanding its use.

PTSD is a significant mental health condition due to its often debilitating effects on psychosocial functioning and quality of life [10,11] and its high prevalence, especially among military veterans [12,13]. As part of a portfolio of mHealth apps [14], the PTSD Coach app was developed by the US Department of Veterans Affairs (VA) National Center for PTSD (NCPTSD) and the US Department of Defense Center for Telehealth and Technology. PTSD Coach was designed with veterans and service members in mind and was also intended as a public health resource to help any individual impacted by trauma. As such, the app has been available to the public since 2011 on both iOS and Android platforms. Drawing from evidence-based treatments (eg, cognitive behavioral therapy [15]), PTSD Coach provides psychoeducation, self-assessments, coping tools, and resources for support and professional care; the self-management app is not meant to replace treatment with a mental health professional. Importantly, PTSD Coach is provided free of charge and protects users’ privacy by collecting data anonymously (ie, no identifying information). The app is offered in both English and Spanish, is accessible to people with visual and hearing impairments, and can be used without internet connectivity. PTSD Coach is available worldwide, through its US version (described in this paper) as well as separate versions developed in 6 other countries (a result of sharing source code with international partners [16]).

In 2015, Owen et al [17] sought to provide an initial characterization of the reach, use, and potential impact of PTSD Coach in the general public. To do so, they examined in the wild data (ie, data from people who are using the publicly available version of the app in their everyday lives), thus enabling the assessment of naturalistic patterns of use. Evaluating PTSD Coach, version 1, between March 2011 and February 2014, the authors found that the app had been broadly disseminated with over 150,000 downloads and over 10,000 active users per month, had reached its target audience (eg, veterans and civilians with PTSD symptoms, their family members, and mental health providers), and was viewed positively by users. The authors provided descriptive statistics on patterns of app use; for example, showing that users used the app an average of 6 times and for a total duration of 5 minutes. Of note, although most users had steep drop-offs in use of the app over time, as is the case with self-management apps more broadly [18], there was a subset of high-engagement users who reported that they incorporated the app as part of a daily routine and continued to use the app even a year later. Lastly, on average, users who completed self-assessments endorsed PTSD symptoms above clinical threshold and rated high levels of momentary distress; after using a coping tool, momentary distress decreased by an average of 2 points (on a scale of 0-10), highlighting the benefits of the app during times of need. Findings from the study by Owen et al [17] are consistent with findings from controlled research studies (eg, randomized controlled trials) on PTSD Coach, in which the app was associated with positive user experiences [19,20] and benefits [21-23] in both veteran and civilian samples.

**Updates to PTSD Coach**

Since the study by Owen et al [17] was published, the PTSD Coach app has undergone several substantial updates to its design and features to address stakeholder feedback from users and health care professionals. The look and feel of PTSD Coach was revamped to have a clean, modern design (see *Figures 1A* and 1B as well as 2A and 2B for examples), and the app incorporated updated information about PTSD that was consistent with the Diagnostic and Statistical Manual of Mental Disorders, 5th Edition [24]. In addition, new evidence-based therapeutic features were added to the app, including mindfulness and relationship tools and the option to complete a safety plan for suicide prevention. For increased convenience, users can now access favorite tools and view an inspiring quote on the home screen of the app. Users can also more easily share...
the app with family and friends and provide feedback about the app to the development team. Finally, the app’s development team has improved its ability to detect, track, and resolve problems in the app on both the iOS and Android platforms. This may be especially critical for Android, which has substantial heterogeneity in its smartphones and had stability issues with its earlier operating system versions. In the previous evaluation of version 1, Android users reviewed the app less positively and were found to have lower rates of use and smaller benefits compared with iOS users [17].

**Figure 1.** Screenshots of the PTSD Coach home screen with 4 main content areas: (A) home screen from version 1; (B) home screen from version 3.1 (current version).
Another significant update is that PTSD Coach can now accommodate user-level analyses on all features of the app. To do so, anonymous install codes (generated upon the first launch of the app) are used as a proxy for individual users. Previously, to establish a baseline on the reach, use, and potential impact of PTSD Coach in the general public, Owen et al [17] analyzed data which were available in aggregate form only (ie, at the group level). The data were primarily available in aggregate form for two groups: first-time users and returning users. It was not possible to link which first-time users went on to become returning users; consequently, they could not analyze any individual user’s data (eg, change in PTSD symptoms over time). Furthermore, some metrics (eg, levels of momentary distress) were not available to be analyzed for users as a whole (ie, first-time and returning users combined), and other metrics (eg, use of specific coping tools) were not available at all. Thus, this limited obtaining detailed information about how users interacted with the app. Having this information could inform researchers of what users’ needs are (eg, most frequently reported PTSD symptoms) or what users finding helpful in the app (eg, most frequently used coping tools).

**Objectives of This Study**

In this study, we sought to characterize the reach, use, and potential impact of the current version of PTSD Coach, version 3.1, which was released on April 20, 2020. In particular, we aimed to build upon the study by Owen et al [17] by characterizing the use of specific features of the app, within the main content areas, to obtain a fine-grained picture of how users are interacting with the app. This aim is consistent with the growing recognition in the literature that evaluating the quality of engagement with an app is critical in addition to the quantity of engagement [25]. Given the differences observed between iOS and Android users with version 1 of the app, we also compared reach, use, and impact by platform. Notably, we did not seek to directly replicate Owen et al [17] because of changes in the instrumentation of the app (eg, differences in the availability of data), mismatch in the length of data observation periods (ie, 3 years vs 1 year), and relevant environmental factors that we could not control (eg, increasing proliferation of smartphone devices). However, given the updates to the PTSD Coach app, we expected that the findings for version 3.1 would generally demonstrate maintained or improved metrics related to reach, use, and potential impact, compared with version 1.
Regarding relevant environmental factors, we note that our data observation period (April 2020 to April 2021) fell squarely within the timeframe of the COVID-19 pandemic. Because the pandemic contributed to rising levels of mental health symptoms [26], it was possible that we would observe evidence of wider reach and increased use of PTSD Coach as a function of the stressors associated with the pandemic. Because we did not have version 3.1 data before April 2020, we could not rule out this possibility, and we certainly hope that the app has been helpful to those experiencing heightened PTSD symptoms during this challenging time. In this evaluation, we consider the potential role of the pandemic by contextualizing our findings with this lens (eg, seeing whether users are endorsing higher levels of PTSD symptoms now compared with in the study by Owen et al [17] and seeing whether use of the app seemed to fluctuate alongside peaks of COVID-19 cases in the country).

Our data observation period also overlapped with 2 large-scale initiatives within the VA health care system. First, the VA Office of Connected Care (OCC) started a program in 2016 that distributes tablets to veterans engaging in telehealth services; this program is ongoing and, more recently, has focused on iOS tablets specifically [27,28]. Between April 2020 and April 2021, the OCC downloaded PTSD Coach along with other health care–related apps onto 95,000 iOS tablets provided to veterans. Second, between January 2020 and December 2020, the NCPTSD trained 1100 VA staff members at 19 sites across the country on the use of VA mHealth apps in the care of veterans [29]. As part of these training sessions, VA staff downloaded and explored the PTSD Coach app, including a safety plan for suicide prevention. Because of the anonymous nature of the app data, we were unable to determine which PTSD Coach users were veterans using VA-provided iOS tablets or VA staff members undergoing mHealth app training. However, we discuss aspects of our findings that were likely shaped by these initiatives.

Methods

Data Sources

We utilized download and use data from the public version of the PTSD Coach mobile app between April 20, 2020, and April 19, 2021. The download data came from the Apple App Store (for iOS devices) or the Google Play Store (for Android devices) and included the country code associated with a user’s Apple ID or Google Play account. The use data corresponded to in-app events, that is, actions taken by the user in the app (eg, screens selected and buttons pressed), and were collected for quality improvement purposes. There were use data for each install code, which was a unique, random sequence of numbers and letters generated upon the first launch of the app. These install codes were used as proxies for individual app users. Although we do not think this was the case for most users, a user could have had more than one install code as a result of deleting and reinstalling the app multiple times or installing the app on multiple devices. Users can also opt out of sharing their use data within the app settings. All use data were anonymous and encrypted and stored on a secure server. No identifying or device information (other than whether the platform was iOS or Android) was collected or stored.

Ethics Approval

These data were collected by the NCPTSD mobile mental health program as part of ongoing quality improvement, which was approved by the Palo Alto VA Research and Development Committee (RDIS No. ROS0021). The Institutional Review Board at Stanford University School of Medicine reviewed the project and determined that it was non-research.

The PTSD Coach, Version 3.1, Mobile App

Onboarding and Home Screen

After users accepted the End User License Agreement (EULA), they were shown a brief tutorial about the four main content areas of the app: Manage Symptoms, Track Progress, Learn, and Get Support. Then, they could opt to personalize the app (eg, by adding pictures, music, support contacts, or switching to using the app in Spanish) or they could proceed directly to the app content (which took them to the home screen). From the home screen, users could access the 4 main content areas (Figure 1B). In addition, from the home screen, users could open a lateral menu with the option of completing a safety plan for suicide prevention. This lateral menu also had options for users to learn more about and personalize the app, manage their data, and share and give feedback about the app.

Manage Symptoms

Users could indicate a current PTSD-related symptom that they were experiencing: Reminded of Trauma, Avoiding Triggers, Disconnected From People, Disconnected From Reality, Sad/Hopeless, Worried/Anxious, Angry, and Unable to Sleep. Users could access a coping tool either through a recommendation based on a selected symptom or by viewing the complete list of tools; they could also access a list of tools previously marked as favorites. There were a total of 23 coping tools (see Multimedia Appendix 1 for the list). Before and after using a tool, users were asked to rate their current level of distress (ie, momentary distress) using a visual thermometer analog corresponding to a scale from 0 to 10 (Figure 2B); users had the option to skip or turn off this rating feature. We refer to these ratings as pretool and posttool subjective units of distress (SUDs).

Track Progress

Users could complete and receive feedback on a self-assessment of their PTSD symptoms, view a graph and details of their past self-assessments, and set a reminder to take future self-assessments. The self-assessment used was the PTSD Checklist for DSM-5 (PCL-5 [30]), which has 20 items that are answered on a 5-point scale (0=not at all to 4=extremely) about how much a person was bothered by individual symptoms in the past month. The PCL-5 was found to have good reliability and validity in both civilian [31] and veteran [32] samples. Scores of 31 to 33 or higher correspond with a likely PTSD diagnosis [32], and decreases of approximately ≥5 points and ≥10 points indicate reliable and clinically significant change, respectively [30].
Learn

Users could read psychoeducational information organized under 3 categories: About PTSD, Getting Professional Help, and PTSD and the Family. There are 21 learn topics under About PTSD, 22 learn topics under Getting Professional Help, and 12 learn topics under PTSD and the Family (see Multimedia Appendix 1 for the list).

Get Support

Users could access resources for additional support organized under 3 categories: Crisis Resources, Find Professional Care, and Grow Your Support. Under Crisis Resources, information for suicide prevention and crisis hotlines were included, as well as the option to add a personal support contact. Under Find Professional Care, a broad range of mental health treatment resources were listed, including information for military-specific treatment options (eg, VAs and Vet Centers) and options open to the general public (eg, Psychology Today). Under Grow Your Support, there were ideas about ways to reach out to and connect with others, including information for joining both military-specific (eg, Team Red, White, and Blue) and general groups (eg, Meetup groups). Resources under all 3 categories contained direct links to phone numbers and websites.

Safety Plan for Suicide Prevention

Located in the lateral menu, the safety plan for suicide prevention was based on the Safety Planning Intervention [33]. In a tutorial, users were first oriented to the purpose of the safety plan, encouraged to discuss the safety plan with a provider, and given crisis resources and options for finding professional care. The safety plan was divided into 6 sequential steps, which comprised a predetermined and individualized set of strategies designed to help individuals manage mental health crises (eg, suicidal urges) instead of acting on impulse. These steps correspond to identifying (1) warning signs, (2) self-coping strategies, (3) social contacts and settings for purposes of distraction, (4) family and friends for purposes of crisis management, (5) mental health professionals and agencies, and (6) ways to restrict access to lethal means. Steps 3 and 6 have 2 parts, and steps 3 through 6 involve adding a contact. For analysis, a safety plan was considered complete if a user filled out complete information for all 6 steps.

Analysis Plan

There were 9,415,339 in-app events in the data observation period between April 20, 2020, and April 19, 2021. Each event contained an event name, date and time stamp, and the associated user’s install code and platform (ie, iOS or Android), as well as any noncontext data entered by the user (eg, SUDs ratings). Following Kozlov et al [34], we considered events with time stamps within 30 minutes of one another as part of a single visit to the app; we took this approach to avoid inconsistencies in the default app instrumentation for marking the end of a visit. Thus, visit duration reflected the time that passed between the first and last events that belonged to the same visit. If a user had only one event in total (the result of opening the app without responding to the EULA), visit duration was encoded as 0 minutes; this was also the case for total app use duration and time between the first and last app use.

Data preprocessing was conducted using Python (version 3.7.7; Python Software Foundation) with the pandas (version 1.0.5) [35] and pyodbc (version 4.0.0) [36] libraries. Event data were extracted from the server and labeled with their corresponding visit numbers via Python scripts with embedded SQL queries. Next, the data were run through a second Python script to generate per-user summaries. This script first cleaned the data and removed duplicate events, then extracted user-level metrics in a table format and combined the user-level metrics into a unified data set. We used the final data set of user-level metrics to run descriptive statistics and difference tests using SPSS Statistics (version 26; IBM) to evaluate the reach, use, and potential impact of PTSD Coach, for all users and then separately for iOS and Android users. For difference tests, the t test (2-tailed) effect size was Cohen d (small: 0.2, medium: 0.5, and large: 0.8), and the chi-square test effect size was Cramer V (small: 0.1 to <0.3, medium: 0.3 to <0.5, and large: ≥0.5). Variables that were not normally distributed were Box-Cox transformed (λ=−0.3, with an additional 0.001 constant added to handle values of 0) before performing difference tests and calculating effect sizes.

For reach, we examined numbers of downloads and users, including number of active users per month (ie, users who used the app at least once during a given month) to see if reach was sustained over the data observation period. For use, we examined overall use of the app (eg, total number of visits), use of the app over time (eg, retention), and use of specific features of the app (eg, whether a coping tool was accessed). Regarding use of specific app features, we determined the most frequently used features at the level of the user, in which the number of users who accessed a specific app feature at least once (collapsing across all visits) was divided by the total number of users. For impact, we examined first SUDs ratings and first PCL-5 scores as well as changes in these metrics, by subtracting posttool SUDs ratings from pretool SUDs ratings and by subtracting the last PCL-5 score from the first PCL-5 score. To accurately characterize use and impact, we limited analyses to install codes whose first event fell inside the observation period; we considered these to be new users who started using the app after version 3.1 was released and for whom we had maximum use data.

Lastly, regarding use of the app over time, for calculating retention, we divided the 12-month period into the following bins: days 1 to 7, weeks 1 to 4, and months 1 to 12. The starting point was the user’s first event. Subsequent events after the first event could fall into different bins—for example, ≥20 and <24 hours after the first event (day 1), ≥20 and <7 days after the first event (week 1), and ≥20 and <30 days after the first event (month 1). For the user percentage calculation for each bin, a user was included in the numerator if they had a qualifying subsequent event relative to their first event. The denominator was adjusted for each bin to reflect the number of users with potential observable data, which was based on when users started using the app. For example, a user whose first event occurred on the first day of the observation period (April 20, 2020) would be included in the denominator for all bins. In contrast, a user whose first event occurred on the second-to-last day of the observation period (April 18, 2021) would be included in the
denominator for the day 1 bin only, as it was not possible to further observe their data with the observation period cutoff (April 19, 2021). We evaluated both classic retention (ie, app use on a specific day relative to first use) and rolling retention (ie, app use on or after a specific day, relative to first use).

**Results**

**All Users**

**Reach**

During the observation period between April 20, 2020, and April 19, 2021, there were 207,001 downloads of the PTSD Coach app. Most of these (188,203/207,001, 90.92%) were downloads from user accounts based in the United States. There were 148,354 app users (ie, users who used PTSD Coach at any point during the observation period) and an average of 21,032 active monthly users (ie, users who used PTSD Coach at least once during a given month). The number of active monthly users per month during the observation period is shown in Figure 3. This number was highest in the first month, fell in the second month, and remained relatively steady for the remainder of the year—a pattern that was driven by the number of iOS users (see the section Reach under the subheading Comparison of iOS and Android Users below for an explanation). Among the 148,354 total users, 128,691 (86.74%) were new users (ie, they started using the app during the observation period).

**Figure 3.** Reach of PTSD Coach, version 3.1, between April 20, 2020, and April 19, 2021.

**Use**

**Overall Use**

The metrics of overall use for new users of PTSD Coach are presented in Table 1. On average, users of PTSD Coach visited the app approximately 3 times, with each visit having an average duration of 5 minutes and involving 18 events. In total, users spent approximately 18 minutes using the app across 3 unique days. Compared with these means, the medians and modes were lower, indicating that the means were positively skewed by extreme values; indeed, maximum values were much larger than the means, whereas IQRs remained relatively small. These findings illustrate that there was a subset of users with much higher levels of engagement than the average user. For example, 2.02% (2601/128,691) of new users visited the app on average ≥18 times (ie, ≥2 SDs above the mean for all new users), corresponding to a total of approximately 230 minutes spent using the app across 26 unique days.
Table 1. Overall use of PTSD Coach, version 3.1, among new users (n=128,691) between April 20, 2020, and April 19, 2021.

<table>
<thead>
<tr>
<th>Category</th>
<th>Mean (SD)</th>
<th>Median(^a)</th>
<th>Mode(^a)</th>
<th>Range</th>
<th>IQR(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of visits</td>
<td>3.26 (7.41)</td>
<td>2</td>
<td>1</td>
<td>1.00-501.00</td>
<td>2</td>
</tr>
<tr>
<td>Number of events per visit</td>
<td>17.89 (25.70)</td>
<td>9</td>
<td>1</td>
<td>1.00-1052.00</td>
<td>21</td>
</tr>
<tr>
<td>Visit duration (minutes)</td>
<td>4.60 (7.14)</td>
<td>2</td>
<td>0</td>
<td>0.00-203.20</td>
<td>6</td>
</tr>
<tr>
<td>Total duration (minutes)</td>
<td>17.55 (58.62)</td>
<td>4</td>
<td>0</td>
<td>0.00-6472.37</td>
<td>16</td>
</tr>
<tr>
<td>Number of unique days</td>
<td>2.70 (4.88)</td>
<td>1</td>
<td>1</td>
<td>1.00-222.00</td>
<td>2</td>
</tr>
</tbody>
</table>

\(^a\)This was calculated after rounding values to the nearest whole integer for the number of events per visit, visit duration, and total duration.

Use Over Time

The rates of classic retention (app use on a specific day, relative to first use) and rolling retention (app use on or after a specific day, relative to first use) for new users during the 12-month observation period are displayed in Figure 4. As expected, rolling retention rates were higher than classic retention rates. For both classic and rolling retention, approximately 87% of users (110,971/128,305, 86.49% and 111,660/128,305, 87.03%, respectively) used the app during the first day of opening it (day 1). Because week 1 and month 1 are inclusive of day 1, retention rates across these 3 periods are very similar. Beyond day 1, 8.53% (10,923/128,032) of users used the app during day 2 (classic retention), and 43.54% (55,744/128,032) of users used the app during day 2 or later (rolling retention). At the other extreme, for month 12, classic and rolling retention were identical because of the observation period cutoff, with 0.69% (62/8953) of users using the app in the 12th month after the initial opening of the app. Lastly, relevant to rolling retention specifically, new users had on average 31.54 (SD 64.01) days that spanned their first and last use of the app. Upon restriction to the subset of high-engagement users identified above (2601/128,691, 2.02% of new users), the average time between the first and last use of the app was 173.76 (SD 96.91) days.

Use of Specific Features

After accepting the EULA and completing onboarding, 65.86% (84,763/128,691) of new users arrived at the home screen. A total of 61.46% (79,099/128,691) of users visited a content area. Specifically, 25.69% (33,057/128,691) of the users visited 1 content area, 13% (16,702/128,691) visited 2 content areas, 9.58% (12,325/128,691) visited 3 content areas, and 13.22% (17,015/128,691) visited all 4 content areas. The mean number of content areas visited was 1.33 (SD 1.41).

First, regarding specific content areas visited, 55.68% (71,649/128,691) of users visited the Manage Symptoms. Within this content area, 43.78% (56,347/128,691) of users selected at least one of the eight PTSD-related symptoms. The three most frequently selected symptoms were Reminded of Trauma (29,960/128,691, 23.23%), Avoiding Triggers (19,387/128,691, 15.06%), and Unable to Sleep (18,127/128,691, 14.08%). Also within this content area, 41.43% (53,314/128,691) of users accessed at least one coping tool. The three most frequently accessed tools were Change Your Perspective (19,988/128,691, 15.53%), Inspiring Quotes (19,668/128,691, 15.28%), and...
Ambient Sounds (17,753/128,691, 13.8%). Providing ratings of momentary distress, 44.27% (56,971/128,691) of users rated their SUDs before using a coping tool, and 13.86% (17,841/128,691) of users rated their SUDs before and after using a tool.

Second, 27.57% (35,480/128,691) of users visited the Track Progress content area. Within this content area, 13.67% (17,589/128,691) of users completed at least one PCL-5 assessment, and 3.88% (4989/128,691) of users completed 2 or more assessments. In addition, 9.05% (11,647/128,691) of users set a reminder to complete future PCL-5 assessments.

Third, 28.49% (36,666/128,691) of users visited the Learn content area. Within this content area, 16.29% (20,964/128,691) of users viewed at least one learning topic under any category. Under the About PTSD category, 12.55% (16,152/128,691) of users viewed at least one learning topic, with the most frequent topic being PTSD Facts (8904/128,691, 6.92%). Under Getting Professional Help, 3.47% (4463/128,691) of users viewed at least one learn topic, with the most frequent topic being tools for PTSD (2141/128,691, 1.66%). Under PTSD and the Family, 5.12% (6587/128,691) of users viewed at least one learn topic, with the most frequent topic being Fighting Fair (3366/128,691, 2.62%).

Fourth, 21.52% (27,701/128,691) of users visited the Get Support content area. Within this content area, 9.7% (12,491/128,691) of users viewed Crisis Resources, 5.76% (7409/128,691) viewed Find Professional Care, and 6.68% (8600/128,691) viewed Grow Your Support. From 1 of these 3 categories, 3.52% (4535/128,691) of users accessed a website or phone resource. Also within this content area, 4.76% (6129/128,691) of users added personal support contact.

Fifth, regarding the safety plan for suicide prevention, 2.47% (3184/128,691) of users opened the plan, and 0.25% (320/128,691) of users also completed the plan. Of note, the 1100 VA staff who participated in the NCPTSD mHealth app training likely comprised about one-third of the users who opened the plan. It is not clear how many staff completed the plan, given that it was not required as part of the training.

Lastly, when restricting to the subset of high-engagement users identified above (2601/128,691, 2.02% of new users), a much higher proportion of these users visited key app features compared with the proportion among all users. For example, 87.43% (2274/2601) of these high-engagement users accessed at least one coping tool, 55.36% (1440/2601) completed at least one PCL-5 assessment, 52.67% (1370/2601) viewed at least one learn topic, 18.22% (474/2601) accessed a Get Support website or phone resource, and 2.04% (53/2601) completed a safety plan for suicide prevention. These percentages are between 2 and 10 times greater than the percentages for all users.

Impact

Among the users who had pretool SUDs ratings (n=56,971), first SUDs ratings reflected relatively high momentary distress (mean 6.03, SD 2.52). Among the users who had both pretool and posttool SUDs ratings (n=17,841), SUDs ratings decreased after using a tool, with a mean difference of −1.38 (SD 1.70; 95% CI −1.41 to −1.36), which was significantly different from 0 (t_{17,840}=−108.23; P<.001). The mean SUDs decrease was comparable among the subset of high-engagement users who had both pretool and posttool SUDs ratings (n=1447; mean −1.48, SD 1.42). Excluding these high-engagement users from analysis did not impact the mean for the remaining users (mean −1.37, SD 1.73), suggesting that the potential benefit of momentary distress relief was not driven by the high-engagement users.

Among the users who had at least one PCL-5 score (n=17,589), initial scores reflected high levels of PTSD symptoms (mean 49.80, SD 16.36), with 87.13% (15,326/17,589) of these users with a score of ≥31 points (ie, the threshold for likely PTSD diagnosis). Among users with at least two PCL-5 scores (n=4989), scores decreased from the first to last PCL-5, with a mean difference of −4.35 (SD 15.29, 95% CI −4.77 to −3.92) that was significantly different from zero, (t_{4988} =−20.07; P<.001). Specifically, 31.77% (1585/4989) of users with at least two PCL-5 scores had clinically significant decreases (ie, ≥10 points), and 44.34% (2212/4989) of users with at least two PCL-5 scores had reliable decreases (ie, ≥5 points) in their scores.

Compared with the mean for all users, the mean PCL-5 decrease was somewhat larger for the subset of high-engagement users who had at least two PCL-5 scores (n=1051; mean −5.95, SD 16.44). Excluding these high-engagement users from analysis slightly attenuated the mean for the remaining users (mean −3.92, SD 14.94). These findings suggest that users as a whole are still experiencing a potential benefit in PTSD symptom reduction and that this benefit may be more pronounced for the subset of high-engagement users.

Comparison of iOS and Android Users

Reach

Among the 207,001 downloads of the PTSD Coach app during the observation period, 73.65% (152,461/207,001) were iOS downloads and 26.35% (54,540/207,001) were Android downloads. Of note, among the 152,461 iOS downloads, 95,000 (62.31%) originated from the VA OCC initiative to provide iOS tablets to veterans engaging in telehealth services. Among the 148,354 total app users, 96,143 (64.81%) were iOS users, and 52,211 (35.19%) were Android users. There was an average of 13,628 active monthly iOS users and 7404 active monthly Android users. Figure 3 displays active monthly users from both platforms for each month during the observation period. In contrast to the number of Android users staying relatively consistent throughout the months, the number of iOS users peaked in the first month before it fell and remained steady, which was likely related to VA OCC striving to meet telehealth demands by distributing iOS tablets during the early months of the COVID-19 pandemic. Lastly, among the 128,691 new users, 80,006 (62.17%) were iOS users, and 48,685 (37.83%) were Android users.

Use

In Table 2, the metrics for overall use, use over time, and use of specific features are displayed separately for iOS and Android.
new users. Across all metrics, iOS users showed lower levels of use compared with Android users. These differences were statistically significant ($P<.001$) and were associated with generally small effect sizes, with the exception of medium effect sizes for number of events per visit, visit duration, and total duration.

Table 2. Use of PTSD Coach, version 3.1, among new users between April 20, 2020, and April 19, 2021, separated by platform.

<table>
<thead>
<tr>
<th>Use category</th>
<th>iOS users (n=80,006)</th>
<th>Android users (n=48,685)</th>
<th>Difference test$^a$</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>t test (df)</td>
<td>Chi-square (df)</td>
</tr>
<tr>
<td>Overall use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of visits, mean (SD)</td>
<td>3.18 (7.17)</td>
<td>3.39 (7.78)</td>
<td>−3.66 (128,689)</td>
<td>N/A$^b$</td>
</tr>
<tr>
<td>Number events per visit, mean (SD)</td>
<td>15.39 (23.57)</td>
<td>22.00 (28.40)</td>
<td>−102.16 (128,689)</td>
<td>N/A</td>
</tr>
<tr>
<td>Visit duration (in minutes), mean (SD)</td>
<td>4.12 (6.67)</td>
<td>5.40 (7.78)</td>
<td>−101.95 (128,689)</td>
<td>N/A</td>
</tr>
<tr>
<td>Total duration (in minutes), mean (SD)</td>
<td>16.03 (53.95)</td>
<td>20.06 (65.50)</td>
<td>−99.52 (128,689)</td>
<td>N/A</td>
</tr>
<tr>
<td>Number of unique days, mean (SD)</td>
<td>2.62 (4.67)</td>
<td>2.83 (5.16)</td>
<td>−5.80 (128,689)</td>
<td>N/A</td>
</tr>
<tr>
<td>Use over time</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days between first and last use, mean (SD)</td>
<td>30.21 (64.33)</td>
<td>33.72 (66.04)</td>
<td>−5.44 (128,689)</td>
<td>N/A</td>
</tr>
<tr>
<td>Use of specific features</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home, n (%)</td>
<td>47,718 (59.64)</td>
<td>37,045 (76.09)</td>
<td>N/A</td>
<td>3643.14 (1)</td>
</tr>
<tr>
<td>Number of content areas, mean (SD)</td>
<td>1.24 (1.40)</td>
<td>1.49 (1.40)</td>
<td>−30.52 (128,689)</td>
<td>N/A</td>
</tr>
<tr>
<td>Manage Symptoms content area, n (%)</td>
<td>41,730 (52.16)</td>
<td>29,919 (61.45)</td>
<td>N/A</td>
<td>1060.20 (1)</td>
</tr>
<tr>
<td>Selected symptom</td>
<td>34,396 (42.99)</td>
<td>21,951 (45.09)</td>
<td>N/A</td>
<td>54.02 (1)</td>
</tr>
<tr>
<td>Rated pretool SUDs$^c$</td>
<td>33,087 (41.36)</td>
<td>23,884 (49.06)</td>
<td>N/A</td>
<td>727.86 (1)</td>
</tr>
<tr>
<td>Rated pretool and posttool SUDs$^c$</td>
<td>7828 (9.78)</td>
<td>10,013 (20.57)</td>
<td>N/A</td>
<td>2946.87 (1)</td>
</tr>
<tr>
<td>Accessed coping tool</td>
<td>31,056 (38.82)</td>
<td>22,258 (45.72)</td>
<td>N/A</td>
<td>594.30 (1)</td>
</tr>
<tr>
<td>Track Progress content area, n (%)</td>
<td>20,275 (25.34)</td>
<td>15,205 (31.23)</td>
<td>N/A</td>
<td>525.90 (1)</td>
</tr>
<tr>
<td>Completed 1 PCL-5$^d$</td>
<td>10,137 (12.67)</td>
<td>7452 (15.31)</td>
<td>N/A</td>
<td>178.27 (1)</td>
</tr>
<tr>
<td>Completed ≥2 PCL-5s</td>
<td>2785 (3.48)</td>
<td>2402 (4.93)</td>
<td>N/A</td>
<td>232.07 (1)</td>
</tr>
<tr>
<td>Set assessment reminder</td>
<td>6507 (8.13)</td>
<td>5140 (10.56)</td>
<td>N/A</td>
<td>216.20 (1)</td>
</tr>
<tr>
<td>Learn content area, n (%)</td>
<td>20,766 (25.96)</td>
<td>15,900 (32.66)</td>
<td>N/A</td>
<td>667.72 (1)</td>
</tr>
<tr>
<td>Accessed learn topic</td>
<td>11,863 (14.83)</td>
<td>9101 (18.69)</td>
<td>N/A</td>
<td>331.82 (1)</td>
</tr>
<tr>
<td>Get Support content area, n (%)</td>
<td>16,407 (20.51)</td>
<td>11,294 (23.2)</td>
<td>N/A</td>
<td>129.80 (1)</td>
</tr>
<tr>
<td>Accessed web or phone re-source</td>
<td>2346 (2.93)</td>
<td>2189 (4.5)</td>
<td>N/A</td>
<td>217.76 (1)</td>
</tr>
<tr>
<td>Added support contact</td>
<td>2707 (3.38)</td>
<td>3422 (7.03)</td>
<td>N/A</td>
<td>886.82 (1)</td>
</tr>
<tr>
<td>Completed safety plan for suicide prevention, n (%)</td>
<td>162 (0.2)</td>
<td>158 (0.32)</td>
<td>N/A</td>
<td>18.18 (1)</td>
</tr>
</tbody>
</table>

$^a$All differences were statistically significant at $P<.001$.

$^b$N/A: not applicable.

$^c$SUDs: subjective units of distress.

$^d$PCL-5: Posttraumatic Stress Disorder Checklist for DSM-5.
Impact
Among the iOS (n=33,087) and Android (n=23,884) users who had pretool SUDs ratings, ratings from iOS users (mean 5.85, SD 2.56) reflected lower momentary distress ($P<.001$; Cohen $d=0.16$) than those from Android users (mean 6.26, SD 2.46). Among the iOS (n=7828) and Android (n=10,013) users who had both pretool and posttool SUDs ratings, iOS users (mean $-1.70$, SD 1.80) had larger reductions ($P<.001$; Cohen $d=0.33$) than Android users (mean $-1.14$, SD 1.59). Among the iOS (n=10,137) and Android (n=7452) users who had at least one PCL-5 score, initial scores reflected lower levels of PTSD symptoms ($P<.001$; Cohen $d=0.06$) for iOS users (mean 49.39, SD 16.32) than for Android users (mean 50.36, SD 16.40). Among iOS (n=2590) and Android (n=2399) users with at least two PCL-5 scores, there was a similar decrease in scores ($P=.26$; Cohen $d=0.03$) from the first to last PCL-5 (iOS: mean $-4.58$, SD 15.45; Android: mean $-4.10$, SD 15.12).

Discussion
Overview
Developed by VA NCPTSD and Department of Defense Center for Telehealth and Technology, PTSD Coach is an evidence-based, secure app that is available for free to the general public for the self-management of PTSD symptoms. In a previous study, version 1 of PTSD Coach was found to have been positively received and had a wide reach among members of the public, who used the app to varying extents and found it helpful in reducing momentary distress [17]. Because PTSD Coach has been updated in the last several years with new features and analysis capabilities, in this study, we examined the reach, use, and potential impact of the current version of PTSD Coach, version 3.1, through utilizing public use data between April 2020 and April 2021. In addition, as part of evaluating use, we were able to extend prior work by characterizing the frequency of use of specific app features in PTSD Coach, thereby establishing a baseline on how the app is being used as part of examining engagement [25].

Principal Findings and Comparison With Previous Work
First, we found that the PTSD Coach app continued to achieve broad dissemination to the general public, with approximately 210,000 downloads, 150,000 total users, 130,000 new users, and 20,000 active users per month during the 1-year data observation period. Among the 210,000 downloads, 95,000 downloads originated from VA OCC’s initiative to distribute iOS tablets that were preloaded with a range of health care apps to veterans. Even after accounting for these institutional downloads, the reach of PTSD Coach appears to be considerably expanded for version 3.1 compared with version 1 (which had approximately 150,000 downloads and 10,000 active users per month during a 3-year observation period [17]).

Second, PTSD Coach, version 3.1, was used, on average, 3 times across 3 separate days for a total duration of 18 minutes of use. Outside of the mean, other values (eg, median, maximum, and IQR) for our use metrics revealed that there was a subset of users with much higher levels of engagement than the average user; we used an example cutoff (ie, ≥2 SDs above the mean for the number of visits) to illustrate the use patterns for this subgroup. In terms of use over time, we observed sharp attrition rates; however, there were also some users who were still using the app 12 months later, indicating potential long-term use. Overall, these metrics demonstrate a similar pattern of use that was previously found with version 1 [17]. There is preliminary evidence, however, that version 3.1 was being used for a longer total duration than version 1 (18 vs 5 minutes, respectively), but we interpret this cautiously, given the different approaches used to define the end of a visit.

For the use of specific features, which we were able to examine for the first time with version 3.1, we found that most users (79,099/128,691, 61.46%) arrived at the home screen and proceeded to a main content area. Among all the content areas, Manage Symptoms was accessed most frequently. Within this content area, over 40% (53,314/128,691, 41.43% to 56,971/128,691, 44.27%; depending on the feature) of users selected a current symptom they wished to address, rated their SUDs, and accessed a coping tool. Users indicated that they most frequently wanted help with PTSD re-experiencing symptoms (ie, Reminded of Trauma), and they frequently accessed tools involving a cognitive restructuring component (ie, Change Your Perspective and Inspiring Quotes); 1 caveat was that these tools were also the most frequently recommended across the different symptoms. In contrast to these Manage Symptoms features, the use of specific features in other content areas and parts of the app was lower (eg, the next highest was 20,964/128,691, 16.29% of users accessing a Learn topic) and was lowest for the safety plan for suicide prevention (with only 320/128,691, 0.25% of users completing the plan). For the safety plan, the actual frequency of use was likely lower, as our numbers were influenced by the NCPTSD training for VA staff on the use of VA mHealth apps. To better increase access to this feature, the NCPTSD is working on building a stand-alone safety plan app.

Third, users of PTSD Coach who provided SUDs ratings or completed self-assessments generally endorsed high levels of momentary distress and high levels of PTSD symptoms with most above clinical threshold. Thus, the reach of the app includes members of the general population who are experiencing difficulties in coping with trauma. In terms of potential impact, the average decrease in momentary distress after coping tool use (approximately 1 point on a scale of 0-10) and the average decrease in PTSD symptoms (approximately 4 points on the PCL-5) were both modest. It is important to note that these averages were calculated from a small proportion of users (eg, 4989/128,691, 3.88%, with at least two PCL-5 assessments). However, even a minority of users in this study still represents a large number of people who experienced potential benefits (eg, approximately one-third, 1585/4989, 31.77% of users with at least two PCL-5 assessments had scores reflecting clinically significant improvement in PTSD symptoms). Comparing across the 2 app versions, users appeared to be similarly distressed. However, when compared with version 1, version 3.1 appears to be associated with slightly attenuated effects for SUDs change after tool use (ie, a 1-point vs 2-point average decrease); it is possible that, as the number of visits increased, the impact of the app became less pronounced.
of tools increased within the app, or as the number of mHealth apps increased, a user might have experienced less satisfaction even for the same tool (a general phenomenon known as the paradox of choice [37]). Changes in PCL scores were not available in version 1 for comparison with version 3.1. Although the impact on momentary distress may be small, there was a positive trajectory in the reduction of PTSD symptoms over time with version 3.1.

Notably, the positive trajectory in PTSD symptom reduction appears to reflect a potential overall benefit from the app. Average PTSD symptom reduction (approximately 4 points on the PCL-5) for all users with at least two PCL-5 assessments (n=4989) was not primarily driven by a subset of high-engagement users with at least two PCL-5 assessments (n=1051). This subgroup, however, had a slightly greater PTSD symptom reduction (approximately 6 points). Considering the use patterns described above (eg, a mean of 3 visits for 18 minutes of use), we think that most users may be experiencing benefits from the app by practicing coping tools or learning information about PTSD during times of distress. It is our hope that, after discontinuing use of the app, these users can continue to use the coping tools that they learned or are more empowered to make decisions about how to manage PTSD. In contrast to average users, the subset of high-engagement users visited key features of the app more frequently and over an extended period. These users may be incorporating app features as part of a self-care routine; for example, regularly tracking PTSD symptoms by completing self-assessments.

Lastly, we compared the reach, use, and potential impact of PTSD Coach, version 3.1, for iOS and Android users. The app continues to reach more iOS users than Android users, which makes sense given that iOS users make up most smartphone users in the United States [38]. However, iOS users used the app to a lesser extent. iOS users also showed lower levels of momentary distress and PTSD symptoms. There were mixed findings on whether the 2 groups benefited similarly from the app, with larger decreases in pre- to posttool SUDs for iOS users than for Android users but similar decreases in PTSD symptoms. Of note, most of these statistically significant differences (which were not surprising given our large sample size) were associated with small effect sizes, suggesting that any difference in experience for an individual user across the 2 platforms was relatively small. The greater reach, lower use, and lower distress among iOS users could have been shaped by VA OCC’s broad distribution of iOS tablets to veterans (even though veterans themselves may be more likely to own Android smartphones [39]). Some veterans may have opened the app on the tablet but were not motivated to continue to use it because they did not have a particular need for it, in contrast to other veterans or users who searched, found, and installed the app on their own. In fact, approximately only 40% of the veterans receiving a tablet during the observation period had a diagnosis of PTSD (Cindie Slightam, MPH, email communication, October 13, 2021). Taking into account VA OCC’s potential influence on version 3.1 iOS metrics, we may effectively be seeing that differences between the 2 platforms have leveled out over time (because with version 1, there was an opposite pattern with lower rates of use for Android users than for iOS users [17]).

Limitations and Future Directions
Although our study had several strengths (eg, a large sample size, a naturalistic approach, and the examination of specific app features), it also had the following limitations. Our PTSD Coach data were collected exclusively during the COVID-19 pandemic, which could have limited the generalizability of our findings. We note that version 3.1 and version 1 users endorsed similar levels of PTSD symptoms and that use of version 3.1 did not seem to fluctuate alongside peaks of COVID-19 cases in the country. This increased our confidence that use of PTSD Coach during this time was still linked to self-management of PTSD symptoms, rather than self-management of more general distress.

We were able to shed light on how different features of the app were being used, but these frequency findings could have been influenced by order effects. For example, among the more frequently accessed parts of the app, the Manage Symptoms content area is located in the upper left quadrant of the home screen, and Reminded of Trauma is at the top of the list of symptoms. To draw stronger conclusions about which app features users are attracted to, future research could use A/B testing designs (eg, switching the order of app features and examining the resulting impact).

Owing to the anonymous nature of the data, we did not have information about our users, beyond their completed ratings and self-assessments. We note that, compared with the percentage of users who endorsed clinically significant PTSD symptoms, a lower percentage of users accessed information about getting professional care within the app. It may be helpful to find ways to highlight these resources in the app. However, it is possible that many of these users are already under the care of a mental health professional. In addition to future research investigating the treatment status of PTSD Coach users, it would be valuable to know the characteristics of users (eg, demographics, veteran status, and trauma history) who experienced clinically significant symptom improvements. For example, we would hope to see that users in this group include both veterans with histories of combat trauma or military sexual trauma as well as nonveterans experiencing other types of trauma (eg, motor vehicle accidents). Gaining traction in the literature, the precision medicine endeavor to answer, “What works well for whom?” [40] should include testing self-management mHealth apps as an intervention format that may be a particularly good fit for certain individuals. Matching people appropriately to using a self-management app could potentially reduce the strain on the mental health system and allow providers to maximize their time (eg, in this case, possibly allowing for the reallocation of 476 direct clinical care hours, if multiplying the n=1585 with clinically significant PTSD symptom improvement by 18 minutes of app use).

Finally, although the raw use data contained timestamps for individual events, the summary of metrics extracted for each user was not in a longitudinal format. Thus, we could not examine the order in which users engaged with different features. For example, we extracted first and last PCL-5
assessment scores, but we did not know when these self-assessments occurred relative to other events in the app. Having a longitudinal data set in which the use of key features is logged in chronological order would enable researchers to better investigate questions of how to optimize engagement with the app. Given that there was a subset of high-engagement users in PTSD Coach, which was consistent with naturalistic studies of other VA self-management apps [34,41], future research could investigate factors that are associated with increased engagement [42] to try to underscore these factors in the app. One such factor could be the completion of a self-assessment upon first using an app, as this was recently linked to using an app on more days as well as using more coping tools, within the COVID Coach app [41].

Conclusions
In summary, we found evidence that PTSD Coach, version 3.1, is serving its intended purpose as a public health resource. The app reached a large number of people, including those who were experiencing significant levels of PTSD symptoms (ie, the target population), and likely expanded access to evidence-based interventions and resources. Most users visited the app only a few times but engaged with key app content. Some app features (eg, coping tools) were accessed more frequently than others (eg, self-assessments), giving researchers a sense of what was appealing to users and what could potentially be improved within the app. Although benefits in momentary distress and PTSD symptoms were generally small on a per-individual basis, the app made these benefits available to the population on a large scale, which could have resulted in a cumulative, positive impact on public health (ie, with impact defined as the product of reach and efficacy [43]). Future research should aim to more flexibly examine the utility of different app features (eg, through A/B testing), as well as to investigate questions on understanding effectiveness (eg, to better match the intervention format to the person) and optimizing engagement (eg, to enhance the likelihood of a meaningful impact) with the app. Pursuing research through these avenues will help to ensure that mHealth apps can reach their full potential to alleviate symptoms and to enhance well-being and functioning for individuals with PTSD.
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Abstract

Background: Self-guided online interventions offer users the ability to participate in an intervention at their own pace and address some traditional service barriers (eg, attending in-person appointments, cost). However, these interventions suffer from high dropout rates, and current literature provides little guidance for defining and measuring online intervention adherence as it relates to clinical outcomes.

Objective: This study aims to develop and test multiple measures of adherence to a specific self-guided online intervention, as guided by best practices from the literature.

Methods: We conducted secondary analyses on data from a randomized controlled trial of an 8-week online cognitive behavioral program that targets depression and anxiety in college students. We defined multiple behavioral and attitudinal adherence measures at varying levels of effort (ie, low, moderate, and high). Linear regressions were run with adherence terms predicting improvement in the primary outcome measure, the 21-item Depression, Anxiety, and Stress Scale (DASS-21).

Results: Of the 947 participants, 747 initiated any activity and 449 provided posttest data. Results from the intent-to-treat sample indicated that high level of effort for behavioral adherence significantly predicted symptom change (F4,746=17.18, P<.001; and β=–.26, P=.04). Moderate level of effort for attitudinal adherence also significantly predicted symptom change (F4,746=17.25, P<.001; and β=–.36, P=.03). Results differed in the initiators-only sample, such that none of the adherence measures significantly predicted symptom change (P=.09-.27).

Conclusions: Our findings highlight the differential results of dose-response models testing adherence measures in predicting clinical outcomes. We summarize recommendations that might provide helpful guidance to future researchers and intervention developers aiming to investigate online intervention adherence.

Trial Registration: ClinicalTrials.gov NCT04361045; https://clinicaltrials.gov/ct2/show/NCT04361045

(JMIR Ment Health 2022;9(3):e30754) doi:10.2196/30754
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Introduction

There has been a proliferation of online interventions aimed at preventing and treating mental health disorders (eg, [1]). Online interventions have the potential to reach a wide audience while bypassing barriers that are more common to traditional face-to-face interventions, such as financial cost, inaccessibility, and stigma [2]. The flexible nature of online interventions...
provides its users autonomy to interact with content according to their unique schedule and preferences [3]. Self-guided online interventions, in particular, maintain anonymity, address some concerns related to stigma, are less costly, and require little time from mental health professionals [4,5]. Recent meta-analyses have shown that both guided and self-guided online interventions can be effective for treating a range of problems such as depression and anxiety [1,3,6]. Moreover, research has shown that online interventions attract a large number of individuals (eg, 38,000 registrants to MoodGYM) who experience significant mental health symptoms [2].

Despite the promising nature of self-guided online interventions, multiple reviews report high dropout and poor adherence rates [1,7]. A meta-analysis found that while 72% of adults adhered to guided online interventions (ie, guided by a mental health professional), only 26% adhered to self-guided online interventions [8]. As one example, an online self-guided and publicly available cognitive behavioral therapy program aimed at preventing depression and anxiety attracted 38,000 registrants, but only 3.9% adhered to the intervention (adherence was defined as completing 3 of the 5 modules; [2]). Eysenbach [9] described this “law of attrition” as a fundamental challenge for online intervention trials—relative to drug or psychosocial therapeutic trials—because participants are less closely supervised and thus, they receive more sporadic doses of an intervention, or even none at all. Because of the variability in adherence rates, it is difficult to measure and make conclusions about the effectiveness of such interventions. Presently, there is limited understanding about how adherence within self-guided online interventions affects clinical outcomes, which in turn limits our ability to identify those intervention components that might be the necessary mechanisms of change.

There are currently many challenges to understanding adherence and its relation to outcomes within online interventions. Such challenges include varying ways of operationalizing and measuring adherence, which reduce our ability to compare adherence rates across various trials [10,11]. The term “adherence” is often used interchangeably with terms such as engagement, user retention, or dropout (eg, [12]). Focusing on definitions for “adherence,” Sieverink and colleagues [11] analyzed how 62 studies operationalized adherence to online interventions (both guided and self-guided), and found that operationalizations fell into 3 categories: (1) “the more usage, the better”; (2) researcher-defined “intended use” but without justification (eg, a user is adherent when logging in at least once a week for 3 weeks); and (3) researcher-defined “intended use” justified using theory, evidence, or rationale (eg, We know from previous research that users benefit the most from the technology when finishing module 4, so a user is adherent once module 4 is completed). Beintner and colleagues [10] found that an array of usage measures can define adherence, such as percentage of participants completing all modules, percentage of participants completing each module, percentage of participants who visited the website, average number of log-ins, and average duration of visit. This variability in measurement has prevented convergence of evidence on which adherence measures are valid. Consequently, the lack of standardized adherence measures perpetuates a cycle where researchers use a wide variety of adherence measures for self-guided online interventions. The result is less clarity on a conceptual framework of adherence as it applies to online interventions.

Various reviews provide actionable recommendations for improving the standardization of how we define, measure, and report adherence to online interventions (eg, [10,11]). We have distilled various recommendations into 2 broad topics we believe to be particularly useful and feasible: (1) creating and reporting multiple measures, and (2) relating these measures to outcomes.

The first recommendation—to create and report multiple measures of adherence—facilitates our understanding of the multiple ways by which participants may adhere to online interventions [10]. According to Beintner and colleagues [10], such measures should be both universal (eg, measures of average number of completed sessions) and intervention specific (eg, completing diaries or discussion boards) [10]. Universal measures are most frequently used, allowing for the comparison of such metrics across studies. Measures of adherence specific to the intervention should also be created and reported, in order for study designers to understand whether study-specific components are beneficial. It is also recommended that measures reflect the interventions’ intended use [11]. This recommendation is in line with the World Health Organization’s definition of adherence as “the extent to which a person’s behavior—taking medication, following a diet, and/or executing lifestyle changes—corresponds with agreed recommendations from a health care provider” [13]. Sieverink and colleagues [11] propose that it is most useful to understand the threshold required, or how much adherence is necessary, in order for it to predict improved outcomes, rather than assuming that more adherence is always better. In summary, it may be advantageous to have some universal adherence measures and some intervention-specific adherence measures based on the intervention’s intended/recommended minimum use.

The second recommendation is to test the relationship between measures of adherence and clinical outcomes to inform the validity and utility of adherence measures. This process is critical to make correct interpretations about the impact of adherence on target outcomes and the effectiveness of the online intervention [10,14]. A recent review found that treatment adherence (defined as the total number of sessions completed by the participant divided by the total number of treatment sessions) was significantly related to outcomes within self-guided online interventions [4]. Another study, which examined multiple types of adherence measures (activities completed per login, total time spent online, total time spent online per log-in, combined modules, and activities measure), found that only the number of activities completed per login was significantly associated with better outcomes for those who received the online intervention [15]. They also divided patterns of usage into 3 levels (low, medium, and high) and found that medium-level users did not differentially benefit from the intervention compared with low-level users [15]. In turn, measures of adherence that are predictive of symptom improvement should inform an online intervention’s engagement strategies.
In this study, we follow these recommendations to test questions about how much adherence and which measures of adherence matter in predicting symptom improvement within a self-guided online intervention. The first aim of the study is to demonstrate an example of the process of testing multiple measures as applied to a specific self-guided online intervention. The second aim is to translate the results of this process into recommendations for future researchers and interventionists to consider when making decisions about creating and testing measures of adherence in online interventions.

**Methods**

**Design**

We conducted a secondary analysis using data from a randomized controlled trial (RCT) that tested a self-guided web-based mental health skills program for universal prevention of anxiety and depression in university students [16]. Primary results of this trial showed small intervention effects overall [16]. Participants were randomly assigned to an immediate intervention condition, (ie, they could access the intervention upon signing up), or a delayed access condition (ie, they were on a waitlist initially and only granted access to the online platform after the immediate intervention condition was over). The timing of both conditions was staggered such that the start and finish week of the intervention access for both conditions corresponded to equivalent weeks within the respective academic quarter. For the purposes of this study, data collected from both conditions were collapsed such that pre-/postscores reflect each participant’s status immediately before receiving the intervention and immediately after receiving the intervention.

**Participants**

Participants were at least 18 years old, undergraduate and graduate students at the University of California, Los Angeles. Recruitment efforts included, but were not limited to, department-wide emails, flyers posted around the university, social media, and announcements in psychology courses. Compensation for research survey participation included entry into US $10-US $100 gift card drawings or course credit. Exclusion criteria were being enrolled in a similar anxiety and depression treatment study, invalid data reporting (eg, straight-lining or high inconsistency in responses), and not verifying one’s online intervention account or not completing the account setup process. Out of a total of 947 participants, 747 initiated any activity, and 449 had posttest outcome data.

**Intervention**

A more detailed description of the intervention and screenshots of the platform can be found in the primary intervention [16]. In this section, we describe the information most relevant for understanding adherence within the context of the tested intervention. The program consisted of 8 weeks, each of which focused on an evidence-based skills theme. Participants were allowed to choose what they would like to practice from a list of activities relevant to the respective weeks’ theme. For example, the “Change Your Thinking” week provided instructions for cognitive restructuring strategies, and activities that participants could practice and log included “identify any unhelpful thinking patterns,” “identify evidence for and against the unhelpful thought,” “shift your attention,” etc. As another example, the “Pause” week focused on strategies to foster mindfulness practice in daily life, and provided instructions for activities such as “eat mindfully,” “listen mindfully,” “meditate mindfully.” With regard to how many skills participants would practice each week, there were no such requirements in the instructions of the intervention, but rather the online platform used a virtual medal system to incentivize more practice. Participants were awarded medals depending on the amount of activities logged each week: “Bronze” is awarded when a participant completes at least one log for that week; “Silver” is awarded when a participant completes three logs for that week; “Gold” is awarded when a participant completes at least five logs for that week. Finally, in addition to logging any skills they practiced, participants were prompted to submit an end-of-week check-in comprising 2 reflective questions about skills practiced that week. Examples of reflective questions that participants could answer during weekly check-ins were as follows: Week 3: “Which technique was most helpful for you?”; “Did this week move you closer or not to your goals?”. Week 7: “Did being more mindful make your more aware of anything in your life or daily experiences?”. “Did this week move you closer or not to your Life 2.0?” Submitting a check-in was completely optional, however, they are required to log any activities they practice on the activity log tab on the platform.

**Measures**

**Adherence**

Following the first recommendation, multiple measures of adherence were created that were (1) both universal and study specific and (2) designed to capture the intervention’s intended use.

Staudt’s model of adherence (referred to as engagement in Staudt 2007 [17]) informed the selection of our universal measures. Specifically, Staudt proposes that adherence can be thought of universally as involving behavioral and attitudinal aspects. This model defines behavioral adherence as, “client performance of the tasks that are necessary to implement treatment and to ultimately achieve outcomes.” Examples of behavioral adherence in face-to-face interventions include maintenance of appointments, homework completion, and responsiveness to the practitioner. The model defines attitudinal adherence as, “the emotional investment in and commitment to treatment that follow from believing that it is worthwhile and beneficial” [17]. Examples of attitudinal adherence in face-to-face interventions include positive attitude toward the intervention, perceiving the intervention as worthy of time and energy, perceiving the benefits outweigh the costs of the treatment. The author explains that a person’s attitude toward the intervention represents the “heart” of adherence and is necessary for participants to make meaningful changes during an intervention. In the context of our study, to ensure that study-specific behavioral and attitudinal adherence measures were defined based on the interventions’ intended use, we referred to the intervention’s weekly instructions provided to participants. The resulting adherence measures are described in more detail below and summarized in Table 1.
Table 1. Definition of 6 measures of adherence based on recommendations.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Behavioral adherence</th>
<th>Attitudinal adherence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimal effort</td>
<td>Number of weeks with at least one skill practice log</td>
<td>Number of weeks with check-in word count of any length</td>
</tr>
<tr>
<td>Moderate effort</td>
<td>Number of weeks with at least three skill practice logs</td>
<td>Number of weeks with check-in word count ≥ respective average</td>
</tr>
<tr>
<td>High effort</td>
<td>Number of weeks with at least five logs</td>
<td>Number of weeks with check-in word count ≥ respective average +1 SD</td>
</tr>
</tbody>
</table>

*aUniversal definition: performance of intervention-related tasks.
*bIntervention-specific definition: practice of skills, per amount of weekly logged activity within user account.
*cUniversal definition: emotional investment.
*dIntervention-specific definition: elaborateness of written responses to reflection prompts, per word count of weekly check-ins within user account.

**Behavioral Adherence**

Regarding behavioral adherence, as a reminder, participants practiced skills each week and were awarded 1 of 3 medals depending on the number of skills practiced (see the “Intervention” section; [16]). As such, behavioral adherence was operationalized by the skills practice logs within each user’s account. We created 3 behavioral adherence measures, which reflected the number of weeks with behavioral adherence at 3 effort levels (ie, minimal, moderate, and high), categorized according to the medal system: (1) Minimal behavioral adherence: number of weeks with at least one skills practice log; (2) Moderate behavioral adherence: number of weeks with at least three logs; and (3) High behavioral adherence: number of weeks with at least five logs.

**Attitudinal Adherence**

In order to have somewhat parallel operationalizations of behavioral and attitudinal measures, we also applied the 3 levels of effort to attitudinal adherence. For attitudinal adherence, participants were prompted to respond to 2 weekly check-in questions, though they were not instructed on how much to write. As such, attitudinal adherence was operationalized as the extensiveness of user’s open-ended reflective responses on weekly check-ins. Because these check-ins are optional and encourage the participants to reflect on their experience and growth, we believed that the act of electing to complete a check-in would reflect the participant’s emotional investment in the intervention. Moreover, writing a longer response to an optional check-in question, rather than briefly answering the question, reflects varied levels of adherence effort by participants. To create minimal, moderate, and high levels of attitudinal adherence, we used word count on weekly check-ins. One previous study found that diary entry word count in an online intervention was correlated with the number of weeks with behavioral adherence at 3 effort levels (ie, minimal, moderate, and high), categorized according to the medal system: (1) Minimal behavioral adherence: number of weeks with at least one skills practice log; (2) Moderate behavioral adherence: number of weeks with at least three logs; and (3) High behavioral adherence: number of weeks with at least five logs.

For example, the mean word count on the third week of the intervention was 32.87; participants at or above this mean for the third week were considered to have moderate attitudinal adherence to the intervention for that week.

**Primary Outcome: Depression, Anxiety, and Stress**

The primary outcome measure in this study was the 21-item Depression, Anxiety, and Stress Scale (DASS-21), which assesses self-reported symptoms of depression, anxiety, and stress [19]. In previous studies the measure had demonstrated adequate internal consistency (Cronbach α=0.83-0.90) and construct validity [19]. In this RCT, internal consistency of the DASS-21 was adequate (total: Cronbach α=0.92; depression: Cronbach α=0.89; anxiety: Cronbach α=0.79; stress: Cronbach α=0.82) [16]. DASS-21 total symptom change scores were calculated (post-pre scores) and used as the primary outcome. We expected use of DASS-21 total scores (as opposed to subscale scores, for example) to maximize the power of our analyses, given that it showed the largest effect size per our primary intervention main effect analyses [16] (Exploratory linear regression analyses served to support that there were indeed decreased strength and significance in the relationships between adherence variables and DASS-21 subscales.).

**Covariates**

Covariates selected for the study included (1) condition (intervention upon signing up vs delayed access condition); (2) suicidal ideation at baseline measured through the use of question 9 on the 9-item Patient Health Questionnaire (PHQ-9) [20]; and (3) gender. The PHQ-9 is a 9-question measure widely used to assess self-reported symptoms of depression. We operationalized suicidal ideation through question 9, which directly assesses for suicidal ideation [20]. Gender was defined as binary “female” or “male,” based on the demographics data linked from participants official student records. The rationale for examining suicidal ideation and gender as covariates is outlined in the primary RCT [16]. Inclusion of these 3 covariates was thus consistent with those tested in the primary online intervention analyses. These 3 covariate variables were also included as auxiliary variables informing our multiple imputation model.

**Other Measures**

Remaining variables were included only as auxiliary variables for the multiple imputation model in predicting missing data in our primary outcome variable (see the “Data Analysis” section for more details). The Grit Scale (GRIT) is a 12-item measure...
aimed at measuring traits of perseverance, maintaining focus, and interest in long-term goals [21]. The Treatment Motivation Questionnaire (TMQ) [22] assesses reasons for initiating and remaining in treatment; we used an adapted version of this measure to apply to the tested online intervention [16]. The Subjective Happiness Scale (SHS) [23] is a 4-tem scale that measures global subjective happiness.

**Statistical Analysis**

**Preliminary Analyses**

First, given the amount of missing outcome data at posttest, we conducted a series of independent unpaired t-tests and chi-square tests to determine whether any variables were significantly related to posttest missing data status, which would suggest if data were not missing completely at random (MCAR). Relatedly, to support our selection of the multiple imputation model to deal with missingness, we aimed to verify that our data set was not MCAR using the Little MCAR test. Second, to identify necessary covariates for the regression analyses, we conducted the same series of analyses but this time to assess all variables as predictors for significant differences in DASS-21 change scores. Third, we conducted linear regression assumption checks to determine if (1) the necessary conditions were met, and (2) conducting multiple linear regressions with more than 1 adherence predictor simultaneously was appropriate [24].

**Multiple Imputation**

Given the degree of missing DASS-21 outcome data at posttest (370/947, 39.1%) and results of preliminary analyses (reported below), we determined that analyzing data only from complete cases would likely produce biased findings with decreased power. As such, we implemented multiple imputation procedures for missing posttest DASS-21 values (ie, outcome), predicted by auxiliary variables: the 6 measures of adherence, condition, gender, suicidal ideation, GRIT, TMQ, PHQ-9, SHS, and total baseline DASS-21. We were liberal in our selection of auxiliary variables, and included all measures collected at baseline in the imputation model to preserve any complex associations that may exist among the variables, especially considering that adding too many variables is unlikely to produce bias [25]. We also elected to run 50 imputations to decrease standard errors and produce stable estimates, which require between 50 and 100 imputations [25].

**Linear Regressions**

Multiple linear regressions were run including all identified covariates in step 1, and then adding the respective adherence measure as a variable in step 2, predicting the main outcome variable of DASS-21 change scores (posttest – baseline scores). Results from the 50 multiple imputations were then pooled and analyzed. Given that Type II error rates increase as more models are tested, we calculated Benjamini-Hochberg critical values [26], an alternative to simply applying a P value of .05 across all models.

**Ethics Approval**

This study was approved by the appropriate University of California Los Angeles Institutional Review board (IRB# 17-000761).

**Results**

**Participants**

The sample consisted of 947 students, with a mean age of 23.01 (SD 5.56), with 729 (77.0%) identified as female, 299 (31.6%) as White, and 121 (12.8%) as international. The groups that received the intervention immediately consisted of 587 participants, and the delayed intervention group consisted of 360 participants. The number of program initiators in this sample, that is, those with any activity stored within their user account, was 747 students. Baseline DASS-21 total scores had a mean of 17.30 (SD 10.47), and the mean DASS-21 change was –2.67 (SD 9.38). The number of participants with posttest outcome data (DASS-21) was 449/947 (47.4% of sample).

**Adherence**

For behavioral adherence, the mean number of skills practice logs per module overall was 2.14 (n=947). The percentage of 0 skills practice logs on each module ranged from 47.7% (452/947) to 63% (597/947). When participants with 0 logs on each separate module were excluded, the mean number of skills practice logs was 4.51. The module with the highest check-in word count was the Wrap-up week (mean 53.03 [SD] 37.91), and the one with the lowest was the Welcome week (mean 25.13 [SD] 22.34). For attitudinal adherence, the mean weekly check-in word count for modules overall was 57.70. The module with the highest check-in word count was the Wrap-up week (mean 53.03 [SD] 37.91), and the one with the lowest was the Welcome week (mean 25.13 [SD] 22.34). Figure 1 presents the full distribution of participants meeting respective adherence criteria across 1-8 modules.
**Preliminary Analyses**

**Assessment of Missing Data**

Results of independent *t* tests and chi-square tests treating posttest data missing status as the independent variable in relation to other variables revealed that only condition and program initiation were significantly related to posttest data missing status (*P*<.001). By contrast, there were no significant differences between posttest data missing status and GRIT, TMQ, and PHQ-9 (*P*=.81-.9). The Little MCAR test confirmed that our data set was not MCAR and therefore utilizing the listwise deletion would result in biased coefficients ($\chi^2_{38}=399.95$, *P*<.001). For this reason, multiple imputation was used instead to handle missing data in our subsequent linear regression models.

**Covariate Identification Analyses**

Results of independent *t* tests and chi-square tests revealed that suicidal ideation was significantly related to DASS-21 change scores (*P*<.001). Results also revealed that GRIT, TMQ, PHQ-9, SHS, program initiation, gender, and condition were not significantly related to DASS-21 change scores (*P*=.07-.9). However, gender had been a significant covariate in the main RCT analyses [16], and the condition variable is conceptually meaningful, given that our data set collapsed pre-post outcomes from each condition at different respective assessment periods. Therefore, suicidal ideation, gender, and condition were entered as covariates in our regression models.

**Assumption Checks**

We conducted assumption checks to confirm utilizing multiple linear regressions was appropriate [24]. The following...
assumptions were met: (1) 1 continuous dependent variable; (2) multiple independent variables; (3) independence of observations (Durbin-Watson=1.99); (4) linearity between the dependent and independent variables (confirmed via separate scatter plots); and (5) homoscedasticity (confirmed via residual scatter plots based on a model including all adherence variables and covariates). However, assumption 6 requiring that data must not show multicollinearity between all variables was not met (variance inflation factor=1.00-12.77). Therefore, moving forward we tested each independent variable in its own model (including covariates), and there was no multicollinearity (variance inflation factor=1.00-1.01). We also identified outliers and potential influential cases through examination of models’ scatter plots, leverage, Cook D, and DFBETA values. Although some participants exceeded respective diagnostic test values, DFBETAs revealed little influence specifically from our adherence variables of interest. Specifically, only 2 participants were influential on 1 adherence variable, with no participants identified as influential for the remaining 5 adherence variables. Therefore, no cases were removed from subsequent analyses. Assumption 8 requiring normally distributed residuals was confirmed by graphs of each model’s standardized residuals: histograms looked approximately normal and each Q-Q plot showed a linear line.

Main Findings (Intent to Treat)

See Table 2 for results of all 6 regressions. Linear regressions revealed that high behavioral adherence significantly predicted symptom improvement (unstandardized $B=-0.26$, $P=.04$). Additionally, moderate attitudinal adherence also significantly predicted symptom improvement (unstandardized $B=-0.36$, $P=.03$). All other measures of behavioral and attitudinal adherence did not significantly predict symptom improvement ($P=.05-.10$). None of the observed $P$ values from these 6 regressions ($P=.03-.10$) fell below their respective Benjamini-Hochberg critical value (0.008-0.50), indicating that significant results may be due to false discovery rate.
Table 2. Results from linear regressions examining 6 measures of adherence.

<table>
<thead>
<tr>
<th>Adherence term in model and variables</th>
<th>Intent-to-treat sample (n=947)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pooled $R^2$</td>
</tr>
<tr>
<td>Behavioral minimal effort</td>
<td>0.068</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td></td>
</tr>
<tr>
<td>Adherence</td>
<td></td>
</tr>
<tr>
<td>Behavriual moderate effort</td>
<td>0.067</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td></td>
</tr>
<tr>
<td>Behavioral high effort</td>
<td>0.067</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td></td>
</tr>
<tr>
<td>Attitudinal minimal effort</td>
<td>0.067</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td></td>
</tr>
<tr>
<td>Adherence</td>
<td></td>
</tr>
<tr>
<td>Attitudinal moderate effort</td>
<td>0.069</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td></td>
</tr>
<tr>
<td>Adherence</td>
<td></td>
</tr>
<tr>
<td>Attitudinal high effort</td>
<td>0.065</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td></td>
</tr>
<tr>
<td>Adherence</td>
<td></td>
</tr>
</tbody>
</table>

$^{a}$SI: suicidal ideation.

Post Hoc Findings (Initiators-Only Sample)

As a post hoc check, we reran the main analyses excluding those that did not initiate any activity, for quantitative and conceptual reasons. Quantitatively, the distribution plots of the adherence variables reveal that data are largely skewed to the left (Figure 1), which is largely due to 21.1% (200/947) of participants not initiating any type of activity on the platform. Additionally, preliminary $t$ tests revealed that program initiation was significantly related to postdata missingness ($t_{945}=-9.29$, $P<.001$). Conceptually, previous research has shown that despite a large number of individuals enrolling in self-guided online interventions, very few actually initiate the program [9]. For example, a systematic review of self-guided online interventions for depression and anxiety found that 33%-88% of users who downloaded an app actually used it at least once [2]. Thus, we expected that an initiator sample might reveal different findings about the relationship between adherence and outcomes for the self-guided online program.

The initiator sample consisted of 747 students, with a mean age of 23.01 (SD 5.56), who were 78.8% (n=589) female, 31.3% (n=234) White, and 11.0% (n=82) international. At baseline, the mean DASS-21 total score was 17.55 (SD 10.59). In this sample, the number of people with post-DASS-21 data was 410
(54.9%), indicating this subsample had more complete pre-post data than the full sample. The $t$ and chi-square tests examining the differences between program initiators and non-initiators revealed that gender was significantly related to program initiation, such that female students were more likely to initiate than male students ($P=.01$). All other variables (suicidal ideation, $P=.21$; TMQ, $P=.18$; GRIT, $P=.46$; PHQ-9, $P=.07$; and SHS, $P=.98$) were not significantly related to program initiation. Linear regressions revealed that none of the adherence terms in all 6 linear regressions models significantly predicted symptom improvement ($P=.28-.08$).

**Discussion**

**Summary of Findings**

Given that online interventions offer users ease of accessibility, autonomy, and flexibility, many researchers are greatly interested in identifying indicators of adherence to online interventions that are predictive of symptom improvement. Because of the lack of consensus in the literature regarding the operationalization and measurement of adherence, our first aim was to demonstrate a process for intentionally defining multiple measures of adherence to test their utility in predicting symptom improvement. To achieve this aim, we created multiple measures that fit into universal categories (eg, behavioral, attitudinal) but that were still intervention specific (eg, number of skill practice logs, word count on weekly check-ins). Each adherence measure was specified based on the interventions’ intended use (eg, 3 levels of effort based on the platform’s virtual medal system). We believe that “behavioral” and “attitudinal” dimensions of engagement are universal enough to be widely applicable across intervention designs, allowing for comparison between interventions, though the intervention-specific adherence metrics may still vary. For example, these categories could be applied to Headspace [27], a popular meditation online application. In this case, behavioral adherence could be defined as the number of meditation modules used or the number of minutes listed; attitudinal adherence could be defined as completing the check-in questions in the “Journey” section or customizing the notifications in the “Settings” section.

Results from the intent-to-treat sample demonstrated that behavioral and attitudinal measures of adherence were predictive of symptom improvement at differing levels of effort. Specifically, high-effort behavioral adherence (ie, number of modules with at least five logs; $P=.04$) and moderate-effort attitudinal adherence (ie, number of modules with check-in word count at or above respective average; $P=.03$) predicted significantly more decrease in DASS-21 total scores. By contrast, results from the initiator sample revealed none of the adherence measures as predictive of symptom improvement. In other words, when our adherence measures were tested with a more conservative definition of the intervention user sample, the previously detected adherence effects disappeared. In summary, whether or not adherence effects surmounted conventional levels of statistical significance (ie, 5% probability of being observed due to random chance) depended on definitions of how the intervention is used (ie, type of adherence), how much it is used (ie, effort of adherence), and also who is a user (ie, intervention sample criteria).

**Implications**

Although the aggregate of our findings could be interpreted as weak evidence for adherence effects within self-guided online mental health interventions, we instead interpret them as supporting just how challenging it is to measure such dose-response effects. If such adherence were truly unimportant, then we would have expected larger $P$ values for most or all adherence terms (Table 2). By contrast, our 6 main models converged such that the negative relationship between intervention adherence and symptoms had only a 3%-10% probability of being observed due to random chance. Regarding the relatively low amount of variance explained, it is likely due at least in part to statistical constraints. On the one hand, we are measuring an extremely diverse independent variable: the seemingly infinite ways and degrees that individuals can adhere to self-guided online interventions [10]. One the other hand, we are simultaneously trying to detect changes in a constrained dependent variable: self-guided online mental health interventions generally produce smaller effects with a restricted range of improvement [4,28]. Indeed, the main trial results for the currently tested intervention found robust but small effects [16]. This dilemma can be characterized as testing high-variance dose (ie, adherence) in the prediction of small-effects response. Unfortunately, we are still left with the unresolved questions of which and how much adherence should be prioritized for users of self-guided online interventions. In service of resolving these questions in the future, we have translated some lessons learned into recommendations that future researchers and developers could use when investigating the role of adherence within a specific online intervention (Table 3). We hope that these recommendations will assist others in understanding and measuring adherence in a more thorough and standardized manner. We elaborate below on some potential additional benefits that following our outlined recommendations could provide.
According to Sieverink and colleagues [11], there appears to understanding dose-response effects across diverse users. Testing multiple measures of adherence is critical for variability in respective adherence rates. Defining multiple measures a priori and reporting on all of them allow for testing of differential effects of adherence (ie, to which features? How much?) on improvement in outcomes.

### Table 3. Recommendations for research on adherence-outcome effects of online interventions.

<table>
<thead>
<tr>
<th>Item</th>
<th>Recommendation</th>
<th>Section cross-reference</th>
</tr>
</thead>
</table>
| Operationalize adherence measures         | • Literature review: Identify relevant research definitions of adherence and recommendations for developing adherence definitions/measures. Given that measures of adherence on guided or self-guided online interventions are variably defined in the current literature, it is important to use past knowledge to move toward standardization.  
• Define multiple measures: Based on that review, create multiple measures of adherence to the given online intervention. Because of the highly variable designs and features of online interventions, adherence to them can be measured in many ways. Defining multiple measures a priori and reporting on all of them allow for testing of differential effects of adherence (ie, to which features? How much?) on improvement in outcomes. | • See the “Introduction,” “Adherence,” “Behavioral Adherence,” and “Attitudinal Adherence” sections for relevant literature.  
• See the “Adherence” section for results supporting variability in respective adherence rates.  
• See the “Main Findings (Intent to Treat)” section for main results demonstrating significance tests varying for each adherence term. |
| Select primary outcome measure            | • Carefully select your outcome measure with attention to maximizing detection of adherence-outcome effects. Given that online interventions are prone to small main intervention effects, the sensitivity of an outcome measure is especially crucial for adherence-outcome effects.  
• Note: If you have multiple outcome measures or multiple subscales, you might maximize your power by selecting that which showed largest effect size per your primary intervention main effect analyses. | • See the “Primary Outcome” section for methodological support of our choice of primary outcome, based on previously reported results. See Table 2 for demonstration of small effects. |
| Select an appropriate data analytic plan   | • Model selection: Design an analysis plan that is appropriate for the specific goal of testing adherence-outcome effects. For example, because users can be simultaneously adhering to multiple aspects of an online intervention, it is all the more important to check for collinearity. If such assumptions would be violated, adherence measures must be separately tested as predictors.  
• Covariates selection: Select covariates with primary intervention analyses in mind. Because adherence-outcome effects are presumably tested after primary intervention effects, covariation selection should be consistent across both. | • See the “Preliminary Analyses” and “Linear Regressions” sections for justification of model selection. See the “Assumption Checks” section for model assumption check results.  
• See the “Covariates” section for justification of covariate selection.  
• See the “Covariate Identification Analyses” section for results supporting our covariate selection. |
| Identify method to deal with missing data  | • First, identify the rate of missingness in your primary outcome measure. Once a rate is identified, select an appropriate method for dealing with missing data (ie, last observation carried forward, raw data, complete only). Because online interventions often experience high dropout, a larger proportion of data may be missing, and thus results could drastically change by imputation decision. | • See the “Multiple Imputation” section for methodological rationale.  
• See the “Assessment of Missing Data” section for results supporting choice of imputation method. |
| Define your sample                        | • Defining your intent-to-treat and initiator sample can be less clear-cut for online intervention research. Study enrollment does not guarantee a user has completed intervention enrollment (eg, created an account, downloaded the app). Furthermore, enrollment in the online intervention does not guarantee intervention initiation (eg, signing in to read content at least once, completing at least one practice activity). Thus, for studies investigating adherence to online interventions, it is important to consider which sample had true measurement of adherence (eg, versus failure to complete intervention enrollment). | • See the “Participants” section for methodological justification.  
• See the “Assessment of Missing Data” section for results demonstrating different adherence dose-response results for intent-to-treat versus initiator-only samples. |
| Report all your results                   | • Ensure that all your findings regarding each adherence measure are clearly reported in your paper. Because there is such much variability in research findings about online intervention adherence-outcome effects, knowing null results will help future researchers and intervention developers better disentangle where adherence matters most. | • See the “Results” section and Table 2 for thorough reporting of preliminary, main, and post hoc analyses. |

Testing multiple measures of adherence is critical for understanding dose-response effects across diverse users. According to Sieverink and colleagues [11], there appears to be an assumption in the literature that a user must interact with all aspects of the intervention to benefit. As such, researchers often define and operationalize adherence based on this
assumption. However, online interventions are highly variable in their designs, components, instructions, and goals. Indeed, our results support the idea that users can adhere strongly to some aspects of an intervention, but not adhere to others. If we had assumed otherwise in this study, we would not have been able to see that multiple types of adherence at varying levels of effort could be associated with symptom improvement in our intent-to-treat sample. Therefore, perhaps there will never be a single answer about which type of adherence matters; rather, researchers should continue testing multiple adherence measures to better understand dose-response effects for the wide audience of self-guided online intervention users.

Our study also demonstrated that discrepant adherence results can arise depending on how the “user” sample is determined. When all individuals who created an account (ie, intent-to-treat sample) were included in the sample, results revealed that relatively higher levels of effort (ie, high behavioral adherence and moderate attitudinal adherence) predicted symptom improvement. When only those individuals with account activity within the intervention (ie, program initiators) were included, none of the adherence measures were predictive of symptom improvement. Unfortunately, the differentiation between study enrollment, intervention enrollment, and intervention initiation is rarely reported in online intervention trials. To use 2 specific trials as examples, Donkin et al [15] included participants based on study enrollment (ie, those who completed a 3-month follow-up assessment), whereas Christensen et al [29] included participants based on intervention initiation (ie, those who completed at least one activity in the intervention). Yet the difference in study enrollment rates versus intervention initiation rates may be especially pronounced in the context of open-source online interventions, given the ease of access to signing up (compared with face-to-face interventions). Indeed, as previously mentioned, a systematic review of self-guided online interventions found that 33%-88% of users who downloaded an app actually used it at least once [2]. Knowing that attrition and sporadic use are to be expected in the context of online interventions [9], we strongly recommend that researchers both (1) clearly report and justify how they defined their “user” sample, and (2) report results based on different user sample types.

Limitations
The main limitation in this study, which is expected in the context of online interventions, is the large proportion of missing postintervention data. To ameliorate this, we used multiple imputations, and generated a large number of data sets while including any potential auxiliary variables to support model generation of estimates. As compared with other methods of dealing with missing data such as listwise and pairwise deletion, multiple imputation is considered a “state-of-the-art” technique and is a recommended procedure in the methodological literature [30]. However, the inability to confirm that the data set was missing at random could have affected the interpretation of our results. Next, detection of any significant adherence-outcome effects was difficult given the overall small intervention effects, per our small R² values. Such small effects are unfortunately inherent to research on an online prevention program (see [16]), and there is also a prohibitive “floor effect” when a nonclinical sample can only improve so much. Another main limitation to the study is the generalizability of our results. There may be more efficient and accurate ways of measuring adherence to interventions for substance use disorders, for example, or for younger or older populations. Replication of findings will be important. An additional limitation in our study was our use of word count to operationalize attitudinal adherence, which has not been a previously established way of defining attitudinal adherence. Word count was selected as an indicator in this study given the high feasibility and ease of collection. However, future research is needed to validate word count as a measure of attitudinal adherence. Specifically, researchers might consider qualitative coding to identify themes associated with attitudinal adherence and examine correlation with word count.

Conclusion
First and foremost, researchers are encouraged to use the checklist in Table 3 as a resource for recommendations when planning studies, and to report any further decisions pertinent to examining adherence to online interventions. Researchers are also encouraged to reproduce and expand the behavioral and attitudinal categories that we have outlined. Although results of this study provide some preliminary evidence for the predictive validity, additional research is needed to determine the generalizability of these candidates. Finally, researchers are also encouraged to examine individual characteristics (eg, personal traits, baseline symptom severity, technology preference) that may moderate the relationship between adherence and outcome. Such findings could be used to inform customization of interventions to maximize benefit based on relevant personal characteristics.

In conclusion, online interventions offer its users the autonomy to interact with the platform, resulting in a variety of ways that individuals could adhere to the intervention. This poses a challenge for researchers who aim to understand the role of adherence in improving these interventions. However, through the accumulation of high-quality and transparent research into the numerous forms of adherence that result in symptom change, it will be possible to prioritize features and make design decisions to maximize effectiveness of online interventions. With this end goal in mind, this paper does not claim to have identified the best way to measure adherence, rather we add to the ongoing discussion by summarizing our lessons learned to facilitate this discussion and the process of defining and measuring adherence. By creating a more efficient and standardized process for future researchers, we hope to facilitate the creation of high-quality transparent research to understand the role of adherence in self-guided online interventions.
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Abstract

Background: Mindfulness has become increasingly popular, and positive outcomes have been reported for mindfulness-based interventions (MBIs) in reducing stress. These findings make room for innovative perspectives on how MBIs could be applied, for instance through mobile health (mHealth).

Objective: The aim of this study is to investigate whether a nonguided mindfulness mobile app can decrease perceived stress in a nonclinical Dutch population over the course of 8 weeks, with follow-up at 6 months.

Methods: A randomized controlled trial was performed to compare an experimental group that made use of a structured 8-week mHealth mindfulness program and a control group after 8 weeks, with follow-up after 6 months. Participants were recruited via a national television program. The primary outcome measure was perceived stress as measured by the Perceived Stress Scale, secondary outcomes were symptoms of burnout (measured using the visual analog scale [VAS]) and psychological symptoms (measured using the Four-Dimensional Symptom Questionnaire [4DSQ] at follow-up). Outcomes were analyzed using a multilevel regression model.

Results: At baseline, 587 respondents were included. Results showed no postintervention differences between groups for the level of perceived stress. With regard to the secondary outcome measures, the VAS for emotional exhaustion and physical exhaustion showed significantly lower scores for the experimental group after 8 weeks (P=.04 and P=.01, respectively), but not at follow-up. There were no differences between groups for psychological symptoms measured using the 4DSQ.

Conclusions: These findings do not support our hypothesis that using the mindfulness app would reduce stress levels. However, our findings related to diminished exhaustion at 8 weeks are encouraging and require further investigation.

Trial Registration: ClinicalTrials.gov NCT05246800; https://clinicaltrials.gov/show/NCT05246800

(JMIR Ment Health 2022;9(3):e32123) doi:10.2196/32123
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Introduction

Mindfulness practice has become increasingly popular, both in the general public [1,2] and in health care [3]. Mindfulness derives from Buddhism and can be defined as an ability to observe one’s bodily sensations, feelings, and thoughts with an open, nonjudgmental, and accepting mind toward one’s experiences [4]. Mindfulness has been found to alleviate intense
emotional states [5,6] and enhance emotional coping mechanisms in response to stress [7], and it is believed to induce shifts in processing of negative emotions under stress [8]. The core principles of mindfulness are incorporated in a variety of psychological treatments that are referred to as mindfulness-based interventions (MBIs).

MBIs are traditionally delivered face to face. New types of applications include web-based programs and mobile health (mHealth) [9]. Advantages of digital applications of MBIs include their availability and accessibility, avoiding waiting lists, saving travelling time, reduced costs, being able to work in one’s own environment, and nonrequirement of a therapist [10,11]. Especially during the findings of COVID-19 outbreak, these are favorable assets. Reviews of studies on the efficacy of these web-based MBIs found up to moderate effects on stress and depression [7,12-16]. A recent meta-analysis on the efficacy of mindfulness meditation apps on users’ well-being and mental health–related outcomes concluded that mindfulness apps seemed promising in improving well-being and mental health, but those results should be interpreted with caution [17]. The strongest effects were observed on stress, depression, and burnout. However, regarding burnout, only 3 studies could be included, indicating that this may be a relatively new outcome variable in this research field. The findings of Gál et al [17] are interesting in this respect as chronic stress, burnout, and depression can be viewed as a continuum. Chronic stress can lead to burnout and a great overlap exists between burnout and depression, with shared features including motivational problems and exhaustion [18,19]. In total, 17% of all employees in the Netherlands report burnout symptoms [20], and 5% of all Dutch adults are annually affected by depression [21]. During the COVID-19 pandemic, these numbers may even be higher, as reports worldwide point to increased mental health complaints for various population subgroups, such as health care professionals, teachers, and those working from home [22-25]. The strain on mental health care budgets and practices, characterized by long waiting lists and shortness of qualified personnel, make it even more important to invest in new technologies to reduce mental health problems in the general population [22]. Therefore, the aim of this study is to investigate whether a nonguided mindfulness mobile app can decrease perceived stress levels and burnout symptoms in a nonclinical Dutch population.

Methods
Design and Recruitment
A randomized controlled trial with follow-up measures at 6 months was performed. Participants were recruited through the television (TV) program Kassa, in the context of 4 broadcasts on the topic “stress” in March 2018. The study was announced during this TV show, and in that particular moment, viewers were invited to visit the program’s website and click the weblink with more information about the study and the possibility to apply for it. There were no eligibility criteria, other than being an adult. After having read and accepted the terms and conditions (informed consent), participants were referred to the web-based questionnaires. Randomization took place after they had filled out the baseline (T0) questionnaires and was performed with a built-in randomization algorithm. The experimental group was provided access to the mindfulness mobile app, which contained an 8-week nonguided mindfulness program developed to reduce stress symptoms. The control group was suggested to read information about stress and burnout on the Kassa website. Participants were not blinded to their condition, as they knew whether or not they received access to the mindfulness app. There were three time points of measurement: T0 (baseline, before randomization), T1 (at the end of the program, 8 weeks after randomization), and T2 (6 months after randomization).

Intervention
The mindfulness application was developed by Minddistrict, an eHealth company in the Netherlands. The content of the app was developed by professionals in the field of mental health care and in accordance with the principles of mindfulness-based stress reduction and mindfulness-based cognitive therapy [4,26]. This mindfulness mobile app was the first app version derived from the one already existing web-based mindfulness program at the time used in mental health care settings. The app consisted of a structured program, with chapters on psycho-education on mindfulness and the importance of practicing; acting on auto-pilot, conscious attention; nonjudgmental attention, awareness; doing versus being mode; attention for breath and body, conscious response; acceptance; a mindful attitude toward thoughts; and applying mindfulness in daily life and staying mindful. Each chapter started with a short explanation of a specific mindfulness principle and was followed by relevant exercises, such as the body scan, Raisin Exercise, breath exercises, and sitting meditation. After completion of the exercises, participants were asked about their experiences, and the participant received an encouraging standard feedback message to keep practicing the exercises for optimal mindfulness training. There was no real-life contact (either in person or on the internet) with a mindfulness trainer. There was the possibility to create a personal program with favorite exercises.

Measures
Demographics
Participants age, sex, level of education, and occupation were assessed.

Perceived Stress Scale
The PSS measures perceived stress levels [27]. The 14-item Dutch version was used in this study. All items are rated on a 4-point Likert scale, with higher scores indicating more perceived stress. Cronbach α ranges between .84 and .86 [27] and overall psychometric properties are evaluated as acceptable [28]. The Cronbach α for this sample was >.89 for all measurement time points.

Visual Analogue Scale
Burnout symptoms were assessed using 8 visual analogue scales (VASs). The symptoms measured were as follows: control over emotions, memory and concentration, sleep, work interest, work performance, interest in others, emotional exhaustion, and...
physical exhaustion. Each symptom was rated on a 0-100 scale, with higher scores indicating higher difficulty.

**Four-Dimensional Symptom Questionnaire**

The Four-Dimensional Symptom Questionnaire (4DSQ) consists of 50 items rated on a 4-point Likert scale [29]. The 50 items can be grouped into four dimensions: Distress (n=16), Depression (n=6), Anxiety (n=12), and Somatization (n=16). Sum scores are calculated for each dimension. The reliability of these dimensions was good, with Cronbach α >.79 for all subscales [30]. The Cronbach α for this sample was >.88 for all subscales. This measure was applied at T2 only.

**Statistical Analyses**

The experimental group and the control group were compared using a multilevel regression analysis, with participants as the upper level and their repeated measures as the lower level. Time (repeated measures at T0, T1, and T2), treatment group (experimental or control), and the time–group interaction were postulated as fixed effects. The difference in change in the PSS and VAS between the groups at follow-up is considered the primary contrast. At T2, differences between groups for the 4DSQ were analyzed with an independent samples t test (2-tailed). Two-sided P values of <.05 were considered significant. Data were analyzed using descriptive statistics in SPSS (version 25; IBM Corp).

**Ethical Considerations**

The study was approved by the Erasmus University Medical Ethical Committee and evaluated as not subject to the Dutch act on medical scientific research involving human subjects (METC 2017-1117).

**Results**

**Participants**

The final sample at T0 included 587 participants. This sample consisted mostly of highly educated (64.5%), employed (74.7%), and female (74.6%) individuals with a mean age of 46.05 (SD 13.64) years. More detailed information about the initial and final sample is provided in Table 1. Figure 1 provides the participant randomization flowchart.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Time points</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T0</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>45.86 (13.69)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>435 (74.1)</td>
</tr>
<tr>
<td>Male</td>
<td>152 (25.9)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Elementary school</td>
<td>2 (0.3)</td>
</tr>
<tr>
<td>Middle and high school</td>
<td>72 (12.3)</td>
</tr>
<tr>
<td>Secondary education</td>
<td>129 (22.0)</td>
</tr>
<tr>
<td>Higher education</td>
<td>384 (65.4)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Social welfare</td>
<td>7 (1.1)</td>
</tr>
<tr>
<td>Informal care</td>
<td>9 (1.5)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>14 (2.4)</td>
</tr>
<tr>
<td>Volunteers</td>
<td>21 (3.6)</td>
</tr>
<tr>
<td>Domestic household</td>
<td>21 (3.6)</td>
</tr>
<tr>
<td>Retired</td>
<td>34 (5.8)</td>
</tr>
<tr>
<td>Sick leave</td>
<td>38 (6.5)</td>
</tr>
<tr>
<td>Part-time</td>
<td>206 (35.0)</td>
</tr>
<tr>
<td>Full-time</td>
<td>237 (40.0)</td>
</tr>
</tbody>
</table>
Primary Outcomes

Perceived stress was measured with the PSS at T0, T1, and T2. Table 2 provides descriptive statistics of the PSS over time for both groups. Changes between groups over time were analyzed with a multilevel regression model. The interaction between group and time was not a significant predictor of perceived stress measured using the PSS at T1 ($F_{1,501.26}=0.70$, $P=.40$) and T2 ($F_{1,490.35}=1.36$, $P=.24$; Table 3).

Table 2. Descriptive statistics of the perceived stress scale (PSS).

<table>
<thead>
<tr>
<th>Group</th>
<th>PSS score, mean (SD)</th>
<th>Participants, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>T0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>29.33 (8.32)</td>
<td>363</td>
</tr>
<tr>
<td>Experimental</td>
<td>30.10 (7.67)</td>
<td>224</td>
</tr>
<tr>
<td>T1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>27.51 (9.21)</td>
<td>174</td>
</tr>
<tr>
<td>Experimental</td>
<td>26.59 (8.83)</td>
<td>73</td>
</tr>
<tr>
<td>T2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>26.30 (9.98)</td>
<td>107</td>
</tr>
<tr>
<td>Experimental</td>
<td>26.00 (9.72)</td>
<td>36</td>
</tr>
</tbody>
</table>

Table 3. Estimates of the fixed effects measures of the perceived stress scale (PSS; dependent variable: PSS score).

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Estimate (95% CI); SE</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groups×T1</td>
<td>$-0.71 (-2.38 to 0.96)$; 0.85</td>
<td>.40</td>
</tr>
<tr>
<td>Groups×T2</td>
<td>$-1.29 (-3.47 to 0.89)$; 1.11</td>
<td>.24</td>
</tr>
</tbody>
</table>
Secondary Outcomes
There were 8 VASs measuring burnout symptoms at T0, T1, and T2. Changes between groups over time were measured with a multilevel regression model. The VAS scales of emotional exhaustion and physical exhaustion were both significant at T1 ($F_{1,520.41}=4.16, P=0.04$ and $F_{1,528.76}=6.29, P=0.01$, respectively), for the time–group interaction, with the experimental group presenting lower exhaustion scores. Upon 6-month follow-up (T2), this effect was not maintained with the outcomes ($F_{1,510.18}=0.03, P=0.87$ and $F_{1,520.06}=0.04, P=0.84$, respectively). Changes between the two groups over time for the other 6 VAS scales did not differ at T1 and T2. Outcomes for the 4DSQ subscales at T2 showed no significant differences between both groups.

Discussion
Principal Findings
Our primary research question served to investigate whether an 8-week nonguided mindfulness mobile app can decrease perceived stress levels in a nonclinical Dutch population. Our findings do not support our hypothesis that using a nonguided mindfulness app reduces perceived stress levels. Not observing an effect on stress in this study might be explained by the complete lack of personal contact in this study; that is, there was no mindfulness trainer reachable through the app, nor was there the possibility to engage in social contact with other participants. This potential hypothesis is supported by the recent review of Borghouts [31], which points toward a generally higher engagement for guided (vs unguided) interventions and to the importance of social connectedness as a facilitator of user engagement. In addition, a recent meta-analysis [32] focusing specifically on web-based mindfulness found that web-based MBIs resulted in higher effect sizes for stress when offered guidance. As there was also no personal contact between the research team and the respondents, one could say that our study results may be similar to what one might expect to find in a real-world user situation, where despite high levels of app download, only a small portion of users actually use the apps for a longer period [33,34].

Another finding of our study was that the experimental group reported lower levels of both emotional and physical exhaustion after 8 weeks of using the app. This finding is particularly interesting, as different definitions of burnout all share exhaustion as a central component [35-38]. For instance, according to Schaufeli et al [38], burnout is conceptualized as a state of mental exhaustion, leading to both an inability and an unwillingness to act. Furthermore, in the process model of burnout, emotional exhaustion is one of the first symptoms to develop [39]. Dealing with stressors in everyday life can result in the depletion of cognitive and emotional resources, and these can cause exhaustion [40-42]. It is striking that the possible gain of the app may lie in reducing feelings of exhaustion in the broad sense. This might be related to the role mindfulness plays in autonomous self-regulation [43], which preserves vitality and energy [44]. Hence, a better spending and preservation of cognitive and emotional resources through increased self-regulation might have resulted in a reduction of physical and emotional exhaustion after 8 weeks. This finding is in line with other studies that reported that mindfulness interventions are related to a reduction of emotional exhaustion, both in health care professionals [45,46] and other employees [47]. However, when it comes to mobile mindfulness apps, to our best knowledge, only one previous study specifically reported on exhaustion outcomes. In this study, significant effects were found for reduced emotional exhaustion [48]. These findings might indicate that a mindfulness app has the potential to be used as preventive intervention for burnout in a nonclinical population.

Clinical Implications and Directions for Future Research
Future research on the effects of mobile mindfulness apps on burnout is warranted. Given the long waiting lists for mental health care, an ideal setting for further testing this or other mobile mindfulness apps would be general practitioner clinics and mental health care institutions. That is, driven by these long waiting lists, it has become more common to offer patients bridge interventions with low personnel costs, including eHealth modules. This provides a great opportunity to implement a study design with conditions that vary in the amount and type of personal contact. Such a design could even be advanced by using randomization schemes that allow for including patient preferences with regard to these aspects. Next, given our findings that both mental and physical exhaustion decreased in the app user group, it would be of great interest to conduct frequent measures of individual stress and burnout symptoms with an experience sampling method [49]. This can help build general networks of how burnout symptoms develop and worsen over time [50]. By drawing on such data, future app-based interventions could be personalized to increase effectiveness. Building a user-friendly experience sampling method incorporated in the mindfulness app would then be the next challenge for app developers. In addition, build-in measures for actual time spent on practicing mindfulness exercises would also contribute to the field, as until now such data are limited [1]. Of course, such new features should first be subjected to acceptability and feasibility studies.

Limitations
The fact that participants were unequally distributed between the experimental and the control group was a limitation of this study. This was owing to a previously unnoticed error in the automated randomization algorithm, which could unfortunately not be repaired afterward. Another limitation is the lack of an adherence measure, which makes it impossible to look at a possible dose-response relationship [1]. Furthermore, the open kind of recruitment via a TV program may have biased our sample. For instance, it could be that extravert persons were more likely to spontaneously act upon the invitation to visit the website and register for the study. As extraversion is a barrier for user engagement of digital mental health interventions [31], the way participants were recruited could have biased our sample. This of course is only a hypothesis, as we have no data on personality traits of our sample, or on other relevant user characteristics, such as mental health status and previous...
experiences with mindfulness or meditation, which may have influenced both user engagement and the outcomes.

Conclusions
Our study did not find an effect of using a mindfulness app on perceived stress levels in a nonclinical Dutch population. However, this may be owing to the type of respondent recruitment and a lack of control on adherence levels. Our results show diminished emotional and physical exhaustion in the app user group after 8 weeks. These findings are encouraging as they suggest that a mindfulness app has potential to be used as a preventive intervention for burnout.
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Abstract

Background: Avoiding interruptions and dropout in outpatient care can prevent mental illness symptom exacerbation and costly crisis services, such as emergency room visits and inpatient psychiatric hospitalization. During the COVID-19 pandemic, to attempt to maintain care continuity, telemedicine services were increasingly utilized, despite the lack of data on efficacy in patients with serious mental illness. Patients with serious mental illness are challenging to enroll and sustain in randomized controlled trials over time due to fluctuations in disease exacerbation. However, capturing and examining utilization and efficacy data in community mental health center (CMHC) patients with serious mental illness during the pandemic is a unique opportunity to inform future clinical and policy decision-making.

Objective: We aimed to identify and describe the characteristics of CMHC patients with serious mental illness who experienced treatment interruptions and who utilized telemedicine during the pandemic.

Methods: We conducted a retrospective observational study of treatment interruptions and telemedicine use during the period from December 2019 to June 2020 (compared to the period from December 2018 to June 2019) in New Hampshire CMHC patients. The study population included all Medicaid beneficiaries with serious mental illness engaged in treatment 3 months prior to the declaration of a state of emergency in response to the COVID-19 pandemic. We used chi-square tests of independence and logistic regression to explore associations between treatment interruptions and variables (gender, age, rurality, and diagnosis). Telemedicine utilization was categorized as low (<25%), medium (25%-75%), or high (>75%) use.

Results: A total of 16,030 patients were identified. New Hampshire CMHCs demonstrated only a 4.9% increase in treatment interruptions compared with the year prior. Patients who were male (odds ratio [OR] 1.27, 95% CI 1.17-1.38; P<.001), under the age of 18 years (ages 0-12 years: OR 1.37, 95% CI 0.62-0.86, P<.001; aged 13-17 years: OR 1.49, 95% CI 0.57-0.79, P<.001), or among milder diagnostic categories, such as anxiety disorders (OR 3.77, 95% CI 3.04-4.68; P<.001) and posttraumatic stress disorder (OR 3.69, 95% CI 2.96-4.61; P<.001), were most likely to experience treatment interruptions. Patients who were female (OR 0.89, CI 0.65-0.74), 18 to 34 years old (OR 0.74, CI 0.70-0.79), or among milder diagnostic categories, such as anxiety disorder (OR 0.69, CI 0.65-0.74) or posttraumatic stress disorder (OR 0.77, CI 0.72-0.83), and with major depressive disorder (OR 0.73, CI 0.68-0.78) were less likely to be in the low telemedicine utilization group.

Conclusions: The integration of telemedicine supported care continuity for most CMHC patients; yet, retention varied by subpopulation, as did telemedicine utilization. The development of policies and clinical practice guidelines requires empirical evidence on the effectiveness and limitations of telemedicine in patients with serious mental illness.

(JMIR Ment Health 2022;9(3):e33092) doi:10.2196/33092
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Introduction

In response to the COVID-19 pandemic, the use of mental health telemedicine broadly expanded in US community mental health centers (CMHCs). CMHCs are designated by states to provide long-term outpatient behavioral, rehabilitation, and medication mental health services to people with serious mental illness, such as disabling schizophrenia, bipolar disorder, major depression, posttraumatic stress disorder, or other anxiety disorders [1]. More than 10 million Americans (approximately 5%) have serious mental illness, and such mental illnesses are a leading source of disability and treatment expenses [2,3], with schizophrenia alone costing approximately US $37.7 billion per year [4].

Prior to the pandemic, telemedicine was used to maintain mental health care continuity when patients and providers were separated by a distance, address transportation or childcare-related barriers, and address provider shortages [5,6]. Avoiding interruptions and dropout in outpatient care has been shown to prevent mental illness symptom exacerbation and the need for costly crisis services, such as emergency room visits and inpatient psychiatric hospitalization [7,8]. Medicaid is the most common payor for patients with serious mental illness due to related disability with resulting low income [9]. Prior research has demonstrated deficits in serious mental illness patient access, utilization, and efficacy of telemedicine as a modality for care delivery. Access concerns are related to limited digital bandwidth in rural areas and device ownership in low socioeconomic status households [10]. Some serious mental illness services require in-person contact that is not possible to deliver via telemedicine [11,12]; additionally, patients with high levels of symptoms and disorganization, which can occur with schizophrenia and bipolar disorder, may have difficulty utilizing this form of treatment.

Prior to the pandemic, CMHC telemedicine services were delivered via videoconference to a small, but growing, number of patients [13]. Typically, patients presented to the local CMHC office, where necessary electronic devices and connectivity were provided, in order to connect with a mental health provider located at a distance. In this pre-pandemic model, the role of the local CMHC was to mitigate telemedicine access and utilization concerns.

As the pandemic emerged in the United States, federal and state governments, followed by the Centers for Medicaid and Medicare Services, put a hold on regulatory requirements that had created barriers to telemedicine utilization in the delivery of health care services prior to the pandemic, specifically regarding Health Insurance Portability and Accountability Act–approved technology and the required location of the provider during the time of the patient visit [14]. State legislation and policy developments regarding telemedicine followed; these emergency changes broadened the scope of providers who may deliver services via telemedicine and permitted patients to receive these services from their own homes [15,16]. This transition occurred prior to addressing access and utilization concerns and despite little empiric evidence on the efficacy of such services for people with serious mental illness, in general, or for people with schizophrenia and bipolar disorders, in particular.

Research about telemedicine prior to the pandemic found that user perceptions influenced the success of its implementation, users required more technology support than was available, and reimbursement presented a barrier. Clinical efficacy trials [10,11,17-24] of mental health telemedicine utilization, albeit with small sample sizes, indicated that although addressing clinician concerns, logistical problems, technology, and staffing would be necessary [17,18], telephone-based cognitive behavioral therapy for psychosis showed high therapeutic alliance [19] and treatments by phone or video were effective for major depressive disorder [20-23], posttraumatic stress disorder [10,11], and general outpatients [24]. Telemedicine via telephone facilitated low-threshold support to 120 patients with serious mental illness to promote psychotropic mediation adherence for 6 months [25]; however, no large randomized trials broadly evaluating utilization and efficacy of telemedicine in patients with serious mental illness were identified.

Initial findings during the pandemic with respect to telemedicine for people with serious mental illness are mixed but indicate that many patients are willing and able to use video- or telephone-based telemedicine from their homes [26-29]. Another study [15] on service delivery for people with all types and severities of mental illness demonstrated a widening telemedicine utilization disparity between general and minority populations that occurred in the presence of an overall increase in mental health service utilization during the pandemic and suggested that there were increased barriers to telemedicine for minority populations. Additionally, a national survey about telemedicine utilization in patients with serious mental illness demonstrated a need for improved technical support and appointment availability, while at the same time suggesting telehealth visits can promote self-care strategies and resilience [30].

The dramatic transition to mental health telemedicine that occurred during the pandemic provides an important opportunity. The pivot to telemedicine in the serious mental illness population offers a vast, natural experiment to address the literature gap resulting from the challenges of enrolling and sustaining this population in randomized trials over time due to fluctuating symptom presentation and disease severity. Objective data on utilization of telemedicine and continuity of care in CMHC patients with serious mental illness during the pandemic will inform future clinical and policy making. It is critical to recognize the diversity that exists within the serious mental illness community, mitigate biases and assumptions regarding the prospects of telemedicine in this population, and identify characteristics of specific subgroups that may fare better or worse with treatment delivered by telemedicine. The purpose of this study was to (1) describe the characteristics of patients with serious mental illness associated with disruption in services despite the telemedicine expansion during the initial 3 months after the state of emergency declaration in response to COVID-19, (2) describe the characteristics of patients with serious mental illness who were most and least likely to use telemedicine, and (3) determine the extent to which various subpopulations utilized telemedicine to receive treatment.
Methods

Overview
We conducted an observational retrospective study using New Hampshire Medicaid service claims in CMHCs delivering serious mental illness services. The examination compared the 3-month period after the declaration state of emergency (study retention period) to the 3-month period prior to the declaration (study base period), encompassing December 1, 2019 through June 30, 2020. Additionally, in order to assess and account for baseline variability in treatment retention in this vulnerable population, claims were examined from 1 year prior (December 1, 2018 through June 30, 2019).

Ethics
The University of New Hampshire institutional review board reviewed the study protocol and, given that claims data did not contain identifiable protected health information, determined that this study did not require approval.

Study Population
Service claims for New Hampshire Medicaid beneficiaries were included in the analysis if the beneficiary (1) was active or eligible in Medicaid for at least one day within the study base or retention periods and (2) received at least one treatment service from a CMHC during the first 3 months of the study period (December 1, 2019 through February 29, 2020). Patients were excluded if they did not have a treatment service in the study base period.

Study Periods
Due to the COVID-19 pandemic, all 10 of the New Hampshire CMHCs rapidly transitioned most services to telemedicine with patients and providers in their home environment. Clinical providers, in collaboration with patients, determined the treatment delivery modality (ie, onsite versus telemedicine). All New Hampshire CMHCs transitioned to providing at least 50% of services by telemedicine on or before April 1, 2020. March 2020 was a transitional month, and thus, was eliminated from the data set. Therefore, the defined periods were (1) the study base period, from December 1, 2019 through February 29, 2020; (2) the study retention period, from April 1, 2020 through June 30, 2020; (3) the time-trends comparison to study base period, from December 1, 2018 through February 28, 2019; and (4) the time-trends comparison to study retention period, from April 1, 2019 through June 30, 2019.

Claims Acquisition and Preparation
New Hampshire Medicaid claims data, which included CMHC treatment service claims, patient diagnoses, and patient demographic information, were obtained from the New Hampshire Department of Health and Human Services Enterprise Business Intelligence data warehouse in November 2020. Claims for all services provided in CMHCs as defined by National Provider Identifier during the 4 study periods were included. Files were excluded if demographic data were incomplete.

Results
CMHCs in New Hampshire experienced a 15.0% increase in the number of patients using treatment services from 2019 (n=13,456) to 2020 (n=15,471). In the study retention period, in the quarter after the state of emergency declaration, 18.3% (12,635/15,471) of serious mental illness beneficiaries were not
retained in community mental health treatment; in the analogous period in 2019, 13.4% (11,492/13,456) of serious mental illness beneficiaries were not retained.

There was a 3.0% higher probability of service interruption in male patients versus female patients from 2019 to 2020 (Table 1), and the probability of service disruption increased from 2019 to 2020 in each age group (0-12 years old: 6.9%; 13-17 years old: 5.8%; 18-34 years old: 4.2%; 35-54 years old: 4.7%; 55 years and older: 3.3%).

The probability of service disruption from 2019 to 2020 increased from 5.6% for rural ZIP codes and 4.9% for urban ZIP codes, and the probability of service interruption from 2019 to 2020 increased 2% for patients with schizophrenia, 1% for patients with bipolar disorder, 4.6% for patients with major depression, 5.1% for patients with posttraumatic stress disorder, and 6.8% for patients with anxiety and all other disorders.

A logistic regression model was used to examine the association of categorical variables with age group 55 years and older serving as dependent variable for age group comparison and schizophrenia serving as the dependent variable for diagnosis comparison (Table 2).

Table 1. CMHC patients with serious mental illness with treatment interruptions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>2020 (n=15,471)</th>
<th>2019 (n=13,456)</th>
<th>Change from 2019 to 2020</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Treatment interruption, n</td>
<td>Probability (P&lt;.001), %</td>
<td>Treatment interruption, n</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1495</td>
<td>18.0</td>
<td>1027</td>
</tr>
<tr>
<td>Male</td>
<td>1548</td>
<td>21.6</td>
<td>937</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-12</td>
<td>689</td>
<td>22.3</td>
<td>470</td>
</tr>
<tr>
<td>13-17</td>
<td>565</td>
<td>22.7</td>
<td>377</td>
</tr>
<tr>
<td>18-34</td>
<td>873</td>
<td>23.6</td>
<td>551</td>
</tr>
<tr>
<td>35-54</td>
<td>623</td>
<td>16.6</td>
<td>373</td>
</tr>
<tr>
<td>≥55</td>
<td>293</td>
<td>12.1</td>
<td>193</td>
</tr>
<tr>
<td><strong>ZIP code</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>1168</td>
<td>21.2</td>
<td>754</td>
</tr>
<tr>
<td>Urban</td>
<td>1860</td>
<td>18.8</td>
<td>1191</td>
</tr>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>105</td>
<td>6.8</td>
<td>72</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>134</td>
<td>11.0</td>
<td>107</td>
</tr>
<tr>
<td>Major depression</td>
<td>762</td>
<td>20.1</td>
<td>493</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>778</td>
<td>21.9</td>
<td>516</td>
</tr>
<tr>
<td>Anxiety or other</td>
<td>1265</td>
<td>23.5</td>
<td>776</td>
</tr>
</tbody>
</table>

Most beneficiaries (11,672/12427, 93.9%) participated in at least one telemmedicine visit during the period from April through June 2020; in contrast, during the analogous period in 2019, a very small percentage of beneficiaries (390/13456, 2.9%) (Table 3). All subpopulations within the CMHCs were able to access and utilize telemedicine for at least a part of the treatment plan. Low, medium, and high telehealth utilization in April through June 2020 are shown by gender (Figure 1), age group (Figure 2), ZIP code (Figure 3), and diagnosis (Figure 4) categories.

Female patients had lower odds (OR 0.87, 95% CI 0.86-0.92) than male patients of going from low utilization to either moderate or high utilization. Compared with patients 55 years and older, patients 0 to 12 years old (OR 1.18, 95% CI 1.09-1.27) and 13 to 17 years old (OR 1.16, 95% CI 1.09-1.25) had greater odds and patients 18 to 34 years old (OR 0.74, 95% CI 0.70-0.79) and 35 to 54 years old (OR 0.79, 95% CI 0.74-0.84) had lower odds of going from low utilization to either moderate or high utilization. Except for patients with bipolar disorder (OR 0.93, 95% CI 0.84-1.02), patients with diagnoses other than schizophrenia had lower odds of going from low utilization to either moderate or high utilization (major depression: OR 0.73, 95% CI 0.68-0.78; posttraumatic stress disorder: OR 0.77, 95% CI 0.72-0.83; anxiety or other disorders: OR 0.69, 95% CI 0.65-0.74).
Table 2. Logistic regression results for patients experiencing treatment interruption.

<table>
<thead>
<tr>
<th>Variable</th>
<th>OR(^a) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.78 (0.72-0.85)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>1.27 (1.17-1.38)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-12 years</td>
<td>1.37 (1.17-1.61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>13-17 years</td>
<td>1.49 (1.27-1.75)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-34 years</td>
<td>1.83 (1.58-2.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>35-54 years</td>
<td>1.29 (1.11-1.50)</td>
<td>.001</td>
</tr>
<tr>
<td>≥55 Reference</td>
<td></td>
<td>N/A(^b)</td>
</tr>
<tr>
<td><strong>ZIP code</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>1.12 (1.03-1.22)</td>
<td>.006</td>
</tr>
<tr>
<td>Urban</td>
<td>0.89 (0.82-0.97)</td>
<td>.006</td>
</tr>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Bipolar</td>
<td>1.67 (1.28-2.17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Major depression</td>
<td>3.52 (2.67-4.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>3.69 (2.96-4.61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Anxiety or other</td>
<td>3.77 (3.04-4.68)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.
\(^b\)N/A: not applicable.
### Table 3. Telemedicine utilization among patients with serious mental illness in the study retention period, after the pandemic state of emergency.

<table>
<thead>
<tr>
<th>Variables</th>
<th>All N</th>
<th>Low use n</th>
<th>Low use %</th>
<th>Medium use n</th>
<th>Medium use %</th>
<th>High use n</th>
<th>High use %</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>12,427</td>
<td>1845</td>
<td>14.84</td>
<td>6294</td>
<td>50.64</td>
<td>4288</td>
<td>34.50</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>6792</td>
<td>850</td>
<td>12.51</td>
<td>3394</td>
<td>49.97</td>
<td>2548</td>
<td>37.51</td>
</tr>
<tr>
<td>Male</td>
<td>5631</td>
<td>994</td>
<td>17.65</td>
<td>2897</td>
<td>51.45</td>
<td>1740</td>
<td>30.90</td>
</tr>
<tr>
<td><strong>Age, in years</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-12</td>
<td>2397</td>
<td>255</td>
<td>10.64</td>
<td>1436</td>
<td>59.91</td>
<td>706</td>
<td>29.45</td>
</tr>
<tr>
<td>13-17</td>
<td>1929</td>
<td>218</td>
<td>11.30</td>
<td>1096</td>
<td>56.82</td>
<td>615</td>
<td>31.88</td>
</tr>
<tr>
<td>18-34</td>
<td>2833</td>
<td>360</td>
<td>12.70</td>
<td>1321</td>
<td>46.63</td>
<td>1152</td>
<td>40.66</td>
</tr>
<tr>
<td>35-54</td>
<td>3132</td>
<td>491</td>
<td>15.68</td>
<td>1440</td>
<td>45.98</td>
<td>1201</td>
<td>38.34</td>
</tr>
<tr>
<td>55+</td>
<td>2132</td>
<td>520</td>
<td>24.39</td>
<td>998</td>
<td>46.81</td>
<td>614</td>
<td>28.80</td>
</tr>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>1447</td>
<td>535</td>
<td>36.97</td>
<td>653</td>
<td>45.12</td>
<td>259</td>
<td>17.90</td>
</tr>
<tr>
<td>Bipolar</td>
<td>1080</td>
<td>175</td>
<td>16.20</td>
<td>502</td>
<td>46.48</td>
<td>403</td>
<td>37.31</td>
</tr>
<tr>
<td>Major depression</td>
<td>2949</td>
<td>366</td>
<td>12.41</td>
<td>1456</td>
<td>49.37</td>
<td>1127</td>
<td>38.21</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>2769</td>
<td>291</td>
<td>10.51</td>
<td>1534</td>
<td>55.40</td>
<td>944</td>
<td>34.09</td>
</tr>
<tr>
<td>Other</td>
<td>4182</td>
<td>478</td>
<td>11.43</td>
<td>2149</td>
<td>51.38</td>
<td>1555</td>
<td>37.18</td>
</tr>
<tr>
<td><strong>ZIP code</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>4353</td>
<td>517</td>
<td>11.87</td>
<td>2221</td>
<td>51.02</td>
<td>1615</td>
<td>37.10</td>
</tr>
<tr>
<td>Urban</td>
<td>8037</td>
<td>1321</td>
<td>16.43</td>
<td>4056</td>
<td>50.46</td>
<td>2660</td>
<td>33.09</td>
</tr>
</tbody>
</table>

**Figure 1.** Telemedicine use by gender.
Figure 2. Telemedicine use by age group.

Figure 3. Telemedicine use by rurality.
Discussion

Telemedicine was utilized by the majority of CMHC patients in the months following the pandemic, likely supporting continuity of care for many vulnerable patients with serious mental illness. This is consistent with the results of national surveys on telemedicine utilization in serious mental illness [27,30,31]. Yet, even with the substantial rollout of telemedicine, retention in treatment was less than retention the prior year, and some subpopulations were more at risk for treatment interruptions than others. With limited data available on telemedicine care delivery in persons with schizophrenia and bipolar disorder in particular, this data may be used to inform the decision of how best to deliver care in this population.

Older patients and patients with more severe disorders (ie, schizophrenia) were more likely to be retained in treatment; however, they were also the least likely to utilize telemedicine. This finding shows that the decision for choosing modality of care can be trusted and empowered at the clinical level, as these vulnerable patients demonstrated higher than average retention rates. The findings of this study suggest that health care professional are able to individually identify for whom and when telemedicine was a viable option. The choice of treatment modality is nuanced and may affect whether a patient is retained in treatment. With treatment retention as the overarching goal, these findings support individualized decision-making about treatment delivery modalities through patient–provider collaboration.

Female patients were more likely to use more telemedicine and more likely to be retained than male patients. Although all age groups used a lot of telemedicine services, we found that patients 55 years and older had the lowest rates of interrupted service and were in the lowest telemedicine utilization category. While some older adults require assistance navigating digital platforms [32], a systematic review [33] of telemedicine feasibility and acceptability in older adults suggested patients demonstrated high levels of feasibility and acceptability, health care providers perceived patients of this age group to have physical, sensory, cognitive, and visual–spatial challenges to successful telemedicine use. These perceptions demonstrate a bias among telemedicine use in older adult patients that is impeding this method of care delivery [33]. Based on these findings, exploring decision-making around modality choice with older adults must include recognition of individual and systemic biases that may be limiting a meaningful means of service delivery. Furthermore, adequate technical support must be put in place to ensure an equitable health care delivery system.

Youth under 18 years old, have been found, prior to the pandemic, to have high rates of acceptability and satisfaction with telemedicine services [12,34,35]; however, nevertheless, consistent with previous findings [36], the findings of our study showed that youth and adolescents had the greatest increase in service interruption compared with all other age groups year over year. Thus, the pediatric service interruptions were not expected and the cause for this should be further explored. While the under 18-year-old patient population utilized more telemedicine than most other age groups, telemedicine use during pandemic lockdowns would have required internet access, device access, and parental support or supervision. Adequate internet access was a challenge during the pandemic as work and school demands transitioned to remote access [37]. Beyond internet access, Wi-Fi–enabled devices (ie, mobile phones, laptops, and tablets) were needed by adults and children to meet this new form of engagement with work and school. Additionally, parents and caregivers were strained balancing...
home and work responsibilities, therefore, parents limited capabilities, to manage minor’s mental health appointments, might be expected. Finally, with most schools pivoting to web-based learning, there were fewer adults witnessing the behaviors and mental health needs of the students to encourage outreach for mental health services [38]. However, before this service interruption rate of our youth is accepted as a result of pandemic specific circumstances and not representative of broad telemedicine mental health services, root causes must be explored. Because traumatic childhood events can have a long-term impact, facilitating youth engagement in mental health services overtime must be improved.

Living in urban or rural area did not significantly impact likelihood of retention in services (P=.006) or telemedicine utilization (P=.009). In contrast, Chu et al [31] found that urban-dwelling patients demonstrated a larger increase in telemedicine utilization residing in Ontario, Canada.

Social isolation and the spread of misinformation during the pandemic has been documented to have precipitated symptom exacerbation in preexisting mental illness [39] and some psychotic events in those struggling with schizophrenia. However, stable levels of psychotic symptoms and an increase in a sense of well-being are documented in early literature exploring this disease during the COVID-19 outbreak [40]. These positive outcomes are consistent with our findings that persons with schizophrenia were the most likely beneficiaries to be retained for services during the study period. Of all diagnoses, schizophrenia demonstrated the lowest use of telemedicine services.

Offering a mixed modality of service options enabled New Hampshire CMHCs to have a very high level of retention across demographic and diagnostic variables. It should be noted in this discussion that a large majority of serious mental illness beneficiaries were able to demonstrate access, utilization, and knowledge how to pivot to telemedicine services for continuity of care during this exceptional public health emergency. Given the scope of challenges facing all beneficiaries and health care facilities from April to June 2020, during the onset of the pandemic, retention in services continued at a rate of only 4.9% below that of the prior year during the same time.

There were 4 main limitations to this research. First, service modality specific coding and billing modifiers used to differentiate between televideo and telephone services were not available from the outset of the state of emergency. This was likely due to parity in billing and other pressing needs during the outset of the pandemic. A national survey of patients with serious mental illness during the same period as that of our study (April through June 2020) found that approximately 64% of telemedicine visits occurred via the telephone [27] versus 23% via televideo and 13% via a combination of telephone and televideo; however, these findings were based on self-reported information and could not be validated through claims data. Second, race and ethnicity reporting in Medicaid claims was incomplete, and thus, race/ethnicity could not be included as a variable. The majority of the New Hampshire Medicaid beneficiaries receive benefits through privately managed companies for plan administration; adherence to collecting the data on race and ethnicity was poor among privately managed companies. Third, qualitative data were not collected to understand the provider–patient decision-making about choice of service modality, which would have further identified variables impacting successful engagement with care. Fourth, we collected data under the conditions of a global pandemic. It is not clear if the provider or patient behaviors and actions exhibited during this time are representative of those when there is no pandemic.

It is well documented that people with serious mental illness have greater difficulties coping with disaster events, including higher avoidance, less resilience, and a stronger likelihood of an adverse exacerbation of symptoms to a distant event, let alone one happening in the present day. Treatment continuity is critical to prevent personally and financially costly exacerbations. This research demonstrated that individualized service modality decisions to promote engagement are effectively determined between patient and provider. Furthermore, telemedicine promoted continuity of care during the pandemic across all subpopulations of CMHC patients with serious mental illness, with some populations demonstrating more utilization than others.

This research examined the initial months after the state of emergency; a more comprehensive evaluation of the effectiveness of telemedicine for people with serious mental illness is needed. Stakeholders, including patients, providers, administrators, and policymakers, require data demonstrating how best to sustain engagement in care for CMHC patients in order to make decisions about when and for whom telemedicine is efficacious.
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