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Abstract

Background: Mental health problems are widely recognized as a major public health challenge worldwide. This concern highlights the need to develop effective tools for detecting mental health disorders in the population. Social networks are a promising source of data wherein patients publish rich personal information that can be mined to extract valuable psychological cues; however, these data come with their own set of challenges, such as the need to disambiguate between statements about oneself and third parties. Traditionally, natural language processing techniques for social media have looked at text classifiers and user classification models separately, hence presenting a challenge for researchers who want to combine text sentiment and user sentiment analysis.

Objective: The objective of this study is to develop a predictive model that can detect users with depression from Twitter posts and instantly identify textual content associated with mental health topics. The model can also address the problem of anaphoric resolution and highlight anaphoric interpretations.

Methods: We retrieved the data set from Twitter by using a regular expression or stream of real-time tweets comprising 3682 users, of which 1983 self-declared their depression and 1699 declared no depression. Two multiple instance learning models were developed—one with and one without an anaphoric resolution encoder—to identify users with depression and highlight posts related to the mental health of the author. Several previously published models were applied to our data set, and their performance was compared with that of our models.

Results: The maximum accuracy, F1 score, and area under the curve of our anaphoric resolution model were 92%, 92%, and 90%, respectively. The model outperformed alternative predictive models, which ranged from classical machine learning models to deep learning models.

Conclusions: Our model with anaphoric resolution shows promising results when compared with other predictive models and provides valuable insights into textual content that is relevant to the mental health of the tweeter.

(JMIR Ment Health 2021;8(8):e19824) doi:10.2196/19824
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Introduction

Background

Mental health problems are widely recognized as major public health challenges worldwide. According to the World Health Organization, 264 million people were affected by depression globally in 2020 [1]. Mental illness, in general, is one of the leading causes of the global burden of this disease. It was estimated that in England, 105 billion British pounds (US $145 billion) were spent on mental health services and treatments or lost in productivity at work in 2018 [2], with the global costs expected to rise to US $6 trillion by 2030 [3]. A significant contributor to this cost is that people living with mental health problems sometimes receive inaccurate assessments [1]. This highlights the need for effective mental health services and a novel approach for diagnosing mental health disorders.

User-generated content on social media, reviews, blogs, and message board platforms offers an opportunity for researchers to explore and classify the huge amount of content in different domains, such as marketing [4], politics [5], and health [6-8], thereby providing a rapid method to understand user-created text and expressed emotion using text classification algorithms. Social networking (eg, Facebook and LinkedIn) and microblogging platforms (eg, Twitter and Tumblr) provide internet users with a safe space to post their feelings, thoughts, and activities. With some users publicly expressing their mental health statuses on their profiles, it becomes possible to train classification engines to detect internet users with mental health problems [9,10]. Using Twitter data, in particular, studies have examined users with depression [11-14], postpartum depression [15], anxiety, obsessive compulsive disorder, and posttraumatic stress disorder [11,16]. In addition, Facebook data were also used to detect users with depression [17,18] and postpartum depression [19].

Generally, text classifiers and user classification models tend to be developed separately. This presents a challenge for researchers who want to simultaneously understand both text sentiment analysis and user sentiment analysis. In this paper, we present a predictive model that can detect users with depression and identify their tweets as those related to health. An ideal technique for developing this type of model is multiple instance learning (MIL) [20], where the model can learn from a set of labeled bags or users instead of a set of individual instances or user-generated messages.

Anaphora resolution is an established natural language processing (NLP) problem and an emerging field in the analysis of social media content that helps with determining which previously mentioned person is the subject of a subsequent statement and understanding references to someone in the content on social media. This is particularly relevant to social media, as posts may frequently refer to individuals other than the tweeter [21].

Objectives

To the best of our knowledge, no study has focused on detecting users with depression on social networks with an anaphoric interpretation of the content. In this study, we aim to address the problem of anaphora resolution in user-generated content and present a predictive model that can reliably identify statements, thoughts, and attitudes relating to the tweeter, rather than a third party.

The objective of this study is to investigate whether user-generated content from Twitter can be used to detect users with depression. This raises three research questions:

1. Can MIL be used to develop a predictive model for detecting users with depression from their tweets?
2. Can sentiments of unlabeled tweets be predicted from the labels of users with depression?
3. Can anaphora resolution be combined with MIL to eliminate false positives?

This paper introduces MIL models with and without anaphora resolution to detect users with depression from their generated textual content on Twitter and predictive models that can highlight posts relevant to mental health. The results show that our algorithm outperforms the major recently published algorithms in the field. We further illustrate the differences in the tweets related to mental health from users with self-declared depression and users with no depression.

This Study

This study focuses on text analysis, predictive models for detecting social network users with mental disorders, and MIL. The most relevant studies published to date are reviewed below.

Text analysis is an NLP approach for identifying information within text. This technique has been developed to understand the textual content automatically and computationally. During the early stages of sentiment and emotion analysis, researchers manually annotated the text [22]. With the possibility of identifying emotions in text, the content has been computationally analyzed using a keyword or corpus-based approach and a learning-based approach [23,24].

The learning-based approach uses a predictive model to determine the relationship between an input and output word. Word embedding is a common learning-based technique that transforms the words of a document into dimensional vectors for word representation and determines word similarity. Global Vectors for Word Representation (GloVe) is a word-embedding approach that computes and aggregates word co-occurrence for representing the closest linguistic or semantic similarity between co-occurring words as vectors [25]. GloVe was trained on several textual data sets, such as Wikipedia and common crawl (a copy of web content), and supported 50D, 100D, 200D, and 300D vectors.

Anaphora resolution is another text analysis problem related to determining which person is mentioned within textual content. There are three reference resolution algorithms [26]. The rule-based entity resolution extracts syntactic rules and semantic knowledge from the text. The statistical and machine learning–based entity resolution is a method to understand the coreference of a reference to an early entity. Deep learning for entity resolution reduces handcrafted feature requirements and represents words as vectors conveying semantic units. Aktaş et al [21] investigated anaphora resolution for conversations on
Twitter using a corpus and manual annotation. Twitter conversations revealed the cues of anaphora resolution to identify a mentioned person and provide context.

De Choudhury and Gamon [13] pioneered NLP and machine learning approaches for developing predictive models to detect users with mental disorders from social network data using a mental health screening questionnaire and linguistic analysis tools to extract emotional words and web-based behaviors from users’ posts. However, the screening and data collection process was time consuming, and Coppersmith et al. [11] introduced an automatic data gathering method using keywords to find the target users and programmatically retrieve the posts.

Following these initial studies, a number of novel methods have emerged for predicting mental disorders in social network users. The early work focused on classical supervised machine learning techniques and traditional text analysis approaches.

The psychometric analysis of textual content was used to compute the percentage of emotional, functional, and social concern words [13,15]. Linguistic inquiry and word count (LIWC) was used to compute the percentage of words relevant to categories from each tweet. The extracted percentages were then used to train a predictive model based on a support vector machine with a radial basis function [13].

Language models have been applied to analyze social media texts to address spelling errors, shortenings, and emoticons [11]. The language model was developed from an n-gram, which learns from the sequences of text and computes the probability of unseen text relevant to a category of the trained model. This model scored the probabilities of users with depression based on a higher probability of the positive class language model trained from the tweets of users with depression or the negative class language model developed from the tweets of control users [11].

A predictive model based on topic models was developed from the social network profiles of clinically diagnosed patients [17]. The topic model used latent Dirichlet allocation to extract topics from the text. All tweets from each user were used to compute 200 topics, which were then used to develop a logistic regression model for classifying the users with depression [17].

Building on the popularity of neural networks, novel models have been developed using word embedding [27,28] and deep neural network models [28]. The Usr2Vec model transformed text into an embedding matrix, where words commonly used together were represented in closely dimensional spaces for classifying users. The embeddings were learned from users’ tweets and then summarized as user representations. The embedding matrices were used to train a predictive model using a multinomial logistic regression technique [27].

The deep learning model uses word embeddings to represent the sequential words of users’ tweets. A predictive model was trained using a 1D convolutional neural network (CNN) and a global max pooling layer [28].

In addition to the textual content of the posts, a number of writing features can be analyzed: post or blog lengths, time gap between consecutive posts, and day of the week and time of the day of postings. Further network features of interest include likes, numbers of followers or following, characteristics of comments on other users’ posts compared with original posts, and numbers of shares or retweets. Image analysis was used to characterize user posts [29,30].

To develop a predictive model, this study focused on MIL. It is a supervised learning technique first proposed by Keeler et al. [31,32]. Although classical supervised learning requires an instance and a single label to learn during the training process, MIL can learn from a bag of instances \( X = \{x_1, x_2, \ldots, x_N\} \). Each instance \( x_i \) can be independent and has its own individual label, \( y_n \), where \( y_n \in \{0, 1\} \) for \( n=1,\ldots, N \), and it is assumed that each \( y_n \) is unknown during the training process. On the basis of these assumptions, an MIL classifier can predict a label \( Y \) for a given bag \( X \) as follows:

\[
Y = \text{argmax} P(Y|X)
\]

On the basis of these assumptions, MIL can provide an extreme result \( Y=1 \) in the case of having a predicted positive-instance label \( y_n=1 \) in a given input \( X \). The relaxation of the MIL assumption can be computed using aggregated probabilistic distributions of instances, where \( Y=P(x_n) \) for \( n=1,\ldots, N \).

The purpose of MIL is to facilitate the development of a predictive model for detecting social media users with depression and instantly label each of the posts associated with either mental health or other topics. Normally, data sets from social networking are labeled at the user level but not at the post level. This makes it difficult to find a change in patterns in the message topics posted on social networks.

MIL models have been widely applied to image classification [32], object detection [33], image annotation [34], medical image and video analysis [35,36], sentence selection [37], and document classification [38]. In document sentiment analysis, Angelidis and Lapata [20] proposed the MIL network (MILNET) to classify web-based review documents and instantly identify the sentiment polarity of each segment of given documents. MILNET comprises segment encoding, segment classification, and document classification via an attention mechanism. Segment encoding transformed sentences in a document into segments via word-embedding matrices and a CNN. Each segment representation was classified using a softmax classifier. An attention mechanism based on a bidirectional gated recurrent unit (GRU) was used to weight the important segments to make a final document prediction as the weighted sum of the segment distributions. MILNET performed well in predicting the sentiment of a document and identifying the sentiment of the text segments but was not as successful in identifying a person mentioned in the document.

In this study, we adopt the MIL approach to develop two models, namely multiple instance learning for social network (MIL-SocNet) and multiple instance learning with an anaphoric resolution for social network (MILA-SocNet), to classify users with depression and highlight published posts associated with the mental health topic of a tweeter. Both models use novel document segment encoding, a tweet encoder, and user...
representation rather than a document vector. The latter model also includes the anaphora resolution, which further improves the performance.

**Methods**

**Data Set**

The data set was retrieved from Twitter, which provides an application programming interface (API) to search public tweets using regular expressions or stream real-time tweets. This study collected only tweets and users set as public. All collected tweets and users were anonymized. This study was approved by the King’s College Research Ethics Committee (reference number LRS-16/17-4705).

We selected a group of users with depression using the method proposed by Coppersmith et al [11]. Specifically, a regular expression was used to search tweets that contained the statement “I was diagnosed with depression” between January and May 2019. This resulted in 4892 tweets from 4545 unique users, who were then manually screened to ensure that the tweets did not refer to jokes, quotes, or someone else’s depression symptoms. After removing these messages, all tweets in the profiles of the users who posted the tweets were downloaded. After verification, 2132 unique users were included in this data set.

A control group was randomly selected from a list of 2036 users who posted tweets between June 1 and June 7, 2019. Users from the group with depression were removed from the list of the control group.

The limits imposed by the Twitter API allowed us to only download the 3200 most recent tweets of all verified users from the depressed and control groups. In total, 5 million tweets were collected from the 2132 users with depression and 4.2 million tweets from the 2036 users with no declared depression.

**Preprocessing**

Before developing our MIL model, several transformations were performed on the data set. First, the user ID in each tweet was replaced by a generic user. Similarly, any numbers mentioned in tweets were replaced by the number and any specific URLs by url. The character in each hashtag was replaced by the string hashtag (e.g., #depression became hashtag depression). Finally, users with fewer than 100 tweets or less than 80% of tweets in English were removed from the data set, resulting in 3682 users, 1983 with declared depression and 1699 with no declared depression, as depicted in on the left-hand side of Figure 1. In addition, other dimensions of the data set were explored, as shown in Figure 1. Figure 2 illustrates the distribution of the number of tweets between the depressed and control groups. Slight differences were present between the control and depressed groups.

All tweets in our final data set were embedded from pretrained GloVe word vectors. GloVe is an unsupervised machine learning approach and an NLP technique that represents a word as a set of word vectors. GloVe computes and aggregates word co-occurrences to create a vector representation of the closest linguistic or semantic similarity between co-occurrent words [22]. As explained earlier, GloVe was trained on several textual data sets, for example, Wikipedia and common crawl (a copy of web content), and supported 50D, 100D, 200D, and 300D vectors. However, our study used pretrained word vectors trained on 2 billion tweets and 100D vectors to transform our tweets into word embedding.

**Figure 1.** Analysis of data set statistics. The left side shows the percentages of users and tweets between control users and users with depression, where the inner circle presents the number of users and the outer circle presents the number of posts. The middle shows the number of words per post between 2 groups. The right side shows the ratio of retweets to tweets per user between the classes. Blue denotes the control group, and orange represents the depressed group.
Figure 2. The distribution of the number of tweets between the depressed and control groups. This only shows a maximum of 20 tweets for clarity. The depression group with 3200 tweets had 436 users, and the control group with 3200 tweets had 485 users.

Predictive Model

Overview

This section describes the structure of our predictive model to classify a Twitter user with depression. This section will explain how an MIL model with supervised neural networks classifies users and provides a changing pattern of generated text associated with mental health or other topics.

Our proposed MIL-SocNet architecture comprises a tweet encoder, word attention on a tweet, tweet classification, a user encoder, tweet attention, and user classification (Figure 3). The differences between MIL-SocNet and the basic MILNET architecture are the tweet encoder and word attention, respectively. Our model uses a GRU, whereas MILNET uses a CNN and does not have an attentional mechanism.

Furthermore, the MIL-SocNet model was extended with an anaphoric resolution to create the MILA-SocNet model. We present this model to improve performance by adding an anaphora resolution encoder to ensure that the algorithm focuses on posts related to the author (Figure 4).
Figure 3. The structure of our proposed multiple instance learning-SocNet.
The first layer of our proposed model transforms each tweet into a machine-readable form. First, tweets were transformed into word-embedding matrices. Each user publishes $j=1, 2, \ldots, n$ tweets, where $n$ is the number of tweets used to train the model. Each tweet contains $k=1, 2, \ldots, i$ words, where $i$ is the number of words in each tweet and varies from post to post. $W_{jk}$ represents the $k$th word in the $j$th tweet. Each $w_{jk}$ is then embedded through an embedding matrix $W_e$ to be received a word vector $x_{jk}$. This layer embeds all words $w_{jk}$ of jth post to the word vector:

$$x_{jk} = W_{jk}W_e, j \in [1, n] \text{ and } k \in [1, i]$$

The abovementioned equation operates $n$ times. After embedding all words, a bidirectional GRU is used to encode the vector.
The bidirectional GRU presents a hidden representation of $h_{jk}$, which is concatenated from $\vec{h}$ and $\overrightarrow{h}$. The word hidden vector $h_{jk}$ is then sent to an attention mechanism to select the important words.

**Word Attention on a Tweet**

Not every word equally represents tweet meanings. An attention mechanism is used to select words that best capture the relevant meaning of a tweet. The attention layer comprises a tanh function to produce an attention vector $u_{jk}$ of the $k$th word in the $j$th tweet, where $W_w$ and $b_w$ are weights and bias, respectively.

$$u_{jk} = \tanh(W_w h_{jk} + b_w)$$

The importance of words or attention weights $a_{jk}$ is calculated via the normalized similarity of $u_{jk}$ with the context vector of the word level $u_w$, which is learned and updated during the training step.

$$a_{jk} = \frac{e^{u_{jk}^T u_w}}{\sum_{k'} e^{u_{jk'}^T u_w}}$$

Finally, the tweet vector $t_j$ is computed using the weighted sum of word importance with the hidden representation of $h_{jk}$ generated from the bidirectional GRU.

$$t_j = \sum_{k} a_{jk} h_{jk}$$

**Tweet Classification**

To make a prediction about a tweet related to either a mental health or another topic, each tweet vector $t_1, t_2, ..., t_n$ from the attention layer is classified through a softmax function [39].

The function generates the probabilities of tweet labels $p_j$,

$$p_j = \text{softmax}(W p_j + b)$$

where $p_j$ with 1 denoting a mental health–related post and 0 denoting a non–mental health–related post. The labels used to train this layer are derived and computed from the labels of the user level only. The parameters $W_c$ and $b_c$ are learned and updated during the training step. Every predicted tweet label is used to teach a predictive model and detect a user with depression.

**User Encoder**

Detecting users with depression requires a pattern to differentiate between user groups. To predict these users, this study used a temporal pattern of posting generated from the tweet classification layer. This layer concatenates the probabilities of every classified tweet label into a single list of label probabilities called user representation. The user representations between the 2 groups are expected to differ, which will be explored and illustrated in the Discussion section. Then, user representation is passed through a bidirectional GRU to learn the changing patterns of text categories over the observation time. This generates the forward hidden state $\vec{h}$ and the backward hidden state $\overrightarrow{h}$ of the user representation. Finally, they were concatenated to $h_j$.

**Anaphora Resolution Encoder**

For the MILA-SocNet model with anaphora resolution, pronoun features from LIWC [40] are used to add informative interpretations to each tweet. Every tweet was analyzed for emotions, thinking styles, social states, parts of speech, and psychological dimensions.

Each tweet is combined between the extracted pronoun features $s_j$ from the LIWC and a tweet classified label $p_j$ from the tweet classification layer, where $s_j$ with $p_j$ represents the extracted features in the $j$th tweet. This yields the following anaphora resolution vector:

$$r_j = s_j p_j$$

The vector is then passed through a bidirectional GRU to learn the text category and anaphoric features. This generates $h_j$ combined from the forward hidden state $\vec{h}$ and backward hidden state $\overrightarrow{h}$.

**Tweet Attention**

Not all user tweets were equally associated with depression. Some tweets may contain cues relevant to depression, whereas others may not. For this purpose, an attention mechanism is applied to reward tweets that correctly represent the characteristics and are important for correctly detecting a user with depression. This layer performs similarly in both MIL-SocNet and MILA-SocNet. A multilayer perceptron (MLP) produces the attention vector $a_{ij}$ for the $j$th tweet. The parameter $W_i$ denotes the weights of the tweet and parameter $b_i$ represents the bias of the tweet.

The attention weights of tweets or important tweets $\alpha_{ij}$ are computed through the similarity of $u_j$ with the context vector.
of tweet level \( u_r \), which is learned and updated during the training step.

The user vector \( v \) is achieved by summarizing all the information of the tweet label possibilities of a user.

**User Classification**

Finally, a predictive model for detecting a user with depression can be achieved through the user vector \( v \) derived from encoding the concatenation of the probabilities and the attention weights of the classified tweet labels from the user. A softmax function was again used to perform the classification.

**Training the MIL Model**

To train MILA-SocNet and MIL-SocNet, we used the Keras library with TensorFlow backend, a Python library for neural network APIs. We used an adaptive and momental bound method (AdaMod) [41], and the binary cross-entropy loss function to minimize loss. Every tweet from each user was tokenized and limited to 55 tokens or words. The model was trained using 2000 recent tweets from each user, with users with fewer than 2000 tweets having empty tweets padded with 0 values to achieve the matching length. To eliminate overfitting, dropout and early stopping were applied to the model during the training step.

Both our models and replicated models were trained and tested with holdout cross-validation. We split the users experiencing depression into four equal chunks and trained the models against all control users. Thus, each round used 496 users experiencing depression (22.60%) and 1699 control users (77.40%), mirroring the real-world incidence of depression. From the total users included in each round, 20% were used as test sets to evaluate the performance of the models. To reserve the same proportions of classes between the training and test tests, stratified cross-validation was used. Figure 5 shows the cross-validation process.

**Model Evaluation**

To predict whether each Twitter user was likely to be depressed, we also trained a set of published predictive models ranging from classical machine learning to deep learning techniques by using user-generated textual content. Accuracy, precision, recall, and F1 scores were averaged across the test sets. Each model was trained and tested with the same samples in each round; however, data transformations differed in some cases, as explained in the Background section.

To compute the predictive performance of models for detecting social network users with depression, we used the following metrics:

To further compare the performance of MILA-SocNet and MIL-SocNet with the other published models, Akaike information criterion (AIC) was applied across all the models. AIC is a commonly used tool for model comparison and selection [42,43] that measures the information loss in each model, considering the model’s complexity as well. AIC is defined as follows:

$$AIC = n \ln(L) + 2K$$

where \( n \) is the number of samples and \( K \) is the number of parameters or features of a model. \( \ln \) denotes the natural logarithm of likelihood [44]. The equation also uses bias adjustment because of the small sample size [45,46]. A lower AIC value indicates better performance.
Results

This section shows the performance of MILA-SocNet and MIL-SocNet and compares their results in terms of accuracy, precision, recall, and F1 score against several published models including LIWC [13], language [11], topic [17], Usr2Vec [27], and deep learning [28] models, as explained in the Background section.

Table 1 shows the performance of our proposed MILA-SocNet and MIL-SocNet models against the alternative models. As observed, the MILA-SocNet achieves a maximum accuracy (92%), precision (92%), recall (92%), and F1 score (92%), immediately followed by the MIL-SocNet. The MIL-SocNet yielded an accuracy, precision, recall, and F1 score of 90%, 91%, 90%, and 90%, respectively. Each model was evaluated using the area under the curve of the receiver operating characteristic curve. As can be seen in Figure 6, the MILA-SocNet and MIL-SocNet models achieved the highest areas under the curve—93% in both cases. It should be noted that in those studies, the replicated models were reported with different proportions of classes. These results might be higher or lower than our reported results. In our study, the baseline result was 77% in the case of predicting the majority class in all cases. As can be observed, all the models achieved results that were above this baseline.

Table 1 lists the AIC values for each model. The likelihood was computed from the model-based probabilities of the observed labels. The number of parameters of the MILA-SocNet, MIL-SocNet, and deep learning models were recovered from the number of trainable parameters reported by the Keras library. The number of parameters of the language model was taken from the number of vocabularies in the positive and negative language models. The number of parameters of LIWC, Usr2Vec, and topic models were features in the models. The likelihoods and AICs were averaged from cross-validation, as explained earlier. As can be observed, MILA-SocNet achieves the lowest AIC, reflecting the best performance.

Table 2. Performance of our proposed MILA-SocNet (multiple instance learning with an anaphoric resolution for social network) and MIL-SocNet (multiple instance learning for social network) models and all replicated models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy, %</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MILA-SocNet</td>
<td>92.14</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>MIL-SocNet</td>
<td>90.49</td>
<td>0.91</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>Deep learning</td>
<td>89.07</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>Usr2Vec</td>
<td>84.38</td>
<td>0.84</td>
<td>0.84</td>
<td>0.83</td>
</tr>
<tr>
<td>LIWC</td>
<td>83.31</td>
<td>0.83</td>
<td>0.83</td>
<td>0.81</td>
</tr>
<tr>
<td>Language</td>
<td>81.61</td>
<td>0.80</td>
<td>0.82</td>
<td>0.79</td>
</tr>
<tr>
<td>Topic</td>
<td>80.13</td>
<td>0.78</td>
<td>0.80</td>
<td>0.78</td>
</tr>
</tbody>
</table>

LIWC: linguistic inquiry and word count.

Figure 6. Receiver operating characteristic curves of each model. Area under the curve with SDs of each model are denoted by different colors. The x-axis shows the false-positive rate, and the y-axis presents the true-positive rate. The dashed line indicates a random guess. AUC: area under receiver operating curve; DL: deep learning model; LIWC: linguistic inquiry and word count; LM: language model.
Table 2. The Akaike information criterion (AIC) results against all models. Each row is reported with the number of parameters (K), the residual sum of squares, and the AIC. A lower AIC is better.

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of parameters, K</th>
<th>Likelihood</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MILA-SocNet(^a)</td>
<td>59,668</td>
<td>−143.72</td>
<td>−597.05</td>
</tr>
<tr>
<td>MIL-SocNet(^b)</td>
<td>56,296</td>
<td>−210.22</td>
<td>−464.45</td>
</tr>
<tr>
<td>Deep learning</td>
<td>138,502</td>
<td>−309.97</td>
<td>−260.84</td>
</tr>
<tr>
<td>Language</td>
<td>16695.5</td>
<td>−420.31</td>
<td>−61.03</td>
</tr>
<tr>
<td>LIWC(^c)</td>
<td>93</td>
<td>−169.62</td>
<td>575.92</td>
</tr>
<tr>
<td>Usr2Vec</td>
<td>100</td>
<td>−190.28</td>
<td>640.32</td>
</tr>
<tr>
<td>Topic</td>
<td>200</td>
<td>−276.42</td>
<td>1290.66</td>
</tr>
</tbody>
</table>

\(^a\)MILA-SocNet: multiple instance learning with an anaphoric resolution for social network.
\(^b\)MIL-SocNet: multiple instance learning for social network.
\(^c\)LIWC: linguistic inquiry and word count.

Discussion

Principal Findings

In this study, we presented two novel MIL models for detecting social network users with depression based on their self-identifying tweets. The original MIL-SocNet model was extended with anaphoric resolution to produce the second MILA-SocNet model. We also compared the performance of both models with that of several previously published models. As can be seen from Tables 1 and 2, MILA-SocNet and MIL-SocNet outperformed all other models in all metrics. We now look at several potential reasons for this result.

Although deep learning models can be trained on raw textual data, traditional machine learning models (eg, the LIWC, language, topic, and Usr2Vec models) require feature extraction to be performed using external tools, which may introduce the additional risk of losing useful information from short textual data [47,48]. For instance, misspelled and abbreviated words in tweets may not be present in the dictionary of an extraction tool, resulting in the mislabeling of words. This may be one of the reasons why traditional machine learning techniques performed worse than our proposed models.

Another reason for the performance gap may be that the sequential ordering of words in a tweet and tweets posted on a timeline may influence model performance. Training a predictive model with traditional machine learning methods requires aggregated data, which may cause the loss of contextual information compared with deep neural networks that can learn from the sequential information in the data [49-52].

Unlike the deep learning model that we have compared against [28], MILA-SocNet and MIL-SocNet used an attention mechanism that highlights words and tweets relevant to mental health. This attention mechanism may have contributed to our proposed models outperforming the deep learning model, even though our approach is also based on deep learning techniques.

Another important point to consider is that the addition of anaphoric resolution improves the performance of the base MIL model. The difference between MILA-SocNet and MIL-SocNet is only in anaphora resolution encoding, which highlights posts related to the tweeters rather than someone else. This is an important feature that has not been widely investigated in the field and should be considered while designing future studies.

We further explored our proposed models by comparing the model performance under different conditions. A set of different parameters was used to train the models. The number of each user’s posts used to train a model ranged from 500 to 3200 posts. The numbers of embedded dimensions were 50 and 100. The lengths of word tokens used to train the models were 18 and 55 tokens, respectively. Table 3 and Figure 7 show the predictive results of MILA-SocNet and MIL-SocNet with different parameters. Longer post length and longer word token provide better results, which is expected as these provide more textual content. Furthermore, models with fewer embedded dimensions perform worse than models with more dimensions.

After training the models, we investigated their interpretability by observing the attention weights to find out which tweets the model paid most attention to. Two users from each group were randomly selected from those correctly labeled by our model, and attention weights were extracted from the tweet attention layer. Textbox 1 highlights the tweets that achieved the highest and lowest weights for these 4 users, offering some insight into model’s decision-making. Our predictive model with anaphoric resolution can identify tweets related to the tweeters’ own experiences.
Table 3. Performance of MILA-SocNet (multiple instance learning with an anaphoric resolution for social network) and MIL-SocNet (multiple instance learning for social network) with different parameters. The first number in the model name (first column) represents the number of posts, the second is the number of embedded dimensions, and the last is the number of word tokens.

<table>
<thead>
<tr>
<th>Model name</th>
<th>MILA-SocNet models</th>
<th>MIL-SocNet models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy, %</td>
<td>Precision</td>
</tr>
<tr>
<td>2000-100-55</td>
<td>92.14</td>
<td>0.92</td>
</tr>
<tr>
<td>500-100-55</td>
<td>85.88</td>
<td>0.86</td>
</tr>
<tr>
<td>3200-100-18</td>
<td>87.81</td>
<td>0.87</td>
</tr>
<tr>
<td>2000-100-18</td>
<td>86.90</td>
<td>0.86</td>
</tr>
<tr>
<td>500-100-18</td>
<td>83.20</td>
<td>0.82</td>
</tr>
<tr>
<td>2000-50-18</td>
<td>86.62</td>
<td>0.86</td>
</tr>
<tr>
<td>500-50-18</td>
<td>83.88</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Figure 7. Results from different model parameters. Y-axis is the accuracy of the models. X-axis represents the number of posts, embedded dimensions, and post tokens in each model.
A recent survey on using social media data to identify users with depression showed that users from the United Kingdom expressed serious concerns about privacy risks and did not see the potential societal benefits outweighing these risks [53]. Thus, if these technologies are to have a meaningful impact on people’s lives, increased importance must be placed on the transparency and trust of the analytics performed.

Achieving this trust is, to an extent, helped by the compliance of any research with ethical codes and with the General Data Protection Regulation (GDPR), which helps in raising confidence in data safety and transparent analysis. However, GDPR Article 9: Processing of special categories of personal data specifically mentions that consent is not required if permission relates to personal data that are manifestly made public by the data subject. A core problem is the perception that any data in the public domain are automatically available for research. This is highly controversial from an ethical point of view, as the disruption presented by the wide availability of social network data impacts the norms that guide our perception of the usage of our data for research. Ultimately, GDPR is focused on process, not on the objective of the research, which is fundamental to shaping any research consent and the social consensus around it.

This study had some limitations. Collecting control group data is challenging because the samples may contain users with depression who do not publicly express their mental health state on their profiles. Although keyword-based self-declaration is a popular way of asserting depression [11,12], social media users with depression may use more complex ways of communicating their mental health state [54]. There is evidence that social media users post less frequently when they feel low, suggesting that there may be less data available for modeling depression [53]. With regard to technical limitations, this study used additional features from a language analysis tool, which counts words in psychological and word function categories. This may prevent our models from learning word functions directly from sentences. Our future work will use sentence structures extracted from text and train a predictive model with those features [55], which may produce further performance improvements.

The availability of data for model validation is another major concern. Owing to potential ethical issues, there are currently no open data sets to evaluate the performance of predictive models on social network data, making it difficult to compare the model performance. The alternative benchmarking approach used in this study is to replicate well-known study models in the field and apply them to the same data set as the new model being investigated.

Another source of potential bias is the pages that publish tweets about mental health information (eg, mental health charities) and users who report depression experiences of other people (eg, users’ friends, family, or a celebrity). Although we filtered those instances in our study, a significant concern still exists for similar work in the field.

Conclusions
This paper proposes two novel MIL models with and without anaphoric resolution to detect Twitter users with depression. Anaphoric resolution is introduced to address the problem of identifying the subject of a statement made in the post. The classifiers developed comprise a tweet encoder, word attention, tweet classification, user encoder, anaphoric resolution encoder, tweet attention, and user classification layers. Bidirectional long short-term memory layers were used to learn the sequence of words and order of tweets posted on a timeline. Word embedding was applied to transform the textual content into vectors. Additional pronoun features were used to add
informative dimensions to our proposed model and highlight posts relevant to the posters themselves. The approach was evaluated against previously published traditional machine learning and deep learning techniques, and the experimental results show that our proposed model produces notably better results. Anaphoric resolution, in particular, improved the performance of our model further and should be considered for inclusion in future studies.

The potential impact of this research lies in its ability to offer social media users exhibiting signs of depression that are suitable for their formal diagnosis. As in other mental health disorders, treatments for depression produce better outcomes and at a lower cost of treatment, the earlier patients get into services. Targeted advertising by mental health charities may be seen as intrusive but is no different than companies advertising any other products to potential consumers based on their web activity.

Early research into public perception of this type of data usage shows that there is public skepticism about this approach. To overcome this animosity toward using social media data for mental health prediction modeling, we believe that future research in this area should focus on explainability and interpretability. We have shown that deep learning MIL models perform well, but they offer no explanation of their decision-making processes [56,57]. Extraction of patterns from the models can provide interpretability, as we demonstrated with tweet weight examples, and systematic sampling should be used to achieve the levels of trust acceptable to users. To gauge how acceptable these techniques are to the public, we intend to work with citizen juries to explore the change in opinion that such explainability can deliver [58].
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Abstract

Background: Supporting mental health and wellness is of increasing interest due to a growing recognition of the prevalence and burden of mental health issues. Mood is a central aspect of mental health, and several technologies, especially mobile apps, have helped people track and understand it. However, despite formative work on and dissemination of mood-tracking apps, it is not well understood how mood-tracking apps used in real-world contexts might benefit people and what people hope to gain from them.

Objective: To address this gap, the purpose of this study was to understand motivations for and experiences in using mood-tracking apps from people who used them in real-world contexts.

Methods: We interviewed 22 participants who had used mood-tracking apps using a semistructured interview and card sorting task. The interview focused on their experiences using a mood-tracking app. We then conducted a card sorting task using screenshots of various data entry and data review features from mood-tracking apps. We used thematic analysis to identify themes around why people use mood-tracking apps, what they found useful about them, and where people felt these apps fell short.

Results: Users of mood-tracking apps were primarily motivated by negative life events or shifts in their own mental health that prompted them to engage in tracking and improve their situation. In general, participants felt that using a mood-tracking app facilitated self-awareness and helped them to look back on a previous emotion or mood experience to understand what was happening. Interestingly, some users reported less inclination to document their negative mood states and preferred to document their positive moods. There was a range of preferences for personalization and simplicity of tracking. Overall, users also liked features in which their previous tracked emotions and moods were visualized in figures or calendar form to understand trends. One gap in available mood-tracking apps was the lack of app-facilitated recommendations or suggestions for how to interpret their own data or improve their mood.

Conclusions: Although people find various features of mood-tracking apps helpful, the way people use mood-tracking apps, such as avoiding entering negative moods, tracking infrequently, or wanting support to understand or change their moods, demonstrate opportunities for improvement. Understanding why and how people are using current technologies can provide insights to guide future designs and implementations.

(JMIR Ment Health 2021;8(8):e29368) doi:10.2196/29368
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Introduction

Background

Mental health and wellness are common and widespread concerns. Nearly 1 in 4 people will experience a diagnosable mental health condition in their life [1], and many more will experience levels of mental distress that do not rise to clinical levels [2]. The chronic underfunding of mental health services means that not enough trained providers exist to meet the need for evidence-based mental health care. As people look for tools to help them understand and improve their mental health and wellness, they are turning to a multitude of nontraditional options, including health technologies. About two-thirds of teens and young adults [3] and nearly half of adults [4] report having used a mobile health app, with many using apps specifically for mental health and wellness. The landscape of health technology is growing rapidly; estimates suggest that over 300,000 health app exist, with over 10,000 of those for mental health and wellness [5]. One of the most common reasons people use a health app is to track some aspect of their health [6]. In the mental health and wellness space, tracking usually involves either specific tracking, which focuses on disorder-related symptoms, or general tracking, which relates to transdiagnostic factors—or those that transcend disorders or that everyone experiences to various degrees [7]. The most common transdiagnostic factor in tracking of mental health and wellness is mood. Reviews conducted in 2020 [8] and 2021 [9] have found that tracking of moods, thoughts, or behaviors is present in over half of mental health and depression apps, and is one of most common features of these apps. Thus, mood tracking appears to be a common, relevant health feature that people track through apps.

Despite the prevalence of mood-tracking features in mental health apps, most research on mood-tracking apps has focused on (1) novel system design or (2) advancing methods for mood tracking in the context of treatment for specific clinical disorders (eg, [10-12]). Less is known about people’s experience with publicly available mood-tracking apps, that is, apps that people can download directly from the app stores and start using on their own. The few studies that have explored people’s experiences with mood-tracking apps have built understanding from app store reviews [13,14], but these are limited in the type of information they contain, and also tend to come from a biased sample of users with particularly positive or negative experiences to share [5].

This study aims to fill this gap by understanding more deeply the experience and views of those who have used publicly available mood-tracking apps in their daily lives. To gain more understanding of how and why people use apps to track their moods, we conducted an interview study with people who had used or were currently using a mood-tracking app. Data were collected in a semistructured interview that enabled us to learn about people’s experiences using mood-tracking apps “in the wild,” as well as through a card-sorting task to learn about people’s reactions to screens from various publicly available mood-tracking apps. In both the interview and card-sorting task, we explored what people find useful and challenging about data entry and review approaches in existing mood-tracking apps. Our procedures, including the questions in the semistructured interviews and the types of screens selected, were guided by models of personal informatics; thus, we first discuss personal informatics including considerations of entering and tracking data. We then discuss the existing literature on mood-tracking apps to better frame our contribution to current knowledge.

Self-Tracking and Personal Informatics

Technology designed to support people in tracking aspects of themselves and their behaviors, known as personal informatics systems [15], has become increasingly widespread. Personal informatics systems to support health and wellness are particularly common, supporting people in monitoring their physical activity [16], diet [17,18], sleep [19], and mood [14]. Research in personal informatics has primarily focused on understanding people’s needs and practices around tracking behaviors they have some direct control over, such as what and how much a person is eating or walking [20], often with the aim of making these behaviors more salient to satisfy curiosity or promote awareness [15], or to facilitate behavior change or habit formation [16].

By contrast, mood is not a behavior, rather it is a bodily and cognitive experience encompassing both physiological reactions and thoughts [21]. Accordingly, people may not have direct control over their mood and might be interested in understanding why certain mood states occur. This might hold some similarity to other bodily or cognitive experiences people track including chronic health conditions such as migraine [22], multiple sclerosis [23], irritable bowel syndrome [24], or recurrent bodily experiences such as menstrual cycles [25]. In these domains, people often aim to predict when an event might come (eg, when a person is due to have their next period), monitor a symptom’s frequency (eg, whether migraines are occurring more often), or learn what triggers a symptom (eg, whether a food triggers an intolerance).

Self-tracking domains vary in what kinds of data they collect and how they present that data back to the user. Aligning with the quantified self-mana of “self-knowledge through numbers” [26], many personal informatics systems strive to collect quantitative and objective data which can be sensed and are particularly well-suited to quantification, such as steps walked or food eaten. Other apps aim to support quantification of journaled data, such as validated questionnaire scales for stress [27] and calorie lookups for foods [18]. Measurable goals can be useful for goal setting and monitoring [28], and are often visualized to promote self-reflection [15]. Other personal informatics systems instead leverage qualitative or multimedia data, such as ratings, explanations, and photos. These systems can help promote awareness such as of food choices [29]. Systems involving open-ended data can also support people in curating a record for later reflection, reminiscence, or sensemaking [30]. Researchers who contribute to the personal informatics literature often look to understand and overcome barriers to collection of self-tracked data and support reflection on such data [15]. Reflection is often supported through visual summaries or feedback to promote self-understanding or encourage desirable behaviors [31]. Systems have proposed that...
self-understanding and persuasion can be promoted by summarizing tracked data in natural language sentences [32], presenting data passively on the home or lock screen of a phone [33], forecasting future data based on current data [34], encoding data into abstract shapes or images [35], or encouraging reflective thought on specific events from the past [36]. However, it is unclear what data form(s) people seek and prefer for mood.

Mood-Tracking Apps

Most research on mood-tracking apps has attempted to advance novel system design or to understand their benefits. Some examples of novel system designs include using various visual representations of mood [37], tangible modalities [11], and reducing traditional assessments of mood [38]. Although mood is tracked manually in these instances, other work is exploring whether tracking could be done automatically through passive collection of data from smartphones or wearable devices [39-41]. One way to determine the benefit of mood-tracking apps is to compare them with traditional forms of tracking, such as paper-and-pencil tracking. Comparisons between mood-tracking apps and traditional paper versions of mood assessments for individuals with mood disorders have shown similar outcomes [12,42,43]. For example, MobiMood, a mood-tracking app developed for tablet devices, was compared with traditional measures of depression, anxiety, and rumination and MobiMood was found to have good validity, while improving the ability to capture daily fluctuations in mood over those measures [44]. Other mood-tracking apps, such as Aurora and Monarca, have been reported by users to support greater awareness of their emotion and moods and provide useful information to reflect on [45,46]. However, translational barriers mean that apps designed and evaluated in research settings are rarely available on app stores. Moreover, commercially available mental health technologies vary considerably in the actual features they offer [47]. Thus, there is a need to study publicly available mood-tracking apps, and how people perceive their benefits, as people’s experiences with publicly available mood-tracking apps differ significantly from experiences with research prototypes.

Some work has begun to understand publicly available mood-tracking apps by characterizing their features. Caldeira et al [14] reviewed mood-tracking apps in light of Li et al’s model of personal informatics [15] and found that the majority of features mapped on to the collection (entry) and reflection (review) phases. For mood entry, some apps allow people to select from faces or emojis, typically labeled with text descriptors (e.g., “happy,” “angry,” “content”). Others use 1 or more scales, sometimes with textual anchors (e.g., “terrible,” “ok,” “great”) or without, or allow people to select from a list of words or describe their own mood in free text. For mood review, many apps use a form or list to summarize the moods a person has logged, for example, a scrolling feed of all entries or a daily list summarizing the moods a person has journaled in a day. Others provide graphs which summarize the relative frequency of different logged moods, showing how moods have varied over time; or calendars to describe the typical mood each day, week, or month; or simply surface counts of the number of times various moods have been logged. Although research has demonstrated that people like apps that facilitate mood tracking [6], little research has understood why and what features of mood-tracking apps drive this interest.

Some work has explored people’s perceptions of app features and general impressions of mood-tracking apps, and has demonstrated that tracking one’s mood might be motivated by desires to produce awareness and become more mindful of one’s own mental health [48]. Although Drake and colleagues [49] found only moderate enthusiasm for the usefulness of an online mood-tracking platform, participants found the ability to see one’s mood displayed over time beneficial. However, some of the features participants rated as less useful, such as automatic feedback provided about one’s mood, might have been rated lower not because that feature could not be helpful, but instead due to the feature’s implementation. Two studies, Caldeira and colleagues [14] and Widnall and colleagues [13], explored users’ experiences of a wide variety of publicly available mood-tracking apps; however, they did so by analyzing app reviews from the app stores.

In sum, past work has proposed and evaluated diverse features facilitating data entry and review for mood-tracking apps. However, this work has focused primarily on the design and feasibility of novel mood-tracking technologies, rather than on understanding why and how people are using publicly available and popular mood-tracking technologies in the real world. These novel mood-tracking technologies seldomly become available to the public after their feasibility assessments, leading to a research-to-product gap. Feedback on specific apps and app reviews are both somewhat limited in providing understanding of people’s experiences with apps. App reviews tend to offer open-ended and general reflections rather than specific aspects of app features, while reflections on single apps can relate to specific implementation challenges. Therefore, we need deeper understanding of people’s experience with various mood-tracking apps and reactions to the different ways mood-tracking features including data entry and review are implemented. We therefore sought to better understand why people who choose to use mood-tracking apps in real-world settings do so and how useful or problematic people find aspects of these apps, especially features of data entry and review. We did so by conducting semistructured interviews and a card sorting task with people who were or had previously used a mood-tracking app. We were specifically interested in answering the following research questions:

- Why and how do people use mood-tracking apps?
- What do people find useful about the approaches that mood apps take to entry and review?
- What do people find challenging about the approaches that mood apps take to entry and review?

Answering these questions will help better understand the use of mood-tracking apps in real-world contexts and might inform the design and implementation of mental health technologies to account for people’s everyday perspectives and experiences.
**Methods**

**Procedure**

We conducted in-person sessions with people who were currently using or had previously used a mood-tracking app. The study was approved by the Institutional Review Board at the University of California, Irvine. Consent was obtained via oral confirmation including receipt and review of a study information sheet during the in-person sessions. These sessions were performed by research team members including student trainees, masters-level research staff, and faculty with expertise in psychology and computer science/informatics. Each session consisted of a semistructured interview and a card sorting activity, split roughly evenly between the interview and the activity. Participants granted verbal consent to participate and to have the interview audio recorded. We compensated participants US $30 for their time. Combining the semistructured interview and the card sorting activity, the average total length of these sessions was 54 minutes (SD 10.1 minutes; range 24.3-68.7 minutes).

The semistructured interviews aimed to understand what participants who used mood-tracking apps hoped to gain from using them, what data they typically entered, and whether or how they used the information. We asked probing questions to further understand what motivated them to enter and review their mood data and their thoughts about their app’s approach to entry and review. Multimedia Appendix 1 provides the semistructured interview guide used for the interview portion. Prior to starting the interview study, we conducted a systematic review of publicly available mood-tracking apps to understand the types of entry and review features they contained. Although not the focus of this study, this feature review informed the development of the interview guide and screens selected for our card sorting activity. Additionally, we incorporated concepts of data entry and review from personal informatics and from previous reviews of features of mood-tracking apps [14]. We discussed these questions as a study team to arrive at an initial semistructured interview guide and iterated on the guide during training activities and practice sessions described below.

The card sorting activity aimed to understand how people felt about the data entry and review methods typical of mood-tracking apps. We chose 7 data entry and 5 data review screens representative of common strategies used in commercial mood-tracking apps. We selected apps that had representative combinations of mode of entry and mood granularity (ie, number of different options for entering one’s mood) for entry and types of displays, visual representations, and features to facilitate interpretation. For example, data entry techniques included sliders with words at each endpoint, selection of relevant emojis, and open-ended text description fields. Data review techniques included feeds (ie, an updated and ongoing list of all the data entered by the user) and line charts of logged data over time, and pie and bar charts aggregating data from the past week or month. Multimedia Appendix 2 shows the data entry screens and Multimedia Appendix 3 shows the data review screens.

Participants first categorized entry screens and then review screens into those they were “Interested” or “Not interested” in; participants were permitted to also create their own category (eg, “kind of interested” or “really not interested”). While sorting these cards, participants were asked to explain aloud why they found a particular entry or review screen interesting or not. We then asked participants to further categorize the screens they were interested in as “Too Specific,” “Too General,” or “Just Right.” Again, we asked participant to explain the rationale for their choices aloud. Once participants had finished sorting, we asked probing questions to further understand why participants had categorized screens in particular ways. Figure 1 displays an example of the card sorting task for entry screens.

In order to prepare members of the research team for the interviews and card-sorting task, we had several training sessions including group didactics, one-on-one interview practice, a mock session with a supervisor, supervisor participation in initial session(s), and ongoing group supervision. These sessions were facilitated by 3 members (SMS, DAE, and MN) of the lead research team having extensive and diverse experience with interviewing, including 1 PhD-level clinical psychologist (SMS), 1 PhD-level human–computer interaction researcher/informaticist (DAE), and 1 master’s-level project manager (MN). Group didactics included 2 sessions; the first session on interviewing tips included topics such as taking effective notes, facilitating conversation, using identified probes to ask follow-up questions, and addressing difficulties that might arise in interviews, and the second session was on observing an experiencing interviewer conduct the session protocol with a mock participant. An interviewing guide was provided to all research team members following the session on interviewing tips to help support conducting the interviews, in addition to a 1-page tip sheet with examples of open and probing questions which they could refer to during interviews. All interviewers then conducted one-on-one practice sessions with another research team member that was audio recorded and later reviewed by supervisors. Portions of these practice sessions were played in group meetings to help support training on interview methods. Prior to conducting a session with a participant, each research team member conducted a mock session with a supervisor to practice completing the full session protocol and to receive feedback from a supervisor. Lastly, a supervisor attended at least one session for each team member, to observe interviewing skills with participants and to ask follow-up questions as needed. Supervisors were required to sign off on team members training in order for them to start interviewing participants without a supervisor present, and in some cases interviewers had a supervisor present for more than 1 interview. Given that all participant sessions were recorded, portions of sessions were reviewed in group supervision meetings on an ongoing basis to support consistency with the session protocol.
Participants

We recruited 22 participants from May to August 2019 through flyers on and around our university campus, local community centers, and coffee shops, and by email to our university-affiliated research registry. Participants were required to be at least 18 years old and have used an app that allowed them to track their mood, feelings, or mental well-being for at least two weeks. Flyers and emails listed these eligibility criteria, the length of study participation, and the study compensation. Eligibility criteria were checked prior to scheduling their session, including the name of the app the participant had used. Table 1 presents participant demographics. Although our sample skewed young (mean 24.7 [SD 8.9]), participants had a range of ages; 82% (18/22) of participants were women, consistent with data suggesting that women are more likely to use health [50] and mental health apps [51]. Our sample was highly educated, with all but 1 participant indicating completion of some college and many participants having advanced degrees. Although our participants reported using a diverse set of mood-tracking apps, Daylio was commonly used with over 40% (9/22, 41%) of the participants using it. We quote participants in the “Results” section with PXX.
Table 1. Demographic data of participants (N=22).

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>18 (82)</td>
</tr>
<tr>
<td>Male</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>18-58</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>24.7 (8.9)</td>
</tr>
<tr>
<td><strong>Race/Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>11 (50)</td>
</tr>
<tr>
<td>White</td>
<td>6 (27)</td>
</tr>
<tr>
<td>Hispanic-Latinx</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Mixed</td>
<td>3 (14)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>High-school graduate</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Some college</td>
<td>10 (45)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>6 (27)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>4 (18)</td>
</tr>
<tr>
<td><strong>App used</strong></td>
<td></td>
</tr>
<tr>
<td>Daylio</td>
<td>9 (41)</td>
</tr>
<tr>
<td>Pacifica (Sanvello)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Flo</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Moodpath</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Color Calendar</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Clue</td>
<td>1 (5)</td>
</tr>
<tr>
<td>MoodPanda</td>
<td>1 (5)</td>
</tr>
<tr>
<td>T2 Mood Tracker</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Perspective</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Pixels</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Thought Journal</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Length of app use</strong></td>
<td></td>
</tr>
<tr>
<td>&gt;2 years</td>
<td>4 (18)</td>
</tr>
<tr>
<td>&gt;6 months</td>
<td>2 (9)</td>
</tr>
<tr>
<td>&gt;3 months</td>
<td>5 (23)</td>
</tr>
<tr>
<td>&gt;1 month</td>
<td>8 (36)</td>
</tr>
<tr>
<td>&gt;2 weeks</td>
<td>3 (14)</td>
</tr>
<tr>
<td><strong>Timing of app use</strong></td>
<td></td>
</tr>
<tr>
<td>Current users</td>
<td>16 (73)</td>
</tr>
<tr>
<td>Past users</td>
<td>6 (27)</td>
</tr>
</tbody>
</table>

**Analytic Strategy**

We analyzed 22 interviews using a bottom–up thematic analysis [52]. Interviewers composed memos following each interview, which summarized each participant’s perspective. An external company transcribed our recordings. Five members (SMS, MN, JL, DAE, and Lisa Vasquez) of the research team collectively affinity diagrammed [53] a subset of the interview transcripts.
to develop a codebook. Our codebook contained 13 codes (eg, desired benefit from using the app, preferred or disliked data entry methods) with 37 subcodes (eg, for self-awareness, for advice, a preference for gradients scales, a liking for numeric scales). Two researchers (JL and Lisa Vasquez) coded the interview transcripts, discussing and refining codes with input from the rest of the research team. The sample size was determined based on reaching thematic saturation for the themes [54], which occurred after about 15 interviews. We interviewed another 7 participants to ensure no new trends emerged, and then stopped recruiting.

We also counted which categories participants sorted each entry and review screen into. Participants often created their own categories as “in between” the categories we provided or would describe screens in relation to one another (eg, “I’m more interested in card five than card four but less than the other options” [P3]). One researcher (DAE) grouped participant-made categories based on their description and discussed the results with the rest of the research team.

Results

We examined why people seek to use mood-tracking apps and what they find beneficial and challenging about their strategies to supporting data entry and review.

Why Do People Use Mood-Tracking Apps?

Much like other personal informatics domains, participant motivations for tracking were both intrinsic and extrinsic. Some participants began tracking due to life events, while others started due to recommendations, prompting, or suggestions from other people. Participants generally felt that mood tracking helped improve their self-awareness, promoted self-reflection, allowed them to relate their mood to other factors, and aided them in intervening or changing their mood.

Thirteen participants talked about starting to use a mood-tracking app based on life events. These events included particularly stressful times in a person’s life, as a New Year’s resolution, or due to an awareness that one’s mental health seemed to be suffering. P1 noted, “I first started using it when I was in high school when I was experiencing a lot of anxiety, and like some depression because I was really stressed out through the coursework and I thought that by tracking my mood and doing some meditation that are available in the app, it would have helped me to kind of see my emotions and see the pattern of it.”

Interestingly, no participant mentioned using a mood-tracking app in response to a positive time in their life with the goal of capturing or documenting positive emotions or feelings. Most of the events seemed to result in a desire to improve their mood or awareness of their negative moods.

Participants frequently found apps through recommendations from digital tools and social connections. Nine participants conducted their own searches of the app store, 7 participants received recommendations from other people, and 3 chose the mood app from an advertisement. These recommendations included personal and professional sources such as friends, family members, and therapists. As P21 noted, “So, someone I talked to online, she said she used it. She said it was pretty good. I wasn’t feeling very down when I started using it. I just figured it was like a cutesy little way to track how I’ve been doing over the course of the month or a year. So, I started using it.”

P20 similarly expressed using an app based on a recommendation; however, their recommendation came from a professional rather than someone online. “I’d been using actually mood apps for a while, because they were recommended by my psychiatrist. She pretty much told me was some people use journals and stuff like that, but that it’s easier to use an app just because everybody has a phone nowadays.”

Seventeen participants particularly appreciated how apps helped facilitate self-awareness and self-reflection. For example, P9 stated, “I think it’s good to reflect upon it. If it’s a lot of downs over a period of time, I want to sit and think, ‘Why was...What was the problem there?’ I think it’s a good start to just trying to be happier overall.”

When reflecting on their mood later, participant’s perspectives often changed: For example, P10 stated, “I write it as it is, exactly how I feel at that moment and then later I can look at it from a different perspective when I’m not angry anymore and see like was that worth it? I can see a different perspective on my emotions from a different time.”

Although apps tended not to provide support for identifying correlations, participants were still able to use their apps to identify relationships between their mood and contextual factors. Participants noted finding potential triggers for their mood including people, events, and aspects of one’s physical health. P11 reflected that the mood-tracking app she used helped: “basically, tracking my actions, seeing what I’m surrounding my environment with, and if I can eliminate any negative...just basically anything that’s not good for me, I see. It’s basically math. You see what you’re doing to have a better, healthy lifestyle. You have to subtract what’s not adding to that.”

Eight participants talked about insights they uncovered through these relationships and saw correlations which suggested specific triggers for their moods. For example, P11 stated, “I realized through tracking my emotions and through looking at the correlation and everything of when it was happening. I realized that, first of all, I was getting stressed and unhappy and just not doing well too much overall, and especially during the PMS phase.”

Although participants often aimed to better understand what led to negative mood states with the hope of potentially being able to alleviate or avoid those negative moods, 6 participants reported that they did not like to record or see indications of negative moods. Although participants appreciated relating negative moods to other information, the dislike of recording or seeing one’s negative mood presented challenges to realizing these benefits. As P3 stated, “Yeah, the thing is whenever I had a bad experience, I didn’t want to put it in the app. I just didn’t feel an inclination to open the app and put it in there. I just wanted to lay there and cry. You don’t use it for the bad times. Put all the good times on it.”
Participants also appreciated how mood-tracking apps facilitated conversations in their daily life, including with friends, family members, and professionals. Eight participants noted the use of mood-tracking apps with formal mental health support. P1 discussed her use of a mood-tracking app with her therapist: “I was seeing a therapist at the time...And she was the one who actually told me to look at the monthly progress with the app, so I can get a better picture of how I felt because I didn’t have bad weeks all the time. It’s just one here and there.”

Conversations with other people about mood-tracking apps helped provide ideas on how and why to use the app and added meaning or perspective when interpreting the data. P11 talked about the ability to use this information to have more meaningful conversations with her mom: “I feel she’s someone who has a hard time understanding other people’s emotions and mental health kind of stuff unless she has direct evidence of things. Which is unfortunate, but also I found it beneficial to be able to say, ‘Hey, look at this. This is happening during these times. There is evidence here now.’ I think that [the app] was helpful to kind of help her to understand as well.”

Social features within apps also helped a few participants normalize their experience. For example, P9 used MoodPanda, and appreciated that she could see the mood descriptions that others wrote in the app: “I mean, it’s just also not a feeling of aloneness, just seeing other people’s problems, I mean, I kind of get that, that kind of thing. I know that if I feel a certain way, it’s just a reminder of, oh, there’s other people. I’m not the first one to feel this way.”

**What Do People Like About Entry and Review in Mood-Tracking Apps?**

Although we focused our questions and analysis to identify the functional benefits of entry and review, participants did comment on appreciating aspects such as aesthetics. Participants also frequently mentioned their preferences depending on other features or properties of mood-tracking apps, such as the inclusion of social features or the ability to preserve privacy.

With respect to data entry, participants seemed to appreciate simplicity in conjunction with flexibility. Participants disliked when they felt overwhelmed by the number of options of moods and emotions to track, but also wanted to be able to capture the nuance in the moods. Eight participants noted that sliders were a particularly effective way to balance nuance and options; for example, P13 stated, “same thing I said before. I like the fact that there’s a dial, a spectrum that lets you pick somewhere along the range.”

P10 similarly reflected on the benefits of sliders, noting that they are able to capture that moods vary in intensity in addition to valence, and that the discrete emotions could be mixed or felt to varying degrees: “it’s not just clicking Tired or Energetic, but it’s like on a gradient. I think that’s interesting...Because you don’t always feel completely stressed or completely relaxed. Sometimes you feel like a little bit of both or in between, so I think the gradient is important to differentiate that feeling.”

Participants thought customization could balance the desire for simplicity and flexibility. For example, P7 stated: “I prefer the having the sort of structure of having a few moods to choose from, and then if the user doesn’t really relate to those moods, then they can add their own because that adds a layer of customization now also, like sort of a personal connection, they specifically feel this way so they can put them down.”

These preferences toward simple, but flexible entry methods were also reflected in the card sorting task. Four of the 7 data entry techniques were categorized by most of the participants (59% [13/22]-73% [16/22]) as methods they would be interested in using to enter data. All of the well-regarded screens supported multiple ways of identifying or describing moods, such as by using sliders for multiple mood states, having multiple emojis or words that could be used to represent moods, or combining emojis and words in a simple emotion scale. The 2 data entry strategies that participants found “just right” presented multiple words or emojis and allowed participants to endorse which they were experiencing (Figure 2). P12 appreciated the simplicity of entry in these screens, saying: “It’s very brief like Color Calendar. I just pick an emoji, and that’s it? Like I said, that sake of condensation. That’s very appealing.” Such screens often reduced the cognitive complexity of tracking as P16 noted: “But, I feel like it’s just right in that it has four choices so you don’t have to think about it too much. The language is accessible, again, to a casual user and if you do have diagnosis, it has a sense of humor about it.”

By contrast, screens that were less well-regarded often felt inflexible or inappropriate. For example, P15 noted, “I’m not a robot, so I just can’t go off of this scale.”

Whereas P19 indicated a specific dislike for numbers: “Oh rating by numbers, I don’t think I would use that.” This further reinforces the preferences we saw for flexibility and multiple ways to enter data. In the card sorting task, the 2 data review screens that participants were most interested in used a line graph (14/22, 64% of participants) and a feed (12/22, 54%) to summarize the mood entries a person had journaled. These approaches helped capture not only what moods occurred, but when, and also each mood in relation to other entries (Figure 3). For example, of a screen with a line graph, P20 said, “I like it. It shows you in a graph how your mood goes up and down...it shows you the days in a row how you’ve been feeling like that, so you can look back and see what you can do or what you were doing that made you feel that certain type of way for those couple of days.”

P12 appreciated how a screen with a feed could help her recall what triggered the mood on a specific day: “This is more specific on the day, like off the bat I can see, and then recall, ‘Oh maybe this day, I’m doing something.’ This I would go into and see, ‘Oh what did I write down that day?’”
What Do People Find Challenging About Mood Entry and Review?

Many participants had concerns about how meaningful or representative the mood data they logged felt to them. Some of these concerns related to how the app presented information back to them, although other participants had deeper concerns around whether the way they entered mood data might diminish its value.

Although 1 participant (P11) indicated that she was comfortable drawing inferences from the tracked data, it was much more common for participants to express discomfort or confusion. Nine participants commented on different features of the app that made interpretations from the data challenging, including an overreliance on displays that required effort to scroll or search through, or displays that merely presented data without summary or interpretation. P2’s statement was representative of other participant perspectives: “I don’t really know how to approach this, I don’t how to do it.”

Overall, participants noted that although the apps provided the opportunity for them to collect a lot of information about their emotional life, there was little guidance to help them translate that information to something valuable. As P16 said: “I have confirmation that I am feeling shitty. But, it doesn’t really help you do anything about it.”

Not surprisingly, as 13 participants had started tracking in response to negative events or in attempts to improve their mood, participants wanted to see more interventional components in mood-tracking apps. For example, P7 stated: “I think it would be cool if it sort of had a bit more than just your own input like it took your input. Not only does it compile it into data but sort of give you solutions or recommendations based on the data that you provide.”

From this vantage point, it seemed that people wanted to see how mood-tracking apps could better help them manage and improve their own mood. Relatedly, participants also voiced...
concern as to whether the data collected related to mood could actually be useful, given that mood and emotions are complex phenomena that are difficult to capture and quantify. As P9 summarized: “I don’t think any app can realistically capture the human feelings.”

Six participants noted that tracking one’s mood just once a day may not effectively represent the full depth of their emotional experience or may miss important moments that would be useful to track and understand. As one example, P2 said: “one of the problems I had with it was my mood changes a lot throughout the day. I wake up and I’m in a good mood, and then 20 minutes later I’m in a bad mood, and then I’m in a good mood, and it doesn’t account for that. So, it didn’t really...I don’t know. It was kind of not helpful in that aspect.”

Many mood-tracking apps only allow the users to enter their mood once per day. However, even those that allow tracking multiple times per day may not strongly encourage that because multiple reminders and repeated entries over a day increase user burden. They might then fail to capture actual variance in some people’s mood. As P17 stated, “Mine doesn’t move too often. There’s a better way to present that information. A line graph doesn’t...Maybe for someone who’s really cycling, sure. But for me when I’m more like this, it doesn’t make much sense.”

Participants commonly reported that they would track their mood at a regular time every day, as P5 stated, “At the end of the day usually...Usually before I sleep too, because it gives me the whole day to just think about how my day went and just reflect on my day.” P7, however, noted a challenge with this in terms of what could be learned “what I’ve learned recently is that usually at 8:00 pm I’m feeling really good, but sometimes later at night, I can feel a little worse about myself, my mood can go down a little. And that doesn’t...the mood having only one daily mood can sort of ignore or doesn’t focus on the fact that my mood changed later on.”

Many apps summarize moods logged over days or weeks. Given that participants tended to only enter their mood a few times per day or less, they wondered whether the summaries presented that participants tended to only enter their mood a few times

### Discussion

#### Principal Results

Our findings provide an overview of what people gain from the use of mood-tracking apps that they adopted as well as the shortfalls or challenges in such tools. In general, our participants turned to mood-tracking apps to increase self-awareness or self-reflection, especially during challenging times in their lives. Participants liked simple screens for data entry and appreciated opportunities for review that linked their information, such as moods and triggers, to produce insights, but desired opportunities for customization around how such information was linked. Furthermore, our participants disliked the high burden of mood tracking and the lack of opportunities to gain self-awareness when data were sparse. Many of our participants therefore questioned the usefulness or accuracy of insights. Table 2 highlights key findings from our thematic analysis.

We highlight some potentials for mood tracking through technology, leading to design challenges and implications for future digital mood-tracking tools including (1) understanding the dynamics of mood; (2) customizability and personalization; and (3) undersupported tracking methods. As mood is an important component of mental health and wellness, these implications also have relevance to creating digital tools that can help people understand and manage their mental health and wellness.

<table>
<thead>
<tr>
<th>Research question</th>
<th>Key findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Why do people use these mood-tracking apps?</td>
<td>Life events which triggered stressful or challenging moments motivated some participants, while others sought out mood tracking for greater self-awareness and self-reflection.</td>
</tr>
<tr>
<td>What do people find useful about the approaches that mood apps take to entry and review?</td>
<td>Most participants preferred data entry screens with fewer options, but which supported the ability to customize what they logged. For data review, participants wanted to be able to compare a logged mood with previous entries, preferring graphs and feeds which enabled this.</td>
</tr>
<tr>
<td>What do people find challenging about the approaches that mood apps take to entry and review?</td>
<td>The burden of mood tracking led participants to track once per day (or less often), and they questioned how well that mood reflected the moments they did not track and whether visualizations of that data were representative. They also found it challenging to identify if or how their mood improved based on the trends they observed.</td>
</tr>
</tbody>
</table>
Understanding the Dynamics of Mood

People’s moods fluctuate and asking people how they feel at a moment may not hold much value as an evaluation [55], especially if only done once a day. Rather than journaling and reflecting on their mood in a particular moment, participants were more interested in patterns, connections, or insights. However, generating patterns, connections, or insights about one’s mood requires sufficient data collected across time that can capture the dynamics of how a person’s mood persists or changes over time, and can reveal actual, rather than illusory, correlations. Furthermore, understanding the dynamics of a person’s mood could help them understand whether moments reflect highs or lows. Mood tracking, therefore, could help unpack the extreme values that a person experiences and better support ways for people to track and understand this information.

Psychological research has demonstrated that mood variability, or the variance in one’s mood over regular intervals, is a stable trait that varies across individuals and as such might be able to be captured and represented when one starts tracking [56]. In the practice of mental health treatments, mood tracking usually begins with a short period of intense tracking to better identify one’s variability and patterns [57]. Similar approaches of intense tracking over short periods have been used to help people identify food intolerances [24] and make sleep recommendations [19]. Mood-tracking apps, however, typically do not vary their entry or review processes by incentivizing more intense tracking when beginning a program. Many health trackers do enjoy a novelty period, in which people engage in more frequent and regular use immediately after starting to use a health tracking technology [58]; however, this novelty period is based on people’s motivations rather than technological features. Intentionally structuring intense and maintenance periods of mood self-tracking could better support developing an overall understanding of a person’s mood tendencies.

In addition to variance, an important aspect of mood dynamics is people’s highs and lows. Participants in our study reported a hesitation to record extreme values when using scales or intense negative moods when using words or emojis, in part to avoid viewing these moods when reviewing their data. Similar challenges have been reported in other tracking domains, such as food, where tracking instances of making unhealthy choices might produce guilt or shame [17]. In experiential tracking domains such as fertility, people often stop tracking when the data only present struggles or lack of improvement [59]. It might be possible for data entry features to normalize or contextualize extremes, especially intense negative mood states. For example, mood-tracking apps could trigger a follow-up notification to better understand the duration of such moods, in the same way a friend or family member might check-in on a person who disclosed to them feeling particularly bad. Gathering deeper nuance during negative mood states to unpack valence as well as intensity (ie, how bad and how strong is the emotion), or providing normative data about how common such moods are either compared with one’s own or others’ data, may help encourage users to track these intense mood states. Other experiential domains may similarly benefit from normalizing lack of success or improvement.

Customizability and Personalization

Mood is ultimately a subjective phenomenon, with potential variations in what it means across people. This is different from other health-related aspects that might be tracked objectively such as weight, calories, or steps. Although a step may vary slightly from person to person (eg, stride length, time to take a step), there is general agreement as to whether a person took a step or not. People strive for relatively accurate accounts of their experience through tracking activities [16,60], but accuracy in mood is challenging to achieve given its subjective nature. Furthermore, people vary in the language they use to describe their moods; customizability could address these issues.

Our findings parallel Ayobi and colleagues’ [61] work noting considerable variability in the way people tracked their habits and mood using paper bullet journals. Similarly, our participants had varied preferences for granularity in mood-tracking apps and the way to enter information such as emojis, words, numbers, or scales. Although participants often shared general interest in screens in our card sorting task, they varied in whether they characterized data entry screens as “too general,” “too specific,” or “just right” or data review screens as “too simple,” “too complicated,” or “just right” for review. Many apps include ways to customize and our participants reflect positively on customizability as a way to balance simplicity and flexibility. However, customizing features also requires more effort on the part of the user. This amount of effort is worrisome given that many people tend to not use features that allow customization when it fails to fit into their workflow or it requires extra time to explore the app [62].

Although customizability will help a variety of people meet their needs with an app, it is worth noting that customization is often limited to specific aspects of entry or review. For example, many mood-tracking apps allow users to customize the specific word or image used for a mood or how many different moods are displayed. Less customizability exists in terms of the form of entry. In the same way that some people find value in food journaling through calorie-driven apps, while others instead prefer using food photos to remain mindful of food choices, such variability might be useful for moods. It is worth considering whether novel apps could be developed to support diverse approaches to data entry and review. Under supported approaches to entry and review are prime opportunities for exploring and contributing new designs.

Undersupported Tracking Methods

Given that few participants tracked their mood more than once a day, if even that, it is worth understanding how mood-tracking apps could be designed in ways to facilitate self-reflection and insight from such sparse data. Mood-tracking apps often attempt to interpret data on the assumption that they represent a complete record of a person’s mood. It is worth considering how reflection could be promoted in a mood-tracking app which explicitly promotes once-a-day mood tracking, or an app which aims to support logging during just the “difficult” moments that people appear interested in understanding yet are hesitant to track. This might be accomplished by having people reflect on their day overall rather than their mood in the moment, or have people rate their highest and lowest moods that occurred on a given
day or since the last assessment, perhaps even identifying when they occurred.

Alternatively, further research could leverage how to encourage people to journal their moods more often, or to add more details when they do log. Mood-tracking apps could leverage classic techniques examined in other personal informatics domains, such as journaling from the phone lock screen [63,64], leveraging notifications [65], experience sampling and day reconstruction methods [66], or passive sensing [39,40]. When people do decide to track their current mood, conversational agents or on-screen prompts could also encourage people to reflect and log on their moods for earlier in the day, week, or month to facilitate creation of more representative mood histories. However, care needs to be taken to ensure such strategies do not interfere with people’s general desire for simple and flexible approaches to mood tracking.

Past work has demonstrated that people find photographs to be an especially useful way to track one’s mood [67]. However, commercial apps tend not to leverage this, instead using scales, emojis, or text for mood entry. People frequently take pictures of a variety of mood-relevant events using their phones, such as photos of joyful moments with family members or of stressful whiteboard meetings at work. Leveraging these photos in mood-tracking apps might be another way to maximize information while reducing burden. Sharing pictures and other visual content is an important part of various technologies, especially social technologies such as social media [68]. As it has been noted that one affordance of technology for mental health purposes is the ability to be deeply integrated into people’s daily lives [69], mood-tracking technologies might leverage this affordance to design better tracking experiences.

Limitations

Our sample was predominantly women, however, given that we recruited people who had previously used mood-tracking apps and that women tend to use health and mental health apps [50,51], our demographics track with the general rates of adoption of such apps. We also oversampled for college students, with 45% (10/22) of our sample currently in college. College students are more likely to be tech-savvy, early adopters of technology, and may have different experiences or motivations to use these apps than the general population. However, a majority of our sample consisted of noncollege students, as we also recruited from the broader community. All participants were local due to sessions being conducted in-person. We also note that overall, our participants had relatively high levels of education and therefore might have higher levels of data literacy. Therefore, their preferences—including what they found helpful or problematic—might differ from people with less education or lower data literacy. Indeed, past research has demonstrated that people from some backgrounds find current mood-tracking tools less usable, in the case of this study those from low-income and traditionally minoritized racial and ethnic groups [70]. Further challenges around stigma, literacy, and access may prevent other demographic groups and backgrounds from getting the desired benefit from mood tracking.

Our participants’ experience with mood-tracking apps may not be representative of wider experiences. For example, many of our participants had used Daylio, which may not hold in other populations. We attempted to mitigate the limitation of the specific app a participant had used by showing participants multiple apps within our card sorting task and getting their feedback. A few screens did come from Daylio, which a few participants indicated preference toward simply due to familiarity. More often, participants weighed whether Daylio, or whichever app they had used, would be more or less helpful than the app they were considering in the activity. Most of our participants (16/22, 73%) were currently using mood-tracking apps, whereas others were past users; as such, the information shared might vary based on their ability to recall mood-tracking apps.

The benefits our participants reported were based on their perceived benefits and we did not test whether or not changes were actually accrued in these constructs over time. Nevertheless, future work could formally evaluate whether mood tracking leads to better understanding of one’s mood or the causes and consequences of one’s mood. Our results and findings should be considered in light of these limitations.

Future Directions

As the number of technologies for mental health and wellness continue to expand, we are likely to see an increased interest in technologies that address broad aspects of mental health such as mood. We examined the perceptions that people held as to how such mood-tracking apps benefited them, but future work could test such benefits experimentally by either assigning people to use mood-tracking apps or manipulating the conditions under which they used them (eg, looking at entering and reviewing data or the number of times per day a person might be prompted to record their moods). Other work could explore the design of mood-tracking technologies from the perspective of how people currently use technologies generally and mood-tracking apps specifically. For example, mood-tracking capabilities might be integrated into widely used platforms such as messaging or social media to facilitate support and connectedness around mood. Another option would be to build mood-tracking apps optimized for once a day tracking as discussed.

Our findings also highlighted that people’s interest in mood-tracking apps was often driven by life events or circumstances and as such we should better understand how the social and cultural factors in people’s everyday lives impact perspectives and desired features of mood-tracking apps, specifically and mental health technologies. Technology use for the purpose of understanding and promoting one’s mental health needs to be placed into the context of people’s lives and the broader way they use technology. Some work has explored the way individuals with depression use technology and social media for emergent practices of self-regulation [71], and we could better understand emergent practices of self-insight and self-knowledge with regard to various affective processes including mood.
Conclusion

In this paper, we explored mood-tracking apps from the vantage point of people’s experiences with apps they adopted in real-world settings. We found people often turned to these apps during shifts in their lives—such as negative events or changes in their mental health—with the desire to gain insight and potentially support self-awareness and behavior change. We found various instances in which these apps provided useful support for these goals, such as visualizations (figures or calendars) to help illustrate trends. However, we also found other instances in which these apps fell short, including a lack of recommendations or suggestions to support data interpretation and limited intervention features. Therefore, although mood-tracking apps have helped translate concepts from mood and emotion theories into widely available digital tools, various aspects of their design could be improved to help create tools that people would find more useful.
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Abstract

Background: The first wave of the COVID-19 pandemic in early 2020 increased mental health problems globally. However, little is known about mental health problems during a low-incidence period of the pandemic without strict public health measures.

Objective: We aim to investigate whether COVID-19–related risk factors for mental health problems persist beyond lockdown measures. We targeted a vulnerable population that is at risk of developing low mental health and assessed their daily dynamics of mood and emotion regulation after a strict lockdown.

Methods: During a postlockdown period in Germany (between August 8, 2020, and November 1, 2020), we conducted an ecological momentary assessment with 131 participants who experienced at least mild COVID-19–related distress and loneliness. To estimate negative mood inertia, we built a lag-1 three-level autoregressive model.

Results: We found that information exposure and active daily COVID-19 cases did not have an impact on negative mood amid a postlockdown period. However, there was a day-to-day carryover effect of negative mood. In addition, worrying about COVID-19, feeling restricted by COVID-19, and feeling lonely increased negative mood.

Conclusions: The mental health of a vulnerable population is still challenged by COVID-19–related stressors after the lifting of a strict lockdown. This study highlights the need to protect mental health during postpandemic periods.

(JMIR Ment Health 2021;8(8):e29419) doi:10.2196/29419
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Introduction

The COVID-19 pandemic and its associated socioeconomic consequences increased global mental health problems [1,2]. Negative mental health outcomes of the COVID-19 pandemic are associated with fear of becoming infected [3,4] and various mitigation strategies to curb the spread of COVID-19 (eg, curfews and restrictions to public life). These measures can disrupt regular routines, impair mood homeostasis [5-7], and impose economic hardship (eg, income loss and unemployment) [8], which can fuel anxiety, depression, and loneliness [9-12]. However, it is unclear whether these effects continue after lockdown measures have been eased. As variants emerge and
cause sudden spikes in COVID-19 case numbers (eg, the B.1.1.7 variant in the United Kingdom in late 2020), fear of getting infected and/or another lockdown could persist. Moreover, after the pandemic and lockdown measures end, socioeconomic uncertainty remains [13]. Chronic psychological distress and social isolation are risk factors for developing mental disorders such as psychosis, substance abuse disorder, and affective disorder [14-17]. To investigate whether COVID-19–related stressors remain beyond lockdown measures, we set up an ecological momentary assessment (EMA) study in Germany during a postlockdown period. We focus on a group at high risk of poor mental health: those who experienced at least mild psychological distress and loneliness amid the COVID-19 pandemic. We expect a carryover effect of negative mood from one measurement to the next (mood inertia) and assume that COVID-19–related stressors (ie, momentary COVID-19–related worry, COVID-19 information seeking and perceived restriction, loneliness, and daily reported COVID-19 cases) result in an increase in momentary negative mood (Multimedia Appendix 1).

Methods

Study Design and Sampling

We conducted an EMA that involves repeated sampling of individuals’ current behaviors and experiences in real time and in their natural environments [18] during a postlockdown period (from August 8, 2020, to November 1, 2020) in Germany, when restrictions were lenient (eg, no private or public meeting restrictions, reopening of most leisure facilities, bars, and catering facilities; see Multimedia Appendix 1). EMA aims to minimize recall bias, maximize ecological validity, and approximate temporal causality (ie, Granger causality) and allows researchers to study microprocesses that influence behavior in real-world contexts [19]. Participants were recruited via online advertisements on universities’ websites, Twitter, and eBay classifieds. Participants had to fill in an online prequestionnaire on the Siuvo Intelligent Psychological Assessment Platform. After an initial contact via phone or email, we sent participants our study information, informed consent, and a QR code (to install a smartphone app) by mail.

We targeted vulnerable individuals who reported at least mild psychological distress and sometimes felt lonely amid the COVID-19 pandemic. We used the COVID-19 Peritraumatic Distress Index (CPDI [20]; cutoff score=28, indicating mild distress) questionnaire and the short-form version of the UCLA Loneliness Scale (ULS-8 [21]; cutoff score=16, indicating mild loneliness), respectively. Other inclusion criteria were being at least 18 years of age, not working night shifts, not currently infected with COVID-19, using an Android smartphone, and speaking fluent German. The CPDI was designed to evaluate changes in mental health status, cognitive skills, avoidance and compulsive behavior, physical symptoms, and loss of social functioning due to the COVID-19 pandemic. The questionnaire has been previously validated in a sample in Germany [20].

Data Collection

We used a smartphone app called “movisensXS” (movisens GmbH), which was developed for research purposes. The app is compliant with the General Data Protection Regulation (European Union) and Berlin Data Protection Act (Berliner Datenschutzgesetz – BlnDSG). Participants completed a 20-minute baseline assessment, followed by 7 consecutive days in which they received 8 randomized prompts between 8 AM and 10 PM. The study procedure was approved by the Ethics Committees of Charité – Universitätsmedizin Berlin (ref: EA2/143/20) and Freie Universität Berlin (ref: 030/2020).

Measurements

To quantify COVID-19–related distress, we measured worries about the COVID-19 pandemic, perceived restrictions due to the COVID-19 pandemic, COVID-19 information exposure, and feelings of loneliness. Finally, we measured respondents’ momentary negative mood (anxiety, depression, fatigue, stress, and unhappiness). All questions were measured on a visual analogue scale ranging from 0 (not at all) to 100 (very much). To account for the steady increase in active COVID-19 cases in Germany during the time of measurement [22], we included daily COVID-19 cases as a predictor in our analysis. Our smartphone study consisted of a sociodemographic assessment (ie, age, gender, years of education) and the EMA. The exact EMA items can be found in Multimedia Appendix 1 and online at [23].

Statistical Analysis

All statistical analyses were conducted in R (version 3.5.3; R Foundation for Statistical Computing [24]). To consider the hierarchical data structure and autoregressive parameters, we performed model selection using autoregressive (AR) multilevel models with the dependent variable negative mood. We followed the approach by Haan-Rietdijk et al [25]; details about the model selection procedure can be found in Multimedia Appendix 1 and online at [23].

Results

We assessed 775 people for eligibility in an online questionnaire. The final sample size was 131 (18%; recruitment flow is shown in Figure 1 and sample characteristics are shown in Table 1; for power estimation, see Multimedia Appendix 1). No participant filled in less than 28 (50%) of the daily questionnaires, while 40 (<0.01%) of the total sent daily questionnaires were not answered by the participants.
We used a lag-1 three-level AR model, which allows us to separate the variance of negative mood scores into variance at the person level (level 3), variance at the day level (level 2), and variance at the questionnaire level (level 1). We created two lagged variables, a within-day centered predictor at questionnaire level and a within-person centered lagged predictor at the day level. The very first beep of each day (ie, the time period between the previous day’s beep and next day’s beep) was excluded from the analysis to remove possible carryover effects resulting from the night (eg, lack of sleep). This model includes mood inertias, COVID-19 worries, COVID-19 information seeking, perceived restrictions, and loneliness during the last hour, as well as daily active COVID-19 cases as random effects. The momentary negative mood score was built by averaging momentary feelings of fatigue, anxiety, depression, unhappiness, and stress. A graphical check indicated a positive skew of negative mood; therefore, we performed a square root transformation on this variable. The analysis script can be found online at [23].

We found that loneliness ($b=.022, t_{371.83}=18.68, P<.001$), COVID-19 perceived restriction ($b=.005, t_{129.84}=3.65, P<.001$), COVID-19–related worry ($b=.005, t_{132.74}=2.87, P=.001$), and day-to-day mood inertia ($b=.078, t_{134.58}=3.96, P=.001$) increased negative mood scores. Active daily COVID-19 case numbers ($b<.001, t_{92.17}=-0.27, P=.87$), COVID-19–related information seeking ($b<.001, t_{88.41}=0.73, P=.47$), and moment-to-moment inertia ($b=.015, t_{42.19}=0.17, P=.87$) did not increase negative mood scores (see Figure 2).
Figure 2. Loneliness, COVID-19 worries, feelings of restriction, and day-to-day mood inertia increased negative mood. Moment-to-moment mood inertia, active COVID-19 cases, and COVID-19 information seeking did not increase negative mood. *$P<.05$, **$P<.01$, ***$P<.0001$ (two-tailed). N=131.

Discussion

Principal Findings

We found that negative effects of the COVID-19 pandemic on mental health outlast lockdown measures. In line with findings from the first COVID-19 wave [8,26-30], we found that loneliness, worrying about COVID-19, and perceived restriction increased negative mood during a postlockdown period. Similar to the Ebola pandemic [31], possible reasons for the lasting effect of the COVID-19 pandemic might be worries about the negative economic consequences, concern about resurgence of the virus, struggles to rebuild social networks, and/or deliberately withdrawing from social contacts to avoid infection.

Furthermore, we found a negative carryover effect of mood between days (mood inertia), indicating dysfunctional mood regulation. Restrictive policies during the COVID-19 pandemic can impact mental health, possibly due to impaired mood homeostasis (ie, failure to positively regulate mood via mood-modifying activities) [7]. Importantly, our results show that even when the acute threat and restrictive measures are less pronounced, negative daily mood inertia remains.

Neither COVID-19 information seeking nor active COVID-19 cases increased negative mood. This contrasts with previous findings from lockdown periods [6,32]. For example, an EMA study during the first lockdown in Germany and Austria reported increased perceived COVID-19–related restrictions that were positively associated with increased daily news consumption, especially in individuals living alone [32]. In addition, an EMA study conducted in New Jersey in the United States between April 24 and May 26, 2020, showed that undergraduates felt more anxious about COVID-19 on days when the number of new cases and deaths due to COVID-19 were higher [6]. Our opposing finding might be caused by the relatively low domestic case numbers and associated news during the postlockdown period. Moreover, negative COVID-19 news might have less impact on mood over the course of the pandemic as people get accustomed to it.

Limitations

We did not make explicit comparisons to participant status before the COVID-19 outbreak or to a control group, which limits generalizability to other populations. Furthermore, we did not measure adaptability, which has been associated with positive mood (eg, optimism and satisfaction) [33]. Finally, we did not assess the nature of COVID-19 worries and reasons for feeling restricted.

Conclusions

Even if cases are low and lockdown policies are lenient, mental health is still challenged by COVID-19–related stressors. Although information exposure to COVID-19 and daily COVID-19 cases had no impact on mood, we found a day-to-day carryover effect of negative mood. Moreover, COVID-19–related restriction, worry about COVID-19, and loneliness increased negative mood. Thus, the negative impact of the COVID-19 pandemic on mental health outlasts lockdown measures and mental health challenges will likely continue after the pandemic.
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**Abstract**

Digital health engenders the opportunity to create new effective mental health care models—from substance use recovery to suicide prevention. Anthropological methodologies offer a unique opportunity for the field of global mental health to examine and incorporate contextual mental health needs through attention to the lived experience of illness; engagement with communities; and knowledge of context, structures, and systems. Attending to these diverse mental health needs and conditions as well as the limitations of digital health will allow global mental health researchers, practitioners, and patients to collaboratively create new models for care in the service of equitable, accessible recovery.
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**Introduction**

The past year has seen a dramatic shift in the use of digital health with the rapid adoption of telehealth within mental health settings in response to COVID-19 [1]. It has accelerated processes of patient and provider acceptance of this form of care as well as the institutionalization of digital health within the US health care system [2,3]. There is a growing evidence base regarding the potential for digital mental health [3,4]. At the same time, some scholars have raised concerns regarding the growth of digital health, noting privacy concerns and potential commodification of marginalized populations [5] along with socioeconomic and structural limitations to access [6,7]. As such, researchers and practitioners are experiencing a critical moment of opportunity to gain a deeper understanding of the promise, perils, and limitations for digital mental health. In this viewpoint, we aim to illuminate how the skills and orientations from a medical anthropological approach provide crucial insights into the development and implementation of digital health tools in the service of supporting equitable and meaningful recovery in the field of global mental health. Specifically, we argue that medical anthropology’s emphasis on illness experience; engagement with communities; and context, structures, and systems offer lessons for the field of digital mental health.

**Attention to Lived Experience of Illness**

Psychological and medical anthropology have a long history of investigating cultural conceptions of mental health and illness as well as their relationship to health-seeking behaviors (eg, [8-10]). Cultural conceptions of illness are the “common sense” knowledge used to interpret experience [11]. This framework has shown that biomedical and psychiatric understandings of illness and treatment exist alongside social, spiritual, and supernatural explanations of distress as well as diverse modalities to ameliorate suffering (eg, [12-14]). Cultural conceptions of mental health and illness must be understood because they play a significant role in shaping health-seeking behaviors.
Engagement With Communities

Although digital health offers a critical opportunity to decrease the global burden of mental illness, its content and form must equally reflect the conceptions of illness and priorities of people within the target population alongside evidence-based models for care. Qualitative methods are often applied to examine acceptability in the development and evaluation of digital health interventions [23]. A study examining people’s perspectives on experiences with technology in a community mental health context found high interest in using technology as well as experience using existing smartphone features and mainstream apps to support mental health recovery [23]. For example, patients described using the alarm function as a medication reminder and daily affirmations on Instagram as helpful supports. Through close attention to first-person perspectives, scholars can better understand how underserved and marginalized populations conceptualize their illness and recovery processes to cocreate meaningful digital health services that address their real needs. As such, researchers can harness existing technology to their advantage as well as diminish redundancies by not designing products or apps with limited novel benefits to what people already have [24].

Brewer et al [25] call for community engagement to build technology that responds to the particular needs and desires of minoritized communities. Cocreating the infrastructure for its inclusion could allow vital mental health care to reach the most marginalized populations. Investment in robust digital health systems now will result in broader, long-term access to high quality health care that responds to community needs [2]. Although access and utilization have been increasing steadily even among the most marginalized [26], anthropological methods offer critical insight into the lived experience of mental illness and its intersections with technology in the service of treatment and recovery (eg. [27]).

More research is needed to understand how underserved and marginalized populations conceptualize mental illnesses and digital modalities of treatment as well as frame expectations of and motivations for seeking care. If this work is overlooked, then any scaling up of treatments may fail to result in increased utilization of services since those services will not match desired care. Frank [28] highlights that current models of addiction treatment individualize and depoliticize addiction, separating it from the context in which it occurs as well as the drivers for entering care. We argue that incorporating ethnography and other participatory methods into the design, implementation, evaluation, and adaptation of digital mental health will help address the research to practice gap [29,30].

Further, community-based participatory research can help conceptualize new models of care and recovery that address current problems of equity in mental health care. Including minoritized people with mental illness through participatory methods would allow for digital mental health to mitigate both the power differentials in health care that seem to ignore or devalue patient experiences and perspectives [31,32] as well as racial and ethnic disparities in access to health care systems [33]. These methodologies should include care providers and

behaviors, treatment options, therapeutic experience, and recovery [15-17].

Attending to lived experiences and understandings of mental illness offer insight into people’s expectations and desires in relation to the various therapeutic models and goals presented in digital mental health tools. For example, an ethnographic study on community-based, residential substance use treatment in the United States-México border found spontaneous incorporation of existing digital tools to aid recovery [18]. However, the problems experienced in relation to substance use and the desired solutions could not always or easily be understood through the current biomedical framework. People and their families were seeking spiritual healing for sins or mutual aid on their recovery journey [18]. If a research team were to design novel digital mental health tools for this community, a purely biomedical framework would not fully reflect local conceptions of illness or the majority of available treatment options in Tijuana; only 8.5% of the centers self-identified their treatment as secular and clinical [19]. Ethnographic methods allow research teams to understand the ways people experience mental illness and how they may incorporate digital tools to foster meaningful mental health recovery in ways that match their desires and needs.

Qualitative and ethnographic methods facilitate engagement with first-person perspectives of mental illness and treatment. This approach goes beyond user-centered design [20,21]. Ethnography for digital mental health focuses on understanding more than just the design, acceptability, and functionality, although those are key elements. To bring in ethnographic methods refocuses attention on what it actually feels like to experience and move through the world with mental illness as well as what people’s ideas and goals are for recovery, driving innovation toward health equity. This methodology provides deeply contextualized understanding through intensive engagement with individuals and communities rather than a rapid assessment of needs and experiences that may not capture the full context of illness experience. First-person perspectives garnered through ethnographic methods thus provide opportunities to observe if and how technologies are used and made meaningful by people with mental illness, families/caregivers, and care providers.

Ethnographic methods are thus critical for the design and adaptation of digital mental health interventions. Automatic redundancies from smart watches to “breathe” do little to create mindfulness habits if the barrier to care is belief (meditation will not help me) rather than memory (I keep forgetting to meditate). Better ethnographic or on-the-ground knowledge of care needs are crucial to informing the best possible avenues for aid (eg, access to smartphones, language options, stigma reduction, incorporating cultural understandings of health and illness, facilitating familial/social support systems, etc). In other words, ethnographic, qualitative methods provide a richer perspective of the fundamental human processes related to mental health, illness, and recovery in context [22], which will positively shape the design and utility of digital tools.
interdisciplinary researchers along with patients. Digital health creates opportunities for all stakeholders to participate in events they otherwise could not, such as seminars or conferences out of state aimed at shaping best care practices. However, participatory methods must go beyond incorporating people in settings where their insights have historically been marginalized. Expanding digital options to better suit the context of care will allow digital health to “bend the curve,” [2] accelerating access to high quality mental health care that suits the beliefs, needs, and recovery goals of all mental health stakeholders.

**Emphasis on Context, Structures, and Systems**

Although studies suggest strong interest in using technology to support mental health among people with lived experience of mental illness, incorporating digital mental health has not been straightforward for the average person. Studies have outlined problems in uptake ranging from the overwhelming number of similar options and misalignment between application design and patient needs to the lack of an evidence base and personal data security [34,35]. Context is a key element to shaping the best, coconstructed care practices for marginalized communities (eg, care recipients, family members, Black, Latinx, indigenous, other peoples of color). This includes the cultural, structural, financial, geographic, and material differences that shape a person’s ability to encounter and engage with digital mental health. Thus, context must be the driving source of knowledge if we as global mental health researchers and practitioners hope to increase access to mental health care through digital tools.

For example, despite living on both sides of that border, from as far north as San Francisco and as far south as México City, many women in the community-based substance use treatment study previously mentioned wanted to remain in contact with their peers after they left treatment, following the 12-step orientation of the center. However, due to economic and political conditions, many of them could not travel to the center in Tijuana, México to attend weekly peer-based support meetings for former patients. As such, they began a WhatsApp group in which they hosted text message–based 12-step meetings. In this way, they were able to maintain their support networks, regardless of the type of smartphone they had or their data plans. They could participate whenever they had wireless connection available, be it at home, work, the library, or a coffee shop. Peer-to-peer care via digital platforms provides support and hope to those initially seeking out help to understand their conditions [36] as well as those whose access to their existing support community is limited by structural factors.

Throughout 2020, conversations with participants have illuminated some of the major drawbacks that center around equity in digital mental health care access. For example, many of the women in the community-based substance use treatment study did actively engage in recovery-based activities via their phones. Yet for some, their cell service was regularly turned off due to their inability to pay their bill or they were locked out of Facebook and WhatsApp accounts (primary means of communication) as abusive ex-partners hacked them. This led to women creating multiple accounts under different names, often losing touch with long-distance relatives and friends. As many of their relationships were strained due to previous or ongoing drug use, these changes or loss of contact often signaled relapse and a sharp decrease in both tangible and intangible social support. Context plays a key role in understanding the dynamic effect technologies aimed at providing aid or connection can have on people’s lives.

Similarly, another author found that strong interest in using digital health tools was tempered among people accessing community mental health programs by the limited data plans on the prepaid cell phones that were commonly owned in the population [34]. Although patients expressed interest in using new forms of technology, they were reluctant to download mental health apps that might exceed their data allotments and compromise their ability to use their phones for other needs. This underscores the critical obligation for researchers and practitioners to consider the broader context in which proposed technologies will be used and how such constraints should be foregrounded in the design and development process.

In another study led by one author focusing on adolescent mental health in southern California, the research team designed a smartphone app to help introduce adolescents to mindfulness, after discussing their needs and mental health–seeking behaviors. However, their phones would regularly be taken away by parents for a variety of reasons, from punishment to incentivizing focus on schoolwork. This meant the app, aimed at helping manage stress and anxiety, often had limited utility during periods typically associated with stress, anger, and anxiety for this particular population, mirroring findings by other teams on parental monitoring of mobile technologies by adolescents [37-39]. Cultural context thus relates to not only generalized ideas about digital health but also the dynamic social interactions that shape access to digital health tools.

If the aim of digital health is to expand care to underserved populations, then that care must take into account their differential access. Although inequitable access to mobile phones and other technology has been narrowed for those with mental illness in the United States and some other places in the world [40,41], unreliable access to the internet or continually disrupted phone service due to economic precarity still limits the feasibility of these models of care, typically for those who need it most [42]. Further, even as clinicians aim to help, differential patterns of mental health diagnoses across racial and ethnic groups change the tools people receive and the treatments they are offered, ultimately sharpening gender, class, and racial inequities in care [43,44]. As Hansen [44] aptly argues, “before we talk about how psychiatry can address the social determinants of health, we have to ask how psychiatry itself already is a social determinant of health.” Digital mental health can only address inequities in access if researchers and care providers confront how many identity groups (eg, race, ethnicity, gender, sexual orientation) are structurally marginalized within health care. Torous and Roberts [6] have called for ethical guidelines to understand shifting care needs. We similarly urge for cultural guidelines that do not ignore the very real differences in framings for mental health and necessary care. All stakeholders can then help shape novel treatments to meet their needs from the outset.

https://mental.jmir.org/2021/8/e28555
Digital Health Aimed at Equity

Digital health has the potential to mitigate power differentials as well as disparities in mental health care systems. Qualitative and ethnographic methods have the ability to inform research and practice for novel mental health care strategies by illuminating how, in what ways, and for whom interventions work [45,46]. Understanding why people choose (or not) to use digital mental health tools will aid attempts by scholars and practitioners to make sense of the ways people evaluate care options. Further, ethnographic methods can help understand how all health care models, including novel ones such as digital mental health, assume certain values and methods for care based on cultural context [47]. In this viewpoint, we seek to point out that these assumed values may not be shared by the diverse populations that digital mental health is intended to serve. Using certain methodologies such as user-centered design [20,21] is a necessary step in mitigating this. However, our call to incorporate ethnography extends beyond the creation of an app. An app alone without community involvement in the design along with research commitment to long-term community care will not change the conditions that increase the risk for mental illness among the most marginalized. Using ethnographic methods in digital mental health projects may help sidestep the individualization of structural inequities as well as increase partnerships to improve both individual health and broader social conditions, in line with both health equity and social justice.

We believe that the conceptual and methodological approach of medical anthropology provides a strong foundation for understanding people’s dynamic conceptions of mental illness and experiences within therapeutic models; bridging gaps in understanding that can exist between care providers, patients, family members, and other stakeholders through community engagement to adapt the best possible collaborative care aimed at health equity; and broadening the focus of care and its access beyond the individual to rethink the ways social and structural barriers must be addressed when integrating novel digital health care into health systems. Medical anthropology provides a framework and methodology through which culturally humble research and practice aimed at health equity can be conducted to incorporate digital health into the field of global mental health.
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Abstract

Background: Relapse in schizophrenia may be preceded by early warning signs of biological, sensory, and clinical status. Early detection of warning signs may facilitate intervention and prevent relapses.

Objective: This study aims to investigate the feasibility of using wearable devices and self-reported technologies to identify symptom exacerbation correlates and relapse in patients with schizophrenia.

Methods: In this observational study, patients with schizophrenia were provided with remote sensing devices to continuously monitor activity (Garmin vivofit) and sleep (Philips Actiwatch), and smartphones were used to record patient-reported outcomes. Clinical assessments of symptoms (Positive and Negative Syndrome Scale and Brief Psychiatric Rating Scale) were performed biweekly, and other clinical scales on symptoms (Clinical Global Impression-Schizophrenia, Calgary Depression Scale), psychosocial functioning, physical activity (Yale Physical Activity Survey), and sleep (Pittsburgh Sleep Quality Index) were assessed every 4 weeks. Patients were observed for 4 months, and correlations between clinical assessments and aggregated device metrics data were assessed using a mixed-effect model. An elastic net model was used to predict the clinical symptoms based on the device features.

Results: Of the 40 patients enrolled, 1 patient relapsed after being stable with evaluable postbaseline data. Weekly patient-reported outcomes were moderately correlated with psychiatric symptoms (Brief Psychiatric Rating Scale total score, $r=0.29$; Calgary Depression Scale total score, $r=0.37$; and Positive and Negative Syndrome Scale total score, $r=0.3$). In the elastic net model, sleep and activity features derived from Philips Actigraph and Garmin vivofit were predictive of the sitting index of the Yale Physical Activity Survey and sleep duration component of the Pittsburgh Sleep Quality Index. On the basis of the combined patient data, a high percentage of data coverage and compliance (>80%) was observed for each device.

Conclusions: This study demonstrated that wearable devices and smartphones could be effectively deployed and potentially used to monitor patients with schizophrenia. Furthermore, metrics-based prediction models can assist in detecting earlier signs of symptom changes. The operational learnings from this study may provide insights to conduct future studies.

Trial Registration: ClinicalTrials.gov NCT02224430; https://www.clinicaltrials.gov/ct2/show/NCT02224430

(JMIR Ment Health 2021;8(8):e26234) doi:10.2196/26234
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Introduction

Background
Psychotic symptom exacerbation and relapse are frequently observed in patients with schizophrenia and can lead to a decline in social functioning, reduced treatment response, and worsening of clinical outcomes [1]. These patients and their caregivers experience an increased burden of relapse and consequent hospitalization [2-4]. Relapse in schizophrenia may be preceded by early warning signs, including depressed mood; social withdrawal; and changes in physical activities, feelings, emotions, and sleep disturbances [5]. Therefore, identifying warning signs can enable early intervention to avoid subsequent relapse events [6]. Symptom onset can be rapid; however, continuous monitoring may provide an advantage for early intervention [7].

Web-based data capturing technologies such as Information Technology–Aided Relapse Prevention in Schizophrenia have been piloted to recognize warning signs based on patient reporting of prodromal symptoms of relapse [8]. However, the frequency at which it is practical to obtain this information and the subjective nature of patients’ and caregivers’ responses pose challenges. Small, unobtrusive remote sensing devices, along with existing mobile technologies, make it possible to capture real-time data on patients’ activities, sleep patterns, behaviors, and symptoms. More recent studies have indicated the general availability and acceptability of devices for remote assessment and management [9-11]. Smartphones are commonly used and have multiple embedded sensors (eg, accelerometer, microphone, GPS, and camera). These can be leveraged to collect symptom reports through patient-reported outcome (PRO) surveys and to collect passive data to measure changes in behavior [9,12-19]. A consumer wrist-worn smartwatch or fitness band can additionally provide measurements of precise and objective activity patterns spanning sleep-rest and active-awake periods. These devices have an advantage of generating continuous streaming data that are more reproducible and less obtrusive than relying on patient and caregiver reports alone. In addition, changes in device compliance may itself be a signal and indicate a clinically relevant change in behavior [9,17].

Study Objectives
This clinical study was designed to explore the signatures of relapse. However, because patients were mainly recruited from outpatient clinics and followed up for 4 months—a short period to observe relapses in stabilized patients—there were insufficient relapses to perform the primary objective. We subsequently evaluated the feasibility of using wearable devices (singly and in combination) and self-reporting technologies to identify potentially predictive symptom correlates in patients with schizophrenia or schizoaffective disorder who are at increased risk of relapse. Continuous monitoring using wearable devices (eg, fitness bands and smartwatches) and self-reporting via smartphones were used in this study, and predictive modeling was applied to examine the correlations between clinical assessments and aggregated metrics data.

Methods

Overview
This study was conducted at the University of Alabama, Birmingham (UAB), from August 8, 2015, to March 28, 2016. The protocol was approved by the UAB Institutional Review Board, and all patients or legally authorized representatives provided written informed consent and Health Insurance Portability and Accountability Act authorization before the start of the study.

Patients
Men and women (aged ≥19 years) who met the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5), criteria for schizophrenia or schizoaffective disorder diagnosed based on the Structured Clinical Interview for DSM-5-Text Revision Axis I Disorders using the Diagnostic Interview for Genetic Studies-4.0 were included in this study. The target population included patients discharged from the inpatient psychiatry unit, emergency department, or outpatient clinics of UAB who were maintained on a stable dose of antipsychotic medication that remained unchanged for 2 weeks before the start of the study.

Patients were excluded if they had physical or clinical disabilities or both, such as hearing, vision, or motor impairment, leading to difficulties in operating a smartphone or responding to prompts (determined using a demonstration smartphone for screening); severe substance use disorder (≥6 symptoms) according to DSM-5 Level 2–Substance Use–Adult scale (adapted from the National Institute on Drug Abuse-Modified Alcohol, Smoking, and Substance Involvement Screening Test); or if they were enrolled or planning to enroll in an interventional study for the treatment or prevention of worsening of symptoms of schizophrenia.

Study Design
This was a noninterventional, observational, exploratory clinical study in which patients were allowed to continue with their usual standard of care and antipsychotic treatment as prescribed by their physician. Patients were screened for eligibility for up to 2 weeks. Enrolled patients were observed for relapse for 4 months (approximately 120 days; observation or study participation period), followed by a 30-day poststudy safety reporting period (Figure 1). Patients were considered to have experienced relapse if they had a rating of moderately severe, very severe, or extremely severe (item score ≥5)—in the previous 2 weeks—for ≥1 item on the Positive and Negative Syndrome Scale (PANSS) positive subscale (items P1-P7) or ≥2 items on the negative subscale (items N1-N7) [20] or if they had symptom exacerbation (increased PANSS total score) that required a change in antipsychotic medication or upward dosage adjustment.
Figure 1. Study design and patient disposition. Patient-reported outcome self-reported symptom questionnaire administered every other day (bidaily) or weekly. Patients were allowed to continue their usual standard of care and antipsyhcotic treatment as prescribed by their physician but maintained a stable dose, which had not changed for 2 weeks before enrollment. BPRS: modified Brief Psychiatric Rating Scale; CDS: Calgary Depression Scale; CGI-SCH: Clinical Global Impression-Schizophrenia; EMR: electronic medical record; PANSS: Positive and Negative Syndrome Scale; PRO: patient-reported outcome; PSQI: Pittsburgh Sleep Quality Index; REDCap: Research Electronic Data Capture; SFS: Social Functioning Scale; UAB: University of Alabama, Birmingham; YMRS: Young Mania Rating Scale; YPAS: Yale Physical Activity Survey.

Wearable remote sensing devices and a smartphone were provided to eligible patients for use during the observation period. All patients had to undergo a training tutorial for the devices and smartphone based on their individual learning needs. Repeated practice was performed until patients were comfortable using these items. The importance of refraining from tampering or attempting to deactivate the devices was conveyed to the patients. The confidence of patients with using the devices was assessed, and retraining was performed, if required. Potential predictors of symptom worsening or relapse (eg, sleep quality) were collected using remote sensing devices, and the results were subsequently compared with standard clinical assessments. Patients did not have access to the activity and sleep data generated by the wearable devices, so that behavior was independent of feedback.

The 30-day poststudy safety reporting period was per Janssen Adverse Event Reporting Requirements for Noninterventional Studies, wherein all adverse events were recorded from the first use of the Janssen products and for 30 days after the last use of these Janssen drug products within the study.

Clinical Assessments
During the observation period, clinical assessments were performed for symptom worsening and relapse identification. PANSS and modified Brief Psychiatric Rating Scale (BPRS) [21] were assessed every 2 weeks (biweekly), whereas Clinical Global Impression-Schizophrenia (CGI-SCH) [22], Calgary Depression Scale (CDS) [23], Young Mania Rating Scale [24], and electronic medical records were assessed every 4 weeks. Physical activity was assessed using the Yale Physical Activity Survey (YPAS) [25], and sleep was monitored using the Pittsburgh Sleep Quality Index (PSQI) [26] every 4 weeks. Physicians completed the CGI-SCH [22] severity scale for each patient, and a trained study coordinator administered the PANSS to patients. Clinical assessments performed at baseline for patient characterization included psychosocial functioning (assessed using the Social Functioning Scale [27]) or quality of life, cognitive functioning, impulsivity, and measure of addiction. Patient self-reports were also used to assess symptom status and relapse.

Device Data Collection and Processing
General Information
The study was monitored according to the sponsor’s current standard operating procedures for the monitoring of clinical trials, and activities were implemented to ensure proper operational study oversight. These activities focused on identifying and resolving operational and quality issues to ensure
data integrity, protocol compliance, and safety of the study participants. Written instructions were provided for collecting source documentation, which was reviewed for accuracy and completeness by the sponsor during on-site monitoring visits and underwent internal data reviews throughout the study and at the time of database lock. Discrepancies were resolved with the investigator or designees, as appropriate.

The UAB clinical site captured all clinical assessments using source documents, and these data were entered into the REDCap (Research Electronic Data Capture) system. The nature and location of all source documents were identified to ensure that all sources of original data required to complete data collection were known to the sponsor or investigator and study site personnel.

Smartwatches or fitness bands can monitor activity based on the time frame, duration, and intensity of movement. The unprocessed data collected from wearable devices (eg, accelerometry) may not directly represent variables or metrics that are amenable to patient-relevant interpretation or traditional prespecified statistical measures. The raw data are reduced by the device manufacturers to metrics representing the average state of an individual during specified periods (eg, steps taken, time spent resting or sleeping, and activity intensity levels). These behavioral and lifestyle measures provided a set of metrics that were tested independently and collectively as a pattern toward the specified aims. Analytics can be derived from the patterns that are normal (baseline) for a given patient to detect any relevant changes during clinical follow-up. For sleep, domains that could be assessed through remote sensing devices include onset time, duration, and quality; frequency and pattern of sleep disruptions can be monitored by the number and duration of movements. Similarly for activity, steps per day (mobility) and patterns of daily activity—distribution of high-, medium-, and low-intensity activities—can be assessed. Mobile phone reporting of clinically relevant metrics such as medication compliance; well-being; and the degree of symptom experience, such as seeing or hearing things, could also be assessed.

Device data and PRO responses collected between clinical visits were aggregated to test correlations with the clinical visits and outcomes. Compliance using the devices was also monitored (defined as using or wearing either all devices for 50% of the time in 24 hours or 2 of 4 devices during the 4-month observation period).

**Garmin Vivofit Fitness Band**

Garmin vivofit is a wristband with an easy-to-read display that was worn at all times by patients to track ambulatory activity (number of steps taken every 15 minutes). A single device was dispensed at visit 1 with instructions for use. At every visit to the clinic, data from the device were downloaded onto the site computer and stored in a secure location. The Garmin vivofit device is a consumer-grade fitness device. Consumer devices have the benefit of higher user acceptance as a social norm. The disadvantage is that the measurements are not clinically validated, and specific firmware versions need to be tracked, as they can impact the results. Despite these challenges, if the intended outcome is detecting relative changes in behavior for individuals rather than cross-sectional studies, they can provide some utility.

**Philips Actiwatch Spectrum**

The Philips Actiwatch is a wristwatch with an actigraphy system for tracking objective data on off-wrist status, sleep-wake, activity count, and light exposure. Data were collected in 30-second epochs. This actiwatch was worn 24×7, is designed for clinical trials and populations, and is well established for actigraphy-based sleep assessments [28]. A single wristwatch was dispensed to patients at visit 1. At every visit to the clinic, data from the device were downloaded from a proprietary docking station supplied by Philips.

As per the study protocol, patients were requested to wear both Philips Actiwatch and Garmin vivofit devices at all times without additional guidance on the arm preference.

**Smartphone**

Smartphone apps were used in the study to collect PROs consisting of self-assessment and symptom-tracking questionnaires. One set of questions was given every 2 days (bidaily), and the other set of questions was given weekly throughout the observation period. The Ginger app was used at the beginning of the study for collection, but patients were migrated to the UAB REDCap PRO survey system. The REDCap system collected the same information at the same frequency as the originally deployed Ginger app but had the advantage of direct capture in the clinical database rather than needing to capture the data periodically through a third-party upload. The reason for the switch was that the duration of the trial recruitment period exceeded that of the contracted services with Ginger. A smooth transition was easily developed and implemented, and no data were lost.

Patients who had personal smartphones were asked to download the Ginger app. The site provided a smartphone if the patient did not own one. Patients were restricted to the use of only one personal smartphone with the Ginger app during the course of the study. To prevent the erroneous collection of nonpatient data, the use of the smartphone was restricted to the patient only and was not to be shared with others.

In addition, patients were instructed on the completion of UAB REDCap PRO surveys via an email set up for each patient by the UAB. The email contained a link for access to the survey. Responses to the survey were collected within REDCap through a secure web-based app module to manage and build the web-based surveys.

Both Ginger and REDCap data were recorded on the Health Insurance Portability and Accountability Act–compliant UAB server. At the end of the study, all patients were asked to return their wristwatches. Patients completing the study were allowed to keep the site-issued smartphone, but the monthly plan was terminated. Patients did not have access to the data generated during the course of the study.
Analytical Methods

Statistical Analysis

The sample size for the study was estimated based on previous experience, assuming that 35% to 40% of patients may experience a full significant exacerbation of psychotic symptoms or relapse during the course of the study. The level of relapse anticipated within 120 days for patients treated for a current relapse was based on the experience of UAB in their clinics. For patient characteristics, all continuous variables were summarized using descriptive statistics, and the categorical variables were summarized using frequency measures. As the analyses were exploratory in nature, a two-sided significance level of 5% was used, unless specified otherwise, for all statistical tests. Multiplicity adjustments were not made for the analysis.

Without significant clinical changes to detect or model, we assessed the within-patient stability of the clinical scales using the intraclass correlation coefficient (ICC), a metric commonly used in psychometrics to assess the test-retest and interrater reliability. If the patient-level variance is small for stable patients, it is easier to detect potentially important deviations from individualized norms. The ICC was calculated using a mixed-effect model, in which patient was included as a random effect.

Table 1 summarizes all the metrics obtained from the devices. These metrics were aggregated biweekly to generate the feature sets for predictive modeling. Means and SDs of the device metrics during the 2 weeks immediately before the corresponding clinical assessment were calculated. The summary statistics of all device metrics were combined as the feature set for models predictive of clinical assessments.

Associations among the clinical symptoms and between clinical symptoms and device variables were assessed using mixed-effect models. For each pair, one variable was considered as the response variable and the other variable was considered as the independent variable. Patient was included in the model as a random effect to account for correlations among the repeated measures. Each data variable was scaled so that each had a variance of 1. Testing whether the dependent and independent variables are correlated is equivalent to testing whether the coefficient of the independent variable is 0.

Elastic net [29] was applied to build models using linear regression to predict the clinical assessments and the patient-reported activity and sleep scales using feature sets constructed from the device data. Ten-fold repeated cross-validation with 30 repeats was also applied to train the models and assess the performance of the model. The repeated cross-validation was conducted at the patient level, where data on 10% of patients were held out for validation. The performance of the predictive models was assessed using the root mean square error and the $R^2$. The $R^2$ was calculated as the difference between the total sum of squares and the sum of squares owing to the error sum of squares divided by the total sum of squares. When the $R^2$ is calculated based on cross-validation results and the sum of squares owing to error is calculated based on out-of-sample predictions, the estimated $R^2$ may be negative.
Table 1. Metrics obtained from Philips Actigraph, Garmin vivofit, and surveys.

<table>
<thead>
<tr>
<th>Device and metric</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Philips Actigraph</strong></td>
<td></td>
</tr>
<tr>
<td>Time spent sedentary (minutes)</td>
<td>Daily</td>
</tr>
<tr>
<td>Time spent on low-intensity activities (minutes)</td>
<td>Daily</td>
</tr>
<tr>
<td>Time spent on moderate-intensity activities (minutes)</td>
<td>Daily</td>
</tr>
<tr>
<td>Time spent on vigorous-intensity activities (minutes)</td>
<td>Daily</td>
</tr>
<tr>
<td>Total activity count</td>
<td>Daily, nightly</td>
</tr>
<tr>
<td>Average activity count</td>
<td>Daily, nightly</td>
</tr>
<tr>
<td>Maximum activity count</td>
<td>Daily, nightly</td>
</tr>
<tr>
<td>Duration of active or sleeping (minutes)</td>
<td>Daily, nightly</td>
</tr>
<tr>
<td>Percentage of time with invalid sleep-wake status</td>
<td>Daily, nightly</td>
</tr>
<tr>
<td>Time spent awake (minutes)</td>
<td>Daily, nightly</td>
</tr>
<tr>
<td>Percentage of time spent awake</td>
<td>Daily, nightly</td>
</tr>
<tr>
<td>Number of wake bouts</td>
<td>Nightly</td>
</tr>
<tr>
<td>Average duration of wake bouts (minutes)</td>
<td>Nightly</td>
</tr>
<tr>
<td>Time spent sleeping (minutes)</td>
<td>Daily, nightly</td>
</tr>
<tr>
<td>Percentage of time spent sleeping</td>
<td>Daily, nightly</td>
</tr>
<tr>
<td>Sleep onset latency (minutes)</td>
<td>Nightly</td>
</tr>
<tr>
<td>Time spent resting after waking up (minutes)</td>
<td>Nightly</td>
</tr>
<tr>
<td>Time of valid rest (minutes)</td>
<td>Nightly</td>
</tr>
<tr>
<td>Sleep efficiency</td>
<td>Nightly</td>
</tr>
<tr>
<td>Sleep start time (hours:minutes)</td>
<td>Nightly</td>
</tr>
<tr>
<td>Rest start time (hours:minutes)</td>
<td>Nightly</td>
</tr>
<tr>
<td>Sleep fragmentation</td>
<td>Nightly</td>
</tr>
<tr>
<td><strong>Garmin vivofit</strong></td>
<td></td>
</tr>
<tr>
<td>Time spent sedentary (seconds)</td>
<td>Daily</td>
</tr>
<tr>
<td>Time spent walking (seconds)</td>
<td>Daily</td>
</tr>
<tr>
<td>Total steps</td>
<td>Daily</td>
</tr>
<tr>
<td>Number of epochs</td>
<td>Daily</td>
</tr>
<tr>
<td>Number of steps during nighttime</td>
<td>Nightly</td>
</tr>
<tr>
<td><strong>Survey</strong></td>
<td></td>
</tr>
<tr>
<td>Bidaily survey summary score</td>
<td>Bidaily</td>
</tr>
<tr>
<td>Feel down or depressed</td>
<td>Bidaily</td>
</tr>
<tr>
<td>Feel confused or have trouble with your thinking</td>
<td>Bidaily</td>
</tr>
<tr>
<td>Feel stressed or overwhelmed</td>
<td>Bidaily</td>
</tr>
<tr>
<td>See or hear things that other people could not see or hear</td>
<td>Bidaily</td>
</tr>
<tr>
<td>Feel suspicious or paranoid</td>
<td>Bidaily</td>
</tr>
<tr>
<td>Have trouble sleeping the night before</td>
<td>Bidaily</td>
</tr>
<tr>
<td>Weekly survey summary score</td>
<td>Weekly</td>
</tr>
<tr>
<td>Feel anxious or nervous</td>
<td>Weekly</td>
</tr>
<tr>
<td>Feel unmotivated</td>
<td>Weekly</td>
</tr>
<tr>
<td>Have trouble getting things done</td>
<td>Weekly</td>
</tr>
<tr>
<td>Missed any schizophrenia medications in the past 7 days</td>
<td>Weekly</td>
</tr>
</tbody>
</table>
Detecting Statistically Relevant Change in Streaming Data

There is evidence that detectable signs of relapse may be specific to an individual [17]. As such, it is important to develop metrics that can detect statistically relevant changes based on a person’s own data rather than what may be normal for individuals. Metrics derived from the devices or PRO can be monitored as a real-time streaming process similar to process control in manufacturing or even the stock market. A stable longitudinal period can be used to establish a baseline norm (mean and variance) for each metric of interest. At any subsequent point, statistical tests can be performed for point outlier status of the daily tracked measures or if the short-term mean and variance of a defined measurement period are statistically different from the baseline measures, indicating that a trend may be occurring.

Outliers and trends may have causal explanations other than relapse; however, detected changes create an opportunity to have conversations with the patient about behaviors, with objective data. For example, in Figure 2, examination of sleep onset data revealed a significant trend toward earlier sleep times as the patient approached relapse. The average sleep onset time at baseline was 8 PM. Near relapse, the data trended to a 2-week average around 6:30 PM.

It is relatively easy to detect statistically relevant changes in the streaming metrics. The challenge is assigning causality to the change without an understanding of the context [13,16,17]. Most detected changes are probably not relevant to relapse but could be used in a clinical setting for follow-up or conversations with caregivers based on these objective data.

Figure 2. Sleep onset time for a single relapse patient. Outliers and trends may have causal explanations other than relapse but allow an opportunity to have conversations about behaviors with objective data. The first month was used to establish baseline normal data. Outlier alerts can be set based on baseline mean and variance. In this case, outlier detection alerts were set at 2.5 SDs from the baseline population distribution. After the baseline, a moving average window of 2 weeks was calculated and overlayed on daily data and was used to look for significant changes or trends from the baseline mean or variance. Finally, statistically relevant changes in the slope over a defined interval can indicate relevant changes. The flagged points represent outliers or changes above a set threshold. Flags noted on the moving average mean indicate significant differences for the moving average mean, and flags noted on the moving average variance indicate significant differences in variance from the baseline. For example, examining the sleep onset data, there is a significant trend toward earlier sleep times as the patient approached relapse. The average sleep onset time at baseline was 8 PM. Near relapse, the data had trended to a 2-week average around 6:30 PM.

Results

Patient Disposition and Baseline Characteristics

A total of 49 patients were screened, and 40 patients were enrolled in the study. In total, 9 participants were screened out because of loss to follow-up after consent (n=4) and after the screening visit (n=1), consent withdrawal (n=1), screen failure—lack of proof of diagnosis (n=1) and no reason (n=1), and unknown—screening visit not being performed (n=1).

Of these 40 patients, 31 (78%) completed the study and 9 (23%) discontinued the study (protocol violations: 18%, 7/40 and withdrawal of consent: 5%, 2/40; Figure 1). Only 8% (3/40) of patients experienced a relapse during the study, of which only 1 patient had sufficient postscreening data to establish a reference baseline. The enrolled patients had a higher proportion of men (25/40; 63%), a median age of 40.3 years, and a mean baseline BMI of 34.9 kg/m$^2$. Most patients (38/40; 95%) were on at least one antipsychotic medication during the course of the study, and the most common medication was Risperdal Consta (28/40; 70%). All patients continued their prescribed medication throughout the study (Table 2).
Table 2. Patients’ demographics and baseline characteristics (N=40).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (range)</td>
<td>40.3 (19-65)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>15 (38)</td>
</tr>
<tr>
<td>Men</td>
<td>25 (63)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>29 (73)</td>
</tr>
<tr>
<td>White</td>
<td>11 (28)</td>
</tr>
<tr>
<td>Baseline BMI (kg/m(^2)), mean (SD)</td>
<td>34.9 (8.65)</td>
</tr>
<tr>
<td>Baseline PANSS(^a) total score, mean (SD)</td>
<td>35.7 (5.02)</td>
</tr>
<tr>
<td><strong>Baseline CGI-S(^b) score, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Normal, not at all ill</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Borderline mentally ill</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Mildly ill</td>
<td>11 (28)</td>
</tr>
<tr>
<td>Moderately ill</td>
<td>17 (43)</td>
</tr>
<tr>
<td>Markedly ill</td>
<td>7 (18)</td>
</tr>
</tbody>
</table>

\(^a\)PANSS: Positive and Negative Syndrome Scale.  
\(^b\)CGI-S: Clinical Global Impression-Severity scale.

**Clinical Assessments**

For the patient experiencing a relapse, the CGI disease severity scores worsened from 2 to 5 (borderline mentally to markedly ill), and the global improvement changed from 4 to 6 (no change to much worse). The PANSS domains that worsened at relapse included positive subscale items (delusions-P1 and conceptual disorganization-P2), negative subscale items (poor rapport-N3), and general psychopathology scale items (somatic concern-G1, anxiety-G2, tension-G4, depression-G6, uncooperative-G8, lack of judgment-G12, and disturbance of volition-G13). The BPRS scale worsened in the subdomains of somatic concern, anxiety, conceptual disorganization, tension, depressive mood, uncooperative, and disorientation. The Young Mania Rating Scale worsened in the subdomains of sleep, language, thought disorder, and insight, and the CDS worsened in the subdomains of depression and early wakening.

**Correlations Among Clinical Symptoms**

For the 40 enrolled patients, the within-patient stability of the clinical symptom scales as assessed by ICC showed either excellent or good agreement, suggesting that most of the assessed symptoms were stable throughout the study (Multimedia Appendix 1). When assessing the association among clinical symptoms, the PANSS total score and the BPRS total scores showed a very strong correlation ($r=0.97$). However, the Clinical Global Impression-Severity scale score did not strongly correlate with the PANSS and BPRS scores (Table 3).
Table 3. Associations among psychiatric symptoms (N=40).

<table>
<thead>
<tr>
<th>Symptom scores</th>
<th>BPRS(^a) total score</th>
<th>CGI-S(^b) score</th>
<th>CDS(^c) total score</th>
<th>YMRS(^d) total score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PANSS(^e) total score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.97(^f)</td>
<td>0.12</td>
<td>0.68</td>
<td>0.29</td>
</tr>
<tr>
<td><em>P</em> value</td>
<td>&lt;.001</td>
<td>.09</td>
<td>&lt;.001</td>
<td>.03</td>
</tr>
<tr>
<td><strong>BPRS total score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td><em>g</em></td>
<td>0.15</td>
<td>0.65</td>
<td>0.34</td>
</tr>
<tr>
<td><em>P</em> value</td>
<td></td>
<td>.01</td>
<td>&lt;.001</td>
<td>.002</td>
</tr>
<tr>
<td><strong>CGI-S score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>_</td>
<td>_</td>
<td>0.24</td>
<td>0.23</td>
</tr>
<tr>
<td><em>P</em> value</td>
<td>_</td>
<td>_</td>
<td>.003</td>
<td>.18</td>
</tr>
<tr>
<td><strong>CDS total score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>0.44</td>
</tr>
<tr>
<td><em>P</em> value</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>.003</td>
</tr>
</tbody>
</table>

\(^a\)BPRS: modified Brief Psychiatric Rating Scale.
\(^b\)CGI-S: Clinical Global Impression-Severity scale.
\(^c\)CDS: Calgary Depression Scale.
\(^d\)YMRS: Young Mania Rating Scale.
\(^e\)PANSS: Positive and Negative Syndrome Scale.
\(^f\)Italic values indicate significant correlation (*P* <.05).
\(^g\)Not applicable.

**Device-Based Assessments**

With 1 patient having a stable baseline before relapse, it is not possible to infer statistical indicators from the data that might have suggested an impending potential relapse. However, a few anecdotal observations have been made. Before relapse, the day-to-day variation in mobility was very high, ranging from 1 to 7 miles per day, as captured by the Garmin vivofit fitness band. Some disrupted sleeping was captured using the Philips Actiwatch. The patient reported a spike in the feeling of suspicion and missed his medication dose at this time.

**Data Coverage and Patient Compliance**

Across all patients, the range of days each device was in use provided the maximum number of observable days for each patient-device combination. On the basis of the combined patient data, a high percentage of data coverage and compliance was observed for each device. Using the Garmin vivofit, Philips Actiwatch Spectrum, PRO bidaily survey, and PRO weekly survey, the data coverage was 96%, 92%, 80%, and 89%, respectively, and the device compliance was 97%, 94%, 82%, and 88%, respectively.

**Correlations Between Clinical Symptoms and Device Metrics**

The low variability in clinical symptoms prevented assessments of individual-based changes in device data with clinical status changes. Subsequently, an analysis was performed to directly correlate the aggregated device metrics with related clinical measures. Correlations were observed between the Philips Actigraph sleep features and the PSQI sleep duration component. Features such as sleep duration, time spent sleeping, and time of valid rest significantly correlated with PSQI sleep duration (*r*=0.36, *r*=0.36, and *r*=0.34, respectively). Sleep start time and resting-state time showed more modest but significant correlations with PSQI sleep disturbances (*r*=-0.26 and *r*=-0.25, respectively; Table 4).

Correlations were observed between the Philips Actigraph activity features and the YPAS individual indices (Table 5). Garmin activity feature—total steps taken—showed a modest correlation with the BPRS total score (*r*=-0.23; *P*=.03). Garmin activity metrics also showed correlations with the YPAS global or individual indices (Tables 6 and 7).
Table 4. Associations between Philips Actigraph sleep features and the Pittsburgh Sleep Quality Index global and component scores.

<table>
<thead>
<tr>
<th>Metric</th>
<th>PSQI&lt;sup&gt;a&lt;/sup&gt; sleep duration</th>
<th>PSQI sleep disturbances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>P value</td>
</tr>
<tr>
<td>Total activity count</td>
<td>0.03</td>
<td>.80</td>
</tr>
<tr>
<td>Average activity count</td>
<td>−0.14</td>
<td>.22</td>
</tr>
<tr>
<td>Maximum activity count</td>
<td>0</td>
<td>.99</td>
</tr>
<tr>
<td>Duration (minutes)</td>
<td>0.36&lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time spent awake (minutes)</td>
<td>0.11</td>
<td>.30</td>
</tr>
<tr>
<td>Percentage of time spent awake</td>
<td>−0.1</td>
<td>.40</td>
</tr>
<tr>
<td>Number of wake bouts</td>
<td>0.26</td>
<td>.01</td>
</tr>
<tr>
<td>Average number of wake bouts</td>
<td>−0.18</td>
<td>.08</td>
</tr>
<tr>
<td>Time spent sleeping</td>
<td>0.36</td>
<td>.001</td>
</tr>
<tr>
<td>Percentage of time spent sleeping</td>
<td>0.1</td>
<td>.40</td>
</tr>
<tr>
<td>Sleep efficiency</td>
<td>0.05</td>
<td>.56</td>
</tr>
<tr>
<td>Time spent resting after waking up (minutes)</td>
<td>−0.09</td>
<td>.39</td>
</tr>
<tr>
<td>Time of valid rest (minutes)</td>
<td>0.34</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep efficiency</td>
<td>0.21</td>
<td>.09</td>
</tr>
<tr>
<td>Sleep start time (hours:minutes)</td>
<td>−0.01</td>
<td>.93</td>
</tr>
<tr>
<td>Rest start time (hours:minutes)</td>
<td>−0.03</td>
<td>.78</td>
</tr>
<tr>
<td>Sleep fragmentation</td>
<td>0</td>
<td>.99</td>
</tr>
</tbody>
</table>

<sup>a</sup>PSQI: Pittsburgh Sleep Quality Index.

<sup>b</sup>Italic values indicate significant correlation (P<.05).

<sup>c</sup>nc: the model did not converge.
Table 5. Associations between Philips Actigraph activity features and the Yale Physical Activity Survey global or individual indexes.

<table>
<thead>
<tr>
<th>Activity features</th>
<th>YPAS(^a) global index</th>
<th>YPAS vigorous activity index</th>
<th>YPAS leisure walking index</th>
<th>YPAS moving index</th>
<th>YPAS standing index</th>
<th>YPAS sitting index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time spent sedentary (minutes)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>−0.35(^b)</td>
<td>ne(^c)</td>
<td>0.01</td>
<td>−0.25</td>
<td>−0.36</td>
<td>0.27</td>
</tr>
<tr>
<td>P value</td>
<td>.01</td>
<td>_(^d)</td>
<td>.95</td>
<td>.02</td>
<td>.01</td>
<td>.01</td>
</tr>
<tr>
<td>Time spent on low-intensity activities (minutes)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.40</td>
<td>nc</td>
<td>0.07</td>
<td>0.26</td>
<td>0.40</td>
<td>−0.3</td>
</tr>
<tr>
<td>P value</td>
<td>.003</td>
<td>—</td>
<td>.61</td>
<td>.03</td>
<td>.003</td>
<td>.004</td>
</tr>
<tr>
<td>Time spent on moderate-intensity activities (minutes)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.82</td>
<td>0.93</td>
<td>nc</td>
<td>nc</td>
<td>1.03</td>
<td>−0.05</td>
</tr>
<tr>
<td>P value</td>
<td>.25</td>
<td>.17</td>
<td>—</td>
<td>—</td>
<td>.26</td>
<td>.97</td>
</tr>
<tr>
<td>Time spent on vigorous-intensity activities (minutes)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.22</td>
<td>0.29</td>
<td>0.05</td>
<td>nc</td>
<td>0.45</td>
<td>nc</td>
</tr>
<tr>
<td>P value</td>
<td>.61</td>
<td>.70</td>
<td>.89</td>
<td>—</td>
<td>.31</td>
<td>—</td>
</tr>
<tr>
<td>Total activity count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.33</td>
<td>nc</td>
<td>nc</td>
<td>0.22</td>
<td>0.33</td>
<td>−0.2</td>
</tr>
<tr>
<td>P value</td>
<td>.02</td>
<td>—</td>
<td>—</td>
<td>.14</td>
<td>.02</td>
<td>.06</td>
</tr>
<tr>
<td>Average activity count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.33</td>
<td>nc</td>
<td>0.06</td>
<td>0.25</td>
<td>0.33</td>
<td>−0.22</td>
</tr>
<tr>
<td>P value</td>
<td>.06</td>
<td>—</td>
<td>.63</td>
<td>.27</td>
<td>.03</td>
<td>.13</td>
</tr>
<tr>
<td>Maximum activity count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.25</td>
<td>nc</td>
<td>−0.02</td>
<td>0.12</td>
<td>0.26</td>
<td>−0.01</td>
</tr>
<tr>
<td>P value</td>
<td>.14</td>
<td>—</td>
<td>.89</td>
<td>.25</td>
<td>.03</td>
<td>.95</td>
</tr>
<tr>
<td>Duration (minutes)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.06</td>
<td>0.1</td>
<td>−0.03</td>
<td>0</td>
<td>0.07</td>
<td>0.02</td>
</tr>
<tr>
<td>P value</td>
<td>.46</td>
<td>.30</td>
<td>.70</td>
<td>.97</td>
<td>.48</td>
<td>.86</td>
</tr>
<tr>
<td>Time spent awake (minutes)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>nc</td>
<td>nc</td>
<td>−0.06</td>
<td>0.11</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>P value</td>
<td>—</td>
<td>—</td>
<td>.57</td>
<td>.26</td>
<td>.81</td>
<td>.91</td>
</tr>
<tr>
<td>Time spent awake (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>nc</td>
<td>nc</td>
<td>−0.01</td>
<td>0.19</td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td>P value</td>
<td>—</td>
<td>—</td>
<td>.93</td>
<td>.13</td>
<td>.77</td>
<td>.96</td>
</tr>
<tr>
<td>Time spent sleeping</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>nc</td>
<td>−0.13</td>
<td>0.01</td>
<td>−0.18</td>
<td>−0.06</td>
<td>0.04</td>
</tr>
<tr>
<td>P value</td>
<td>—</td>
<td>.49</td>
<td>.95</td>
<td>.13</td>
<td>.78</td>
<td>.70</td>
</tr>
<tr>
<td>Time spent sleeping (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>nc</td>
<td>nc</td>
<td>0.01</td>
<td>−0.19</td>
<td>−0.06</td>
<td>−0.01</td>
</tr>
<tr>
<td>P value</td>
<td>—</td>
<td>—</td>
<td>.93</td>
<td>.13</td>
<td>.77</td>
<td>.96</td>
</tr>
</tbody>
</table>

\(^a\)YPAS: Yale Physical Activity Survey.

\(^b\)Italic values indicate significant correlation (\(P<.05\)).

\(^c\)nc: the model did not converge.

\(^d\)Not applicable.
Table 6. Associations between Garmin activity features and clinical scores.

<table>
<thead>
<tr>
<th>Activity features</th>
<th>PANSS&lt;sup&gt;a&lt;/sup&gt; total score</th>
<th>BPRS&lt;sup&gt;b&lt;/sup&gt; total score</th>
<th>CGI-SCH&lt;sup&gt;c&lt;/sup&gt; score</th>
<th>CDS&lt;sup&gt;d&lt;/sup&gt; total score</th>
<th>YMRS&lt;sup&gt;e&lt;/sup&gt; total score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time spent sedentary (seconds)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.15</td>
<td>0.12</td>
<td>0.25</td>
<td>−0.03</td>
<td>nc&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>P value</td>
<td>.66</td>
<td>.59</td>
<td>.27</td>
<td>.88</td>
<td>se</td>
</tr>
<tr>
<td><strong>Time spent walking (seconds)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>−0.15</td>
<td>−0.12</td>
<td>−0.25</td>
<td>0.03</td>
<td>nc</td>
</tr>
<tr>
<td>P value</td>
<td>.65</td>
<td>.58</td>
<td>.26</td>
<td>.88</td>
<td>—</td>
</tr>
<tr>
<td><strong>Total steps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>−0.21</td>
<td>−0.23&lt;sup&gt;h&lt;/sup&gt;</td>
<td>−0.07</td>
<td>nc</td>
<td>−0.13</td>
</tr>
<tr>
<td>P value</td>
<td>.19</td>
<td>.03</td>
<td>.44</td>
<td>—</td>
<td>.40</td>
</tr>
</tbody>
</table>

<sup>a</sup>PANSS: Positive and Negative Syndrome Scale.
<sup>b</sup>BPRS: modified Brief Psychiatric Rating Scale.
<sup>c</sup>CGI-SCH: Clinical Global Impression-Schizophrenia.
<sup>d</sup>CDS: Calgary Depression Scale.
<sup>e</sup>YMRS: Young Mania Rating Scale.
<sup>f</sup>nc: the model did not converge.
<sup>g</sup>Not applicable.
<sup>h</sup>Italic values indicate significant correlation (<i>P</i><.05).

Table 7. Associations between Garmin activity features and the Yale Physical Activity Survey global or individual indexes.

<table>
<thead>
<tr>
<th>Activity features</th>
<th>YPAS&lt;sup&gt;a&lt;/sup&gt; global index</th>
<th>YPAS vigorous activity index</th>
<th>YPAS leisure walking index</th>
<th>YPAS moving index</th>
<th>YPAS standing index</th>
<th>YPAS sitting index</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time spent sedentary (seconds)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>−0.15</td>
<td>−0.14</td>
<td>0.09</td>
<td>−0.3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.29</td>
<td>0.25</td>
</tr>
<tr>
<td>P value</td>
<td>.21</td>
<td>.26</td>
<td>.59</td>
<td>.04</td>
<td>.03</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Time spent walking (seconds)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.15</td>
<td>0.14</td>
<td>−0.1</td>
<td>0.31</td>
<td>0.29</td>
<td>−0.25</td>
</tr>
<tr>
<td>P value</td>
<td>.20</td>
<td>.26</td>
<td>.57</td>
<td>.03</td>
<td>.03</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Total steps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.17</td>
<td>0.1</td>
<td>0.38</td>
<td>0.26</td>
<td>0.13</td>
<td>−0.21</td>
</tr>
<tr>
<td>P value</td>
<td>.05</td>
<td>.26</td>
<td>.03</td>
<td>.11</td>
<td>.33</td>
<td>.04</td>
</tr>
</tbody>
</table>

<sup>a</sup>YPAS: Yale Physical Activity Survey.
<sup>b</sup>Italic values indicate significant correlation (<i>P</i><.05).

A significant but moderate association between survey data features and psychiatric symptoms was observed. The bidaily survey summary score correlated with the BPRS total score (<i>r</i>=0.23; <i>P</i>=.05) and the CDS total score (<i>r</i>=0.37; <i>P</i>=.01). The weekly survey summary score was also associated with the PANSS total score (<i>r</i>=0.30; <i>P</i>=.03), the BPRS total score (<i>r</i>=0.29; <i>P</i>=.01), and the CDS total score (<i>r</i>=0.37; <i>P</i>=.01). Specific queries such as feel down or depressed, feel confused or have trouble with your thinking, feel stressed or overwhelmed, and have trouble getting things done correlated with the CDS total score (Table 8). In the elastic net model, survey data (bidaily, weekly, and bidaily+weekly) were observed to be predictive of the PANSS total score, the BPRS total score, and the CDS total score (Table 9). The features derived from the survey data were found to be predictive of the total score, subjective sleep quality component, and sleep disturbance component of the PSQI (Table 4). The features from Philips Actigraph data were also found to be predictive of the sleep latency component of the PSQI. The sleep and activity features derived from the Philips Actigraph and Garmin activity data were observed to be predictors of the sleep duration component of the PSQI (Table 10) and the sitting index of the YPAS (Multimedia Appendix 2).
Table 8. Associations between survey data features and psychiatric symptoms.

<table>
<thead>
<tr>
<th>Survey data features</th>
<th>PANSS&lt;sup&gt;a&lt;/sup&gt; total score</th>
<th>BPRS&lt;sup&gt;b&lt;/sup&gt; total score</th>
<th>CGI-SCH&lt;sup&gt;c&lt;/sup&gt; score</th>
<th>CDSS&lt;sup&gt;d&lt;/sup&gt; total score</th>
<th>YMRS&lt;sup&gt;e&lt;/sup&gt; total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily survey summary score</td>
<td>Coefficient</td>
<td>0.27</td>
<td>0.23&lt;sup&gt;f&lt;/sup&gt;</td>
<td>nc&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.09</td>
<td>.05</td>
<td>—</td>
<td>.01</td>
</tr>
<tr>
<td>Feel down or depressed</td>
<td>Coefficient</td>
<td>0.28</td>
<td>0.2</td>
<td>nc</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.11</td>
<td>.10</td>
<td>—</td>
<td>.01</td>
</tr>
<tr>
<td>Feel confused or have trouble with your thinking</td>
<td>Coefficient</td>
<td>0.25</td>
<td>0.19</td>
<td>nc</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.09</td>
<td>.08</td>
<td>—</td>
<td>.01</td>
</tr>
<tr>
<td>Feel stressed or overwhelmed</td>
<td>Coefficient</td>
<td>0.29</td>
<td>0.16</td>
<td>–0.04</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.06</td>
<td>.11</td>
<td>.49</td>
<td>.04</td>
</tr>
<tr>
<td>See or hear things that other people could not see or hear</td>
<td>Coefficient</td>
<td>0.26</td>
<td>0.2</td>
<td>0</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.22</td>
<td>.13</td>
<td>.99</td>
<td>.42</td>
</tr>
<tr>
<td>Have trouble sleeping the night before</td>
<td>Coefficient</td>
<td>0.10</td>
<td>0.10</td>
<td>–0.07</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.39</td>
<td>.22</td>
<td>.48</td>
<td>.84</td>
</tr>
<tr>
<td>Weekly survey summary score</td>
<td>Coefficient</td>
<td>0.30</td>
<td>0.29</td>
<td>–0.2</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.03</td>
<td>.01</td>
<td>.26</td>
<td>.01</td>
</tr>
<tr>
<td>Feel anxious or nervous</td>
<td>Coefficient</td>
<td>0.09</td>
<td>0.18</td>
<td>–0.17</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.71</td>
<td>.12</td>
<td>.16</td>
<td>.06</td>
</tr>
<tr>
<td>Feel unmotivated</td>
<td>Coefficient</td>
<td>0.19</td>
<td>0.23</td>
<td>–0.06</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.16</td>
<td>.04</td>
<td>.70</td>
<td>.20</td>
</tr>
<tr>
<td>Have trouble getting things done</td>
<td>Coefficient</td>
<td>0.35</td>
<td>0.25</td>
<td>0.05</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.04</td>
<td>.04</td>
<td>.73</td>
<td>.04</td>
</tr>
<tr>
<td>Missed any schizophrenia medications in past 7 days</td>
<td>Coefficient</td>
<td>0.23</td>
<td>0.03</td>
<td>nc</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.46</td>
<td>.86</td>
<td>—</td>
<td>.19</td>
</tr>
</tbody>
</table>

<sup>a</sup>PANSS: Positive and Negative Syndrome Scale.
<sup>b</sup>BPRS: modified Brief Psychiatric Rating Scale.
<sup>c</sup>CGI-SCH: Clinical Global Impression-Schizophrenia.
<sup>d</sup>CDS: Calgary Depression Scale.
<sup>e</sup>YMRS: Young Mania Rating Scale.
<sup>f</sup>Italic values indicate significant correlation (<i>P</i> < .05).
<sup>g</sup>nc: the model did not converge.
<sup>h</sup>Not applicable.
Table 9. Performance of the elastic net models for predicting clinical scores (N=40).

<table>
<thead>
<tr>
<th>Feature set</th>
<th>RMSE&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SD</th>
<th>R&lt;sup&gt;2&lt;/sup&gt;</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PANSS&lt;sup&gt;b&lt;/sup&gt; total score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>4.27&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.03</td>
<td>0.11</td>
<td>0.01</td>
</tr>
<tr>
<td>Survey weekly</td>
<td>4.23</td>
<td>0.05</td>
<td>0.12</td>
<td>0.02</td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>4.20</td>
<td>0.04</td>
<td>0.13</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>BPRS&lt;sup&gt;d&lt;/sup&gt; total score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>3.90</td>
<td>0.03</td>
<td>0.19</td>
<td>0.01</td>
</tr>
<tr>
<td>Survey weekly</td>
<td>3.94</td>
<td>0.06</td>
<td>0.17</td>
<td>0.02</td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>3.86</td>
<td>0.05</td>
<td>0.21</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>CGI&lt;sup&gt;e&lt;/sup&gt;-severity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>0.84</td>
<td>0.01</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Survey weekly</td>
<td>0.87</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>0.84</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>CDS&lt;sup&gt;f&lt;/sup&gt; total score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>2.48</td>
<td>0.03</td>
<td>0.25</td>
<td>0.02</td>
</tr>
<tr>
<td>Survey weekly</td>
<td>2.52</td>
<td>0.03</td>
<td>0.23</td>
<td>0.02</td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>2.45</td>
<td>0.03</td>
<td>0.27</td>
<td>0.02</td>
</tr>
</tbody>
</table>

<sup>a</sup>RMSE: root mean square error.
<sup>b</sup>PANSS: Positive and Negative Syndrome Scale.
<sup>c</sup>Italic values indicate that the uncorrected P value for R<sup>2</sup> is <.05 for elastic net models.
<sup>d</sup>BPRS: modified Brief Psychiatric Rating Scale.
<sup>e</sup>CGI: Clinical Global Impression
<sup>f</sup>CDS: Calgary Depression Scale.
<table>
<thead>
<tr>
<th>Feature set</th>
<th>R²</th>
<th>SD</th>
<th>SD</th>
<th>SD</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PSQI global score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph sleep</td>
<td>2.68</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph activity</td>
<td>2.67</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph (sleep+activity)</td>
<td>2.67</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Garmin activity</td>
<td>2.62</td>
<td>0.02</td>
<td>0.03</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>2.40</td>
<td>0.03</td>
<td>0.19</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Survey weekly</td>
<td>2.41</td>
<td>0.02</td>
<td>0.18</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>2.41</td>
<td>0.03</td>
<td>0.18</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td><strong>PSQI subjective sleep quality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph sleep</td>
<td>0.76</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph activity</td>
<td>0.75</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph (sleep+activity)</td>
<td>0.76</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Garmin activity</td>
<td>0.76</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>0.73</td>
<td>0.01</td>
<td>0.05</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Survey weekly</td>
<td>0.74</td>
<td>0.01</td>
<td>0.03</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>0.73</td>
<td>0.01</td>
<td>0.04</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td><strong>PSQI sleep latency</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph sleep</td>
<td>1.64</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph activity</td>
<td>1.58</td>
<td>0.01</td>
<td>0.05</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph (sleep+activity)</td>
<td>1.60</td>
<td>0.01</td>
<td>0.04</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Garmin activity</td>
<td>1.64</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>1.62</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey weekly</td>
<td>1.63</td>
<td>0.01</td>
<td>-0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>1.61</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td><strong>PSQI sleep duration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph sleep</td>
<td>1.43</td>
<td>0.02</td>
<td>0.13</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph activity</td>
<td>1.42</td>
<td>0.02</td>
<td>0.15</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph (sleep+activity)</td>
<td>1.44</td>
<td>0.01</td>
<td>0.12</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Garmin activity</td>
<td>1.50</td>
<td>0.02</td>
<td>0.06</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>1.52</td>
<td>0.01</td>
<td>0.03</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey weekly</td>
<td>1.55</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>1.52</td>
<td>0.01</td>
<td>0.03</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td><strong>PSQI habitual sleep efficiency</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph sleep</td>
<td>7.38</td>
<td>0.02</td>
<td>-0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph activity</td>
<td>7.38</td>
<td>0.03</td>
<td>-0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph (sleep+activity)</td>
<td>7.38</td>
<td>0.02</td>
<td>-0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Garmin activity</td>
<td>7.38</td>
<td>0.02</td>
<td>-0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>7.38</td>
<td>0.03</td>
<td>-0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey weekly</td>
<td>7.38</td>
<td>0.02</td>
<td>-0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>7.38</td>
<td>0.02</td>
<td>-0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td><strong>PSQI sleep disturbances</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feature set</td>
<td>RMSE²</td>
<td>SD</td>
<td>R²</td>
<td>SD</td>
<td></td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>-------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph sleep</td>
<td>3.76</td>
<td>0.08</td>
<td>0.05</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph activity</td>
<td>3.86</td>
<td>0.01</td>
<td>−0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Philips Actigraph (sleep+activity)</td>
<td>3.83</td>
<td>0.04</td>
<td>0.01</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Garmin activity</td>
<td>3.85</td>
<td>0.02</td>
<td>0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>3.34</td>
<td>0.04</td>
<td>0.25</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Survey weekly</td>
<td>3.35</td>
<td>0.03</td>
<td>0.24</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>3.27</td>
<td>0.04</td>
<td>0.28</td>
<td>0.02</td>
<td></td>
</tr>
</tbody>
</table>

**PSQI use of sleep medication**

<table>
<thead>
<tr>
<th>Feature set</th>
<th>RMSE²</th>
<th>SD</th>
<th>R²</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Philips Actigraph sleep</td>
<td>1.35</td>
<td>0.00</td>
<td>−0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Philips Actigraph activity</td>
<td>1.35</td>
<td>0.01</td>
<td>−0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Philips Actigraph (sleep+activity)</td>
<td>1.35</td>
<td>0.01</td>
<td>−0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Garmin activity</td>
<td>1.36</td>
<td>0.01</td>
<td>−0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>1.33</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>Survey weekly</td>
<td>1.32</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>1.34</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

**PSQI daytime dysfunction**

<table>
<thead>
<tr>
<th>Feature set</th>
<th>RMSE²</th>
<th>SD</th>
<th>R²</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Philips Actigraph sleep</td>
<td>0.96</td>
<td>0.01</td>
<td>−0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>Philips Actigraph activity</td>
<td>0.96</td>
<td>0.01</td>
<td>−0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>Philips Actigraph (sleep+activity)</td>
<td>0.97</td>
<td>0.01</td>
<td>−0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>Garmin activity</td>
<td>0.97</td>
<td>0.01</td>
<td>−0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>Survey bidaily</td>
<td>0.96</td>
<td>0.01</td>
<td>−0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>Survey weekly</td>
<td>0.95</td>
<td>0.03</td>
<td>−0.01</td>
<td>0.06</td>
</tr>
<tr>
<td>Survey (bidaily+weekly)</td>
<td>0.96</td>
<td>0.02</td>
<td>−0.03</td>
<td>0.04</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

With the recent increase in the use of mobile technologies (smartphones) and remote sensing wearable devices (smartwatches) with inbuilt sensors, continuous tracking of activity, sleep, and self-reported parameters has been explored widely in various psychiatric disorders [9,12,13,17,19,30-33]. This study demonstrates that parameters that are potentially relevant to the detection of relapse, such as changes in activity and sleep [34], and self-reported symptoms can be collected using smart devices in patients with schizophrenia or schizoaffective disorder.

Several studies have shown that the vast majority of patients with schizophrenia report sleep abnormalities, which often tend to occur before the onset of illness and can predict an acute exacerbation of psychotic symptoms [35]. Individuals with schizophrenia also report significant changes in activity before a relapse episode [36,37]. Therefore, continuous sleep, activity level, and self-reported metrics provide an objective and time-stamped record of changes in behavior that may be clinically relevant and can become a part of the clinical dialog.

Although there may be a potential in using remote sensing technologies to track physical activity and sleep behavior to detect relapses, patient adherence and acceptance can limit the effectiveness of these apps. Individuals with schizophrenia may often refuse to use such devices because of a lack of familiarity with the technologies, with using the device, and with the disease state (eg, paranoid behavior). In this study, high data coverage and compliance indicated the overall acceptance of all remote sensing mobile devices used. Our experience in this study suggests that the involvement of patients’ physician, good training, and clear communication related to the research goals and potential benefits and risks of the study are important factors in ensuring good compliance and engagement.

In this study, correlations among the individual clinical symptoms as well as between clinical symptoms and device measures were evaluated. The assessment of within-patient stability of the clinical scales showed that most patients’ symptoms were stable throughout the study. The correlation analysis among clinical symptoms indicated that the PANSS total score and the BPRS total score showed a strong correlation.
Patient-reported survey data features were correlated with clinical symptoms. In this study, an elastic net model was used to predict correlations between clinical assessments and the device metrics. The Philips Actigraph and the Garmin activity data showed some utility in predicting the sitting index of the YPAS. The features derived from the patient-reported survey data were useful in predicting the total score, the subjective sleep quality component, and the sleep disturbance component of the PSQI. Features derived from the Philips Actigraph and Garmin vivofit were predictive of the sleep duration component of the PSQI. The implementation of technology-based measures along with metrics-based prediction methods could be effective in instituting early warning systems for symptom decline and relapse patterns in schizophrenia.

Limitations
With limited relapses or clinical changes, this study was not sufficiently powered to identify predictors of relapse or symptom exacerbation by comparing clinical and technological assessments. Although a higher relapse rate was expected based on historical rates in the clinic, we speculate that there may have been a recruitment bias for this study. Less stable subjects may have been less interested in participation. In addition, the frequent clinical assessments and questionnaires and the presence of the devices would have generated a heightened personal focus on relevant symptoms. Future trial designs should consider tracking recruitment bias in the design. In general, expanding the study to more patients and a longer duration would be required to develop robust models predictive of clinical change. The longitudinal stability of the patients would facilitate, however, the ability to detect relative changes and outliers when they occur. Although detecting change is facilitated by having a long-term stable baseline, patients that are unstable will inherently have more variability. Higher variability can make the detection of event outliers more difficult. Having continuous data, however, allows statistical averaging for longer periods than single-point estimates. Trends and changes in variability can be detected with streaming data, even in unstable subjects, more readily than with point estimates from clinical visits. This study demonstrates that remote sensing devices and mobile technology can be used to monitor metrics that are relevant for patients with schizophrenia. It will be important to capture the context of detected changes in future studies to determine the metrics most predictive of relapse or symptom exacerbation.

Conclusions
In summary, relapse prediction using remote sensing technologies may aid clinicians to be cautioned in advance to detect the approaching exacerbation of symptoms and patterns of relapse in patients with schizophrenia. The operational learnings from this study provide insights to conduct future studies with remote sensing devices in this patient population to devise earlier intervention strategies.
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Abstract

Background: Self-reported mood is a valuable clinical data source regarding disease state and course in patients with mood disorders. However, validated, quick, and scalable digital self-report measures that can also detect relapse are still not available for clinical care.

Objective: In this study, we aim to validate the newly developed ASERT (Aktibipo Self-rating) questionnaire—a 10-item, mobile app-based, self-report mood questionnaire consisting of 4 depression, 4 mania, and 2 nonspecific symptom items, each with 5 possible answers. The validation data set is a subset of the ongoing observational longitudinal AKTIBIPO400 study for the long-term monitoring of mood and activity (via actigraphy) in patients with bipolar disorder (BD). Patients with confirmed BD are included and monitored with weekly ASERT questionnaires and monthly clinical scales (Montgomery-Åsberg Depression Rating Scale [MADRS] and Young Mania Rating Scale [YMRS]).

Methods: The content validity of the ASERT questionnaire was assessed using principal component analysis, and the Cronbach α was used to assess the internal consistency of each factor. The convergent validity of the depressive or manic items of the ASERT questionnaire with the MADRS and YMRS, respectively, was assessed using a linear mixed-effects model and linear correlation analyses. In addition, we investigated the capability of the ASERT questionnaire to distinguish relapse (YMRS≥15 and MADRS≥15) from a nonrelapse (interepisode) state (YMRS<15 and MADRS<15) using a logistic mixed-effects model.

Results: A total of 99 patients with BD were included in this study (follow-up: mean 754 days, SD 266) and completed an average of 78.1% (SD 18.3%) of the requested ASERT assessments (completion time for the 10 ASERT questions: median 24.0 seconds) across all patients in this study. The ASERT depression items were highly associated with MADRS total scores (P<.001; bootstrap). Similarly, ASERT mania items were highly associated with YMRS total scores (P<.001; bootstrap). Furthermore, the logistic mixed-effects regression model for scale-based relapse detection showed high detection accuracy in a repeated holdout validation for both depression (accuracy=85%; sensitivity=69.9%; specificity=88.4%; area under the receiver operating characteristic curve=0.880) and mania (accuracy=87.5%; sensitivity=64.9%; specificity=89.9%; area under the receiver operating characteristic curve=0.844).
Conclusions: The ASERT questionnaire is a quick and acceptable mood monitoring tool that is administered via a smartphone app. The questionnaire has a good capability to detect the worsening of clinical symptoms in a long-term monitoring scenario.

(JMIR Ment Health 2021;8(8):e26348) doi:10.2196/26348
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Introduction

Background
Bipolar disorder (BD) is a severe mental illness characterized by recurrent depressive, manic, and mixed episodes [1]. The World Health Organization has identified BD as one of the most frequent causes of disability in youth [2]. The existing literature suggests that measurement-based care may be an effective clinical strategy in most psychiatric disorders [3-6], and monitoring of the clinical course of BD is therefore of high clinical and research interest. Several organizations, such as the International Society for Bipolar Disorders, have recommended the implementation of measurement-based care in the treatment of BD [7].

Although behavioral analysis, including actigraphy and smartphone monitoring, is currently a topic of ongoing research [8-11], mood assessment is still the primary source of clinical data for BD status. In clinical practice, both clinician-observed instruments and patient-reported instruments are used to assess the course of BD [9,10,12]. In this paper, we focus on collecting self-reported mood data using a mobile phone app, which provides an opportunity to monitor the mental health status of the patient frequently and at low cost.

Self-reported Measurement Tools
Self-report instruments have been used by clinicians for decades, and there has been increasing interest in mental health technologies for self-report instruments in the past few years. The World Health Organization has reported that mobile technologies have the potential to transform health care in various medical specialties worldwide [13]. Currently, approximately 76% of adults in advanced economies and about 45% of adults in emerging economies own a smartphone [14], and it is assumed that this proportion will continue to increase in the next few years.

The growing interest in digital monitoring platforms for disease monitoring in BD has resulted in an increased demand for quick and focused symptom self-monitoring tools [15]. Self-monitoring tools have been well received by patients [16], and the general validity of smartphone-based monitoring has been demonstrated [17]. Reports from psychiatric clinics also demonstrate that patients using self-report instruments have a better outcome than patients undergoing usual care without the availability of self-report instruments [12].

As mentioned above, patient-reported assessments are used in clinical practice and research. Patient-reported measures are tools used to assess the patient’s condition based on their subjective perspective. The main benefit is self-administration, which does not require the presence of clinical staff and can take place in the patient’s natural environment. This process increases ecological validity and reduces the cost of data collection. However, these features also increase the requirements for patient adherence, which can, to some extent, be mitigated by smartphone-aided data collection by using notifications, reminders, or interactions with the study staff when there are missing questionnaires.

In BD, as with observer-reported assessments, there are patient-reported measurement tools available that either assess depressive symptoms and manic symptoms together, or only assess one of the mood polarities. In a meta-analysis [12], the authors summarized existing patient-reported measurement tools with high clinical utility scores and reported three tools that assessed only depressive symptoms, four that assessed only manic symptoms, and five that were used to assess both manic and depressive symptoms.

Currently, the most used self-reported measurement instruments that assess both manic and depressive symptoms are the Internal State Scale [18], Multidimensional Assessment of Thymic States [19], Affective Self-Rating Scale [20], National Institute of Mental Health’s (NIMH’s) Prospective Live Chart Methodology-Self [21], ChronoRecord [22], MoodZoom [23], and openSIMPLE [24,25].

For the purposes of long-term monitoring of patients with BD via a mobile app, we found no existing questionnaires that would meet our requirements, that is, (1) a questionnaire with short completion time with no more than 10 questions and only a limited number of options; (2) a questionnaire for assessing both manic and depressive symptoms on comparable scales; (3) a questionnaire designed for weekly sampling; (4) a questionnaire with high sensitivity to subclinical mood changes during remission periods, allowing early detection of deterioration of the clinical state; and (5) a questionnaire that was suitable and validated for user-friendly smartphone delivery.

This Study and the Aktibipo Self-rating Questionnaire
In this study, we present a novel tool for unassisted, app-based, self-evaluation of mood, the ASERT (Aktibipo Self-rating) questionnaire [26], aimed at the depressive and manic symptoms of patients with BD, following the five principles mentioned earlier.

We aimed to answer the following three principal questions: (1) what is the validity of the questionnaire for measuring depression and mania with respect to the respective standard clinical scales; (2) what is the internal structure of the questionnaire, and what is its consistency; and (3) can ASERT be used for detecting a symptomatic episode (a relapse), as defined by the corresponding clinical scales?
Methods

The ASERT Questionnaire

ASERT is a novel questionnaire for the ecological momentary assessment of mood in BD [26]. The questionnaire contains 10 items that map depressive symptoms (4 items), manic symptoms (4 items), and nonspecific symptoms (2 items), with 5 possible response levels for each symptom. The observation period is the past week. The questionnaire is available in Czech, English, and German. The English and German versions were validated using back translation. The questionnaire was administered on a weekly basis through a smartphone app developed by Mindpax [27]. The questions and reply options are presented in Table 1. The presented results used the Czech version in a clinical study.

Table 1. The three available language versions of the ASERT (Aktibipo Self-rating) questionnaire.

<table>
<thead>
<tr>
<th>Group and numbera</th>
<th>English versionb</th>
<th>German versionc</th>
<th>Czech versiond</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depressive</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>I feel sad, downhearted</td>
<td>Ich fühle mich traurig und niedergeschlagen</td>
<td>Cítím se smutně, sklesle</td>
</tr>
<tr>
<td>2</td>
<td>I do not enjoy anything, and nothing pleases me</td>
<td>Ich genieße nichts und ich habe an nichts Gefallen</td>
<td>Nic mů nebaví, netěší</td>
</tr>
<tr>
<td>3</td>
<td>I have no energy</td>
<td>Ich habe keine Energie</td>
<td>Nemám energii</td>
</tr>
<tr>
<td>4</td>
<td>I feel gloomy and pessimistic about the future</td>
<td>Ich bin bedrückt und pessimistisch über die Zukunft</td>
<td>Budoucnost vidím černě, pesimisticky</td>
</tr>
<tr>
<td><strong>Manic</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>I feel unusually great, optimistic</td>
<td>Ich fühle mich ungewohnt großartig und bin ungewöhnlich optimistisch</td>
<td>Cítím se neovykle skvěle, optimisticky</td>
</tr>
<tr>
<td>6</td>
<td>I have excess energy</td>
<td>Ich habe einen Überschuss an Energie</td>
<td>Mám nadměru energie</td>
</tr>
<tr>
<td>7</td>
<td>My thinking is very fast, others cannot keep up with me</td>
<td>Mein Denken ist sehr schnell, andere können mit mir nicht mithalten</td>
<td>Myslí mi to hodně rychle, ostatní mě nístjáhř</td>
</tr>
<tr>
<td>8</td>
<td>I need to sleep less than usual</td>
<td>Ich brauche weniger Schlaf als sonst</td>
<td>Potřebuji spáť méně, než obvykle</td>
</tr>
<tr>
<td><strong>Nonspecific</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>I feel restless, tense</td>
<td>Ich fühle mich ruhelos und angespannt</td>
<td>Cítím neklid, napřtí</td>
</tr>
<tr>
<td>10</td>
<td>I cannot focus</td>
<td>Ich kann mich nicht konzentrieren</td>
<td>Nemohu se soustředit</td>
</tr>
</tbody>
</table>

aUsage of the ASERT (Aktibipo Self-rating) questionnaire is subject to a written agreement with Mindpax s.r.o.
bReply options: 0=I do not agree; 1=more likely I do not agree; 2=I probably agree; 3=I agree; 4=I completely agree.
cMöglichkeiten: 0=Trifft nicht zu; 1=Ich stimme eher nicht zu; 2=Teils/Teils; 3=Trifft eher zu; 4=Trifft zu.
dMožné odpovědi: 0=nesouhlasím; 1=spíš souhlasím; 2=asi souhlasím; 3=souhlasím; 4=naprosto souhlasím.

The AKTIBIPO400 Study

The questionnaire, as well as its validation, is part of the ongoing noninterventional and nonpharmacological AKTIBIPO400 study. The aim of the clinical study is to monitor the physical activity, mood, and clinical state of patients with BD and those of healthy controls using an actigraphy wristband with telemetric data transmission. The participation timeframe was 18 months for patients with BD and 3 months for healthy controls. The study population included men and women between 18 and 60 years of age undergoing standard clinical treatment for BD (International Classification of Diseases-10 diagnosis F31) and regularly (several times a day) transferred via Bluetooth to the Mindpax servers for evaluation. To avoid bias or confusion, the participants were blinded to their activity and mood history, in addition to visualizations of sleep length and total daily activity. The study was approved by the institutional ethical committee of the NIMH (Czech Republic; case number: 101/17) and was conducted in compliance with the Declaration of Helsinki.

The Mindpax Mobile Health System

The study used a mobile health system developed by the Mindpax company, which included a mobile app installed in the participant’s smartphone (Android or iOS) and the Mindpax wristband (see Figure 1 for system overview). The wristband version used in the study included a nonremovable battery with a battery life of approximately 12 months. Epoch-level actigraphy data were aggregated and stored by the wristband and regularly (several times a day) transferred via Bluetooth to the mobile app and through secured connection via mobile data or Wi-Fi to the Mindpax servers for evaluation. To avoid bias or confusion, the participants were blinded to their activity and mood history, in addition to visualizations of sleep length and total daily activity. The presented results used the mobile app version dedicated to end users with full feedback. To ensure the privacy of patient data, the system uses secure data connections (secure shell protocol), and the system accounts are anonymized, with citizen names and clinical details available to the clinical study team.
management team and participating psychiatrists only. The Mindpax system is a class I medical device notified by the Czech State Institute for Drug Control under reference number 00904675, and the company undergoes a regular certification process under International Organization for Standardization (ISO) 13485.

Figure 1. Snapshots from the Mindpax mHealth system. (A) Patient view of the mobile app showing activity and sleep in a spiral graph as well as the time course of mood. (B) Clinician view of the system showing various parameters reported by the patient and measured by wristband actigraphy. mHealth: mobile health.

Clinical State Assessment
For the purposes of this study, only the participants in the core group of the AKTIBIPO400 study [30] were included: those with a diagnosis of BD and bipolarity index >50 [31,32], as evaluated by an institutional psychiatrist during the initial visit to the NIMH at enrollment. The patients were assessed monthly using the MADRS and YMRS clinical scales via telephone interviews by trained psychologists. Additional information about clinical episodes, hospitalizations, and work status was collected retrospectively every 6 months from the caregiving psychiatrists.

Clinical scales were used as the primary measure of the clinical state. For relapse detection, we used the definition of a depressive relapse as the sum of MADRS≥15, and for a manic relapse as the sum of YMRS≥15; the nonrelapse state (remission) was defined as the sum of MADRS<15 or the sum of YMRS<15, in accordance with the International Society for Bipolar Disorders task force definition of an episode more severe than subsyndromal depression or mania [7].

Data Preprocessing
The different intervals of the sampling period for the self-reported ASERT questionnaire (weekly) and the clinical scales (monthly) pose a challenge to evaluating the validity of the ASERT questionnaire. Therefore, we created a matched data set, including only ASERT responses no further than 3 days from the nearest MADRS and YMRS assessment event of a given participant, thus containing all ASERT responses in a week-long window around each phone assessment. MADRS and YMRS assessments without such defined matching ASERT responses were excluded from the data set. All matchings were unique, and neither of the two clinical scale assessments was matched to more than one self-report and vice versa. No missing values in individual question responses were possible, as the mobile app allowed only complete questionnaires to be submitted. All clinical scale assessments were completed. Therefore, no imputation of missing values was needed, and completely missing scales and questionnaires were not imputed.

The Internal Structure and Basic Properties of the ASERT Questionnaire
We used the principal component analysis [33] to validate the content, that is, the assumed three-factor structure of 4 depression-related questions, 4 mania-related questions, and 2 nonspecific questions of the ASERT questionnaire. Cronbach α [34] was calculated to provide a consistency estimate for each factor.

We estimated the ASERT response rate of each patient to the platform as the number of filled-in self-reports divided by the expected number of filled-in reports (ie, the number of weeks spent in the study).

A Comparison Between ASERT Responses and Clinical Scales
Linear Mixed-Effects Models
The convergent validity between the ASERT questionnaire and the corresponding clinical scales was assessed using linear mixed-effects (LME) models [35], which consisted of fixed effects that quantified the dependency shared across the group, and random effects that quantified individual effects. For these analyses, data from a single patient were considered dependent; therefore, random effects parameters (random intercepts and slopes) were estimated at the individual patient level.

Correlation
Apart from the LME, we also calculated Pearson correlation coefficients to measure the association between the ASERT depression and mania item responses and the MADRS and YMRS, respectively.
In addition, we also computed correlations between selected individual items from the clinical scales and matching items in the ASERT questionnaire. As interindividual variation may lead to biased results when estimating correlation coefficients, we used a simple 2-step procedure to estimate the correlation coefficient in cases with substantial individual variation. In the first step, we computed the correlation coefficient for each patient separately. In the second step, we averaged the individual correlation coefficients to estimate the group-level correlation coefficient. Because each patient is represented by a different number of observations, due to the ongoing state of the AKTIB IPO-400 study, we decided to introduce weighting into the second step of the procedure by assigning a weight that was proportional to the number of observations available for each patient.

**Statistical Assessment**

To assess the statistical significance of the estimated LME fixed-effects coefficients and group correlation coefficients, we performed a case bootstrap with 10,000 resamples. In each iteration, we sampled the data on both levels of the structure, which means that for each simulation, we took a random sample with replacement on the level of patients, and subsequently we sampled with replacement from the observations in each patient subset.

**Detection of Scale-Based Relapses From the Self-reports**

After evaluating the validity of the questionnaire, we assessed the performance of the questionnaire in identifying a relapse based on a score of ≥15 on the MADRS or YMRS scale. The MADRS or YMRS scores of <15 were considered a nonrelapse (interepisode or remission) state. Only patients with records of both relapse and nonrelapse states were included in the subset for this task. Similar to the comparison of the ASERT questionnaire and the clinical scales described above, we used a generalized mixed-effects model. In this task, we used a logistic mixed-effects model due to the binary outcome (relapse or nonrelapse).

Two separate models were trained and evaluated for the detection of depressive and manic relapses. To increase the predictive robustness of the relapse detection model, we extended the model inputs by adding the values of the ASERT questionnaire responses one week before the clinical scale assessment (matched in the window 4-10 days before the phone interview), and the ASERT responses 2 weeks before the clinical scale assessment (matched in the window 11-17 days before the phone interview).

**Results**

**Data Description**

The original data set contained 8438 ASERT self-reports from 103 patients and 2186 records of clinical scales (MADRS, YMRS) from 107 patients. For ASERT validation, we used only a subset of the ASERT self-reports for which a concurrent record of the clinical scales was available. As described above, the clinical scale and the self-report were considered concurrent or temporally matching if they were obtained no more than 3 days apart.

After applying these constraints to the data, we obtained 2159 paired records (ie, clinical scales with corresponding ASERT responses) from 99 patients, which were used for the questionnaire validation and for evaluating the internal structure of the questionnaire. The participant characteristics for this data set are summarized in **Table 2**, which summarizes patients’ general demographics, psychometrics, and medications (for a full list of medications refer to **Table S2** in Multimedia Appendix 1).

The median completion time of the ASERT, measured by the application and stored in the database, was 24 seconds. The median completion time of the ASERT, measured by the application and stored in the database, was 24 seconds. The median completion time of the ASERT, measured by the application and stored in the database, was 24 seconds. The median completion time of the ASERT, measured by the application and stored in the database, was 24 seconds. The average response rate was 78.1% (SD 18.3%).
Table 2. Demographic and diagnostic characteristics of the validation data set.

<table>
<thead>
<tr>
<th>Demographics category</th>
<th>All patients (n=99), n (%)</th>
<th>Relapse detection (subset: depression; n=51), n (%)</th>
<th>Relapse detection (subset: mania; n=27), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General demographics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients², n (%)</td>
<td>99 (100)</td>
<td>51 (52)²</td>
<td>27 (27)²</td>
</tr>
<tr>
<td>Age³ (years), mean (SD)</td>
<td>37.7 (11)</td>
<td>38.0 (10.6)</td>
<td>35.7 (10.5)</td>
</tr>
<tr>
<td><strong>Sex⁴, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>60 (61)</td>
<td>33 (65)</td>
<td>21 (78)</td>
</tr>
<tr>
<td>Male</td>
<td>39 (40)</td>
<td>18 (35)</td>
<td>6 (22)</td>
</tr>
<tr>
<td><strong>Psychometrics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days of follow-up⁴, mean (SD; range)</td>
<td>754.0 (266.4; 64-1116)</td>
<td>800.5 (229.6; 390-1116)</td>
<td>800.4 (236.5; 390-1113)</td>
</tr>
<tr>
<td>Response rate⁴, mean (SD; range)</td>
<td>0.78 (0.18; 0.16-1)</td>
<td>0.76 (0.18; 0.32-0.98)</td>
<td>0.79 (0.16; 0.47-0.98)</td>
</tr>
<tr>
<td>Bipolarity index⁵, mean (SD; range)</td>
<td>68.7 (10.6; 50-90)</td>
<td>69.0 (10.8; 52-90)</td>
<td>69.5 (10.4; 52-90)</td>
</tr>
<tr>
<td>MADRS⁶, mean (SD; range; N)</td>
<td>4.78 (6.6; 0-48; 2159)</td>
<td>7.07 (7.9; 0-48; 1121)</td>
<td>5.9 (8.0; 0-48; 635)</td>
</tr>
<tr>
<td>YMRS⁶, mean (SD; range; N)</td>
<td>2.14 (4.1; 0-35; 2159)</td>
<td>2.76 (4.7; 0-35; 1121)</td>
<td>4.45 (6.1; 0-35; 635)</td>
</tr>
<tr>
<td><strong>Medication, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antidepressant</td>
<td>43 (43)</td>
<td>30 (59)</td>
<td>13 (48)</td>
</tr>
<tr>
<td>Antipsychotic</td>
<td>76 (77)</td>
<td>38 (75)</td>
<td>20 (74)</td>
</tr>
<tr>
<td>Mood stabilizer and anticonvulsant</td>
<td>81 (89)</td>
<td>46 (90)</td>
<td>23 (85)</td>
</tr>
</tbody>
</table>

¹The items referring to the end of the study (number of patients, days of follow-up, and response rate).
²n=99.
³The items obtained at the beginning of the study (age, sex, and bipolarity index). The items without any markup were collected throughout the study.
⁴MADRS: Montgomery-Åsberg Depression Rating Scale.
⁵YMRS: Young Mania Rating Scale.

The principal component analysis of the ASERT responses showed two dominant components — $p_1$ with 50.3% explained variability and $p_2$ with 21% explained variability (Tables 3 and 4). The first principal component relates to the depression-related questions ($p_1$ high values of loadings for questions 1-4) together with nonspecific questions ($p_1$ high loadings for questions 9 and 10). The second principal component summarizes the mania-related questions ($p_2$ high values of the loadings for questions 5-8) and nonspecific questions ($p_2$ high values of loadings for questions 9 and 10), but their loading coefficients were smaller than those of the main mania-related questions. Each of the remaining principal components explained <7.4% of the variability.

The Cronbach $\alpha$ values showed high consistency for the sum of the depression-oriented questions Q1-Q4 (Cronbach $\alpha=.92$; if nonspecific, Q9 and Q10 were also added, the value remained at Cronbach $\alpha=.92$), and for the mania-oriented questions Q5-Q8 (Cronbach $\alpha=.85$; if Q9 and Q10 were added, the consistency dropped to Cronbach $\alpha=.72$). The two nonspecific questions Q9 and Q10 together also showed high consistency (Cronbach $\alpha=.85$).

The results indicated that (1) the ASERT questionnaire demonstrates the intended two-factor structure with highly consistent components and (2) the two nonspecific questions are more correlated with the depressive cluster. Therefore, we concluded that it was reasonable to focus only on the summary characteristics (the sum of the questions about depression, the sum of the questions about mania, and the sum of the nonspecific questions), rather than the individual items, in our further analyses.
### Table 3. Loadings of the principal component analysis of the ASERT questionnaire self-reports.

<table>
<thead>
<tr>
<th>ASERT questionnaire question number</th>
<th>PC₂</th>
<th>PC₃</th>
<th>PC₄</th>
<th>PC₅</th>
<th>PC₆</th>
<th>PC₇</th>
<th>PC₈</th>
<th>PC₉</th>
<th>PC₁₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>0.433</td>
<td>—</td>
<td>0.282</td>
<td>-0.281</td>
<td>0.111</td>
<td>-0.423</td>
<td>0.229</td>
<td>-0.178</td>
<td>-0.580</td>
</tr>
<tr>
<td>Q2</td>
<td>0.425</td>
<td>—</td>
<td>0.310</td>
<td>-0.177</td>
<td>—</td>
<td>-0.111</td>
<td>0.147</td>
<td>-0.266</td>
<td>0.752</td>
</tr>
<tr>
<td>Q3</td>
<td>0.427</td>
<td>-0.135</td>
<td>0.207</td>
<td>0.805</td>
<td>0.229</td>
<td>0.136</td>
<td>—</td>
<td>0.108</td>
<td>-0.101</td>
</tr>
<tr>
<td>Q4</td>
<td>0.389</td>
<td>—</td>
<td>0.213</td>
<td>-0.385</td>
<td>-0.221</td>
<td>0.420</td>
<td>-0.435</td>
<td>0.481</td>
<td>—</td>
</tr>
<tr>
<td>Q5</td>
<td>—</td>
<td>0.506</td>
<td>0.288</td>
<td>0.236</td>
<td>-0.388</td>
<td>-0.101</td>
<td>-0.343</td>
<td>-0.261</td>
<td>—</td>
</tr>
<tr>
<td>Q6</td>
<td>—</td>
<td>0.493</td>
<td>0.239</td>
<td>—</td>
<td>-0.163</td>
<td>—</td>
<td>—</td>
<td>-0.120</td>
<td>-0.181</td>
</tr>
<tr>
<td>Q7</td>
<td>—</td>
<td>0.415</td>
<td>0.145</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.614</td>
<td>0.608</td>
<td>0.128</td>
</tr>
<tr>
<td>Q8</td>
<td>—</td>
<td>0.428</td>
<td>—</td>
<td>-0.188</td>
<td>0.805</td>
<td>0.255</td>
<td>-0.179</td>
<td>-0.149</td>
<td>—</td>
</tr>
<tr>
<td>Q9</td>
<td>0.371</td>
<td>0.261</td>
<td>-0.586</td>
<td>—</td>
<td>—</td>
<td>-0.533</td>
<td>-0.292</td>
<td>0.238</td>
<td>0.124</td>
</tr>
<tr>
<td>Q10</td>
<td>0.397</td>
<td>0.204</td>
<td>-0.479</td>
<td>—</td>
<td>-0.242</td>
<td>0.502</td>
<td>0.347</td>
<td>-0.352</td>
<td>-0.110</td>
</tr>
</tbody>
</table>

*a* ASERT: Aktibipo Self-rating.

**b** PC: principal component.

**c** Values with an absolute value lower than 0.1 are not shown.

### Table 4. Summary statistics of the principal component analysis of the ASERT (Aktibipo Self-rating) questionnaire self-reports.

<table>
<thead>
<tr>
<th>Summary statistic</th>
<th>PC₁</th>
<th>PC₂</th>
<th>PC₃</th>
<th>PC₄</th>
<th>PC₅</th>
<th>PC₆</th>
<th>PC₇</th>
<th>PC₈</th>
<th>PC₉</th>
<th>PC₁₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD</td>
<td>1.378</td>
<td>0.890</td>
<td>0.527</td>
<td>0.416</td>
<td>0.397</td>
<td>0.341</td>
<td>0.327</td>
<td>0.322</td>
<td>0.271</td>
<td>0.267</td>
</tr>
<tr>
<td>Proportion of variance</td>
<td>0.503</td>
<td>0.210</td>
<td>0.074</td>
<td>0.046</td>
<td>0.042</td>
<td>0.031</td>
<td>0.028</td>
<td>0.028</td>
<td>0.020</td>
<td>0.019</td>
</tr>
<tr>
<td>Cumulative proportion of variance</td>
<td>0.503</td>
<td>0.714</td>
<td>0.787</td>
<td>0.833</td>
<td>0.875</td>
<td>0.906</td>
<td>0.934</td>
<td>0.962</td>
<td>0.981</td>
<td>1</td>
</tr>
</tbody>
</table>

**a** PC: principal component.

### Convergent Validity of the ASERT Depression and Mania Items With the MADRS and YMRS, Respectively

Following the results of the previous section, we modeled the relationships between the clinical scales and ASERT self-reports using two LME models with random slopes and random intercepts for individual patients.

The first model showed a significant linear relationship between the sum of the depression-related and nonspecific questions of the ASERT questionnaire (DEPNSP) and the sum of the MADRS scale, with the slope \( \hat{\beta}_{\text{DEPNSP}} = .87 \) (\( P < .001 \)) and intercept \( \hat{\beta}_0 = .71 \) (\( P < .001 \)). The fixed-effects coefficient value means that a unit change in the ASERT depressive and nonspecific subscore corresponds to a 0.87 increase in the MADRS sum score on the study population level.

Alternatively, using Pearson correlation coefficient, the depression-related subscores of ASERT showed a significant correlation with the sum of MADRS, and the mania-related subscores also showed a significant correlation with the sum of the YMRS scores. Specifically, the weighted group correlation coefficient was \( \rho_{wgr} = 0.53 \) (\( P < .001 \)) for the relationship between the MADRS scale and the depression-related and nonspecific components of the ASERT questionnaire and the weighted group correlation coefficient was \( \rho_{wgr} = 0.32 \) (\( P < .001 \)) for the YMRS and the mania-related subset of ASERT. For the relationship between the individual ASERT item responses and matching items from the MADRS and YMRS, see Table 5.
Table 5. The correlation between Aktibipo Self-rating questionnaire subscores and the total scores of the Young Mania Rating Scale and Montgomery-Åsberg Depression Rating Scale clinical scales and the correlation between individual items of the Aktibipo Self-rating questionnaire and corresponding items from the Montgomery-Åsberg Depression Rating Scale and Young Mania Rating Scale clinical scales.

<table>
<thead>
<tr>
<th>Subset of variables</th>
<th>Group correlation coefficient-weighted</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASERTb questionnaire depression and mania subscores versus sum of MADRSc or YMRSd</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MADRS: Sum of questions–ASERT: sum of questions about depression</td>
<td>0.51</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MADRS: Sum of questions–ASERT: sum of questions about depression and nonspecific questions</td>
<td>0.53</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>YMRS: Sum of questions–ASERT: sum of questions about mania</td>
<td>0.32</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>YMRS: Sum of questions–ASERT: sum of questions about mania and nonspecific questions</td>
<td>0.25</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ASERT questionnaire individual items versus MADRS or YMRS selected items</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MADRS: 2. sadness (subject)–ASERT: 1. sadness</td>
<td>0.49</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MADRS: 9. pessimism–ASERT: 4. future</td>
<td>0.41</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>YMRS: 2. energy (+)–ASERT: 6. energy (+)</td>
<td>0.40</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>YMRS: 7. speech and thinking disorders–ASERT: 7. acceleration</td>
<td>0.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>YMRS: 4. sleep–ASERT: 8. sleep</td>
<td>0.31</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MADRS: 3. internal tension–ASERT: 9. unrest</td>
<td>0.31</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MADRS: 6. disturbance of concentration–ASERT: 10. concentration</td>
<td>0.46</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aWeighted group-level correlation coefficients (ie, taking into consideration the different sample sizes for different patients, the weights are proportional to the number of observations for each patient) for sums of the clinical scales and of the ASERT (Aktibipo Self-rating) questionnaires and for a more detailed view of the relationship between the individual items of the clinical scales and their counterparts in the ASERT questionnaire.
bASERT: Aktibipo Self-rating.
cMADRS: Montgomery-Åsberg Depression Rating Scale.
dYMRS: Young Mania Rating Scale.

Relapse Detection Data

Applying the additional constraints on the matched data for relapse detection resulted in the addition of 2069 paired self-reports 1 week before the clinical scale assessments and of 2046 self-reports 2 weeks before the clinical scale assessments.

For depression, 51 patients had data on both relapse and nonrelapse with 1121 paired observations for the coinciding MADRS scale and self-report, 1054 observations from the previous week, and 1072 observations from 2 weeks before. From the 1121 observations, 195 fulfilled the criteria for relapse (MADRS ≥15).

For mania, 27 patients had data on both relapse and nonrelapse with 635 paired observations for the coinciding YMRS scales and self-reports, 591 observations from the previous week, and 604 observations from 2 weeks before. Of the 635 clinical scales, 63 fulfilled the criteria for relapse (YMRS≥15).

ASERT-Based Relapse Detection

For depression relapse (MADRS≥15), the best-performing model from the model selection included the sum of the depression-related questions, together with the nonspecific questions from the current week and from the previous week in the fixed-effects part, and random intercepts for each patient in the random effect part. This was the last model showing any improvement in the succession of hierarchically nested models in the model validation and model selection section and is listed in Table S1 (Multimedia Appendix 1), achieving an accuracy of 88.3%, an AUROC of 0.932, sensitivity of 79.5%, and specificity of 90.2% on the training data set and an accuracy of 85%, AUROC of 0.880, sensitivity of 69.9%, and specificity of 88.4% on the testing data set (Table 6). Inclusion of the ASERT depression score 2 weeks before the scale did not significantly improve this model.

The best-performing model for mania relapse (YMRS≥15) used the sum of mania-related questions from the current week in the fixed-effects part and random intercepts in the random effect part, achieving an accuracy of 88.6%, AUROC of 0.901, sensitivity of 71.3%, and specificity of 90.6% on the training data set and an accuracy of 85%, AUROC of 0.880, sensitivity of 69.9%, and specificity of 88.4% on the testing data set (Table 7). Inclusion of the ASERT mania subscore from the previous week or 2 weeks before the scale did not significantly improve this model.
Table 6. Performance of the ASERT (Aktibipo Self-rating) questionnaire in detecting depressive relapse\(^a\).

<table>
<thead>
<tr>
<th>Set</th>
<th>Accuracy</th>
<th>AUROC(^b)</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>0.883</td>
<td>0.932</td>
<td>0.795</td>
<td>0.902</td>
</tr>
<tr>
<td>Testing</td>
<td>0.850</td>
<td>0.880</td>
<td>0.699</td>
<td>0.884</td>
</tr>
</tbody>
</table>

\(^a\)For depressive relapse, the results of the best-scoring logistic mixed-effects model in the detection of depression relapse from the sum of the depression-related questions and the nonspecific questions from the current week and from the previous week, as follows: MADRS\(\geq\)15 + ASERT\(\_\)DEP\(\_\)NSP\(\_\)current week + ASERT\(\_\)DEP\(\_\)NSP\(\_\)previous week + (1 | ID\_patient). MADRS: Montgomery-Åsberg Depression Rating Scale; DEP: depression; NSP: nonspecific question; (1 | ID\_patient): random intercept. Note that the detection thresholds for all models were adjusted to a specificity of 90% by using the receiver operating characteristic curve of the training set.

\(^b\)AUROC: area under the receiver operating characteristic curve.

Table 7. Performance of the ASERT (Aktibipo Self-rating) in detecting manic relapse\(^a\).

<table>
<thead>
<tr>
<th>Set</th>
<th>Accuracy</th>
<th>AUROC(^b)</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>0.886</td>
<td>0.901</td>
<td>0.713</td>
<td>0.906</td>
</tr>
<tr>
<td>Testing</td>
<td>0.875</td>
<td>0.844</td>
<td>0.649</td>
<td>0.899</td>
</tr>
</tbody>
</table>

\(^a\)For manic relapse, results of the best-scoring logistic mixed-effects model in the detection of mania relapse used the sum of the mania-related questions from the current week, as follows: YMRS\(\geq\)15 + ASERT\_MAN\_current week + (1 | ID\_patient). YMRS: Young Mania Rating Scale; MAN: mania; (1 | ID\_patient): random intercept. Note that the detection thresholds for all models were adjusted to a specificity of 90% by using the receiver operating characteristic curve of the training set.

\(^b\)AUROC: area under the receiver operating characteristic curve.

Discussion

Principal Findings

The ASERT questionnaire for ecological momentary mood assessment was designed to provide a quick and scalable way to report the self-perceived mood of patients affected by BD via a smartphone app, including mania-related symptoms and depression-related symptoms. We evaluated the content and convergent validity, internal structure, and consistency of the questionnaire, using an extensive data set consisting of 99 patients with a mean follow-up duration of almost 2 years, with weekly ASERT assessments and monthly YMRS and MADRS paper interviews.

The analysis of the internal structure using principal component analysis confirmed the assumed structure of 4 depression-oriented questions (Q1-Q4), 4 mania-oriented questions (Q5-Q8), and 2 nonspecific questions (Q9 and Q10) with high internal consistency (Cronbach \(\alpha\)=.85). Although higher scores on the nonspecific questions (Q9 and Q10) were associated with higher depression scores and higher manic scores, nonspecific questions were more consistently associated with depressive scores.

Although the two nonspecific questions (Q9: “I feel restless, tense” and Q10: “I cannot focus”) did not increase consistency when summed up with the depressive questions, they increased the accuracy of the mixed-effects model in comparison with the MADRS and increased accuracy in the detection of depressive relapses. This improved performance is likely due to the matching items being present in the MADRS scale—the items number 3 (inner tension) and 6 (concentration difficulties)—which have previously been shown to form a separate cognitive-anxiety cluster [36] or were used as a proxy for anxiety [37]. However, both variants, including or excluding nonspecific questions, are reasonable when estimating the depressive state of the patient and may be used depending on the intended range of symptoms studied.

This symptomatic dimension, mirrored by both nonspecific ASERT questions and MADRS items 3 and 6, might be of specific heuristic value in further parsing the neurobiological heterogeneity of mood disorders. In a large sample of subjects with affective disorders, the presence of restlessness and distractibility identified subgroups with an increasing likelihood of BD diagnosis [38]. These findings provide an important empirical confirmation that these symptoms may play a role in discriminating between unipolar disorder and BD. This finding is of particular relevance as patients with BD with comorbid anxiety and rapid mood switches might represent a genetically distinct subtype of BD [39]. Primarily, continuous monitoring of anxiety might be of clinical significance due to the association of comorbid anxiety with greater severity, recurrence, and overall impairment in BD [40,41]. On the basis of these arguments, we decided to keep the nonspecific questions as part of the ASERT.

The main advantages of the ASERT questionnaire are its simple structure and coverage of the main symptoms of BD. The simple structure of ASERT allows it to be administered via a mobile app and to be evaluated quickly (the median filling time was 24.0 seconds), which should contribute positively to adherence to the self-report by the patients; in our case of a long-term follow-up, the mean response rate was 78.1%, which is comparable with previous long-term self-assessment studies [23]. This brevity and efficiency comes at the cost of a decreased level of detail in the description of the mood than can be provided by more extensive questionnaires, such as the Internal State Scale [18] with 17 items, ranging from 0 to 100; the Multidimensional Assessment of Thyismic States [19] with 20 items, ranging from 0 to 10; or the Affective Self-Rating Scale...
[20] with 18 items, ranging from 0 to 4. However, ASERT may arguably provide a higher level of detail than other less granular scales, aimed at both depression symptoms and manic symptoms, such as the NIMH Prospective Live Chart Methodology-Self [21], which has only two items, ranging from −4 to +4, and the ChronoRecord [22], which has six questions, ranging from 0 to 100. However, both of these scales are aimed at a shorter time frame of the past 24 hours, rather than the past week, as in the case of ASERT. This is also the case for the openSIMPLE platform for psychoeducation [24,25], where the patient rates their state in 5 visual analog scales. The daily assessments were compounded using more comprehensive weekly questionnaires.

A comparison between the ASERT subscores and the relevant clinical scales, using an LME model, showed a highly significant association both for the sum of the depression-oriented questions (Q1-Q4) versus the sum of the coincident MADRS scale \((P<.001)\) and also for the sum of the mania-oriented questions (Q5-Q8) versus the sum of the coincident YMRS scale \((P<.001)\). In addition, many of the ASERT items can be clearly and significantly mapped to the corresponding items from the MADRS or YMRS scales, which increases the interpretability of the collected data.

Self-reports measure a different perspective on a patient’s current symptoms than that offered by the clinician interview-based scales. Self-reports are subjective and may be biased by impaired insight during symptomatic periods, especially during mania [42]. However, according to a recent review, several existing self-assessment tools for mania showed high clinical validity [43]. In addition, ASERT contains fewer items than MADRS and YMRS. These two reasons are likely responsible for the imperfect, weighted Pearson correlation coefficients, showing a \(\rho_{wg}=0.53\) \((P<.001)\) for the ASERT depressive and nonspecific subscores compared with the MADRS total score and \(\rho_{wg}=0.32\) \((P<.001)\) for the manic subscore compared with the YMRS total score. This result indicates that an approximately 30-minute clinical interview cannot be replaced by a 30-second self-report. However, there is a clear difference in the burden on the patient as well as in the collection cost. This difference makes it possible to monitor the course of a patient’s symptoms frequently, without the need for clinician involvement. Figure 2 demonstrates the high overlap between the output of the ASERT-based mixed-effects model and the MADRS or YMRS, as well as its ability to capture additional mood changes between the MADRS and YMRS evaluations.
**Figure 2.** Time courses of clinical scales (MADRS and YMRS) and ASERT questionnaire subscores (depressive and nonspecific, manic) of 4 selected patients, demonstrating the ability of the patients to report their mood. The observations from the presented data set are shown in full lines. The dashed lines show additional ASERT questionnaire responses, unmatched to a near MADRS or YMRS for (A) depression and (B) mania. Full lines: black, MADRS or YMRS; red, ASERT depressive and nonspecific subscore or manic subscore; blue, model estimate of MADRS or YMRS; dashed line, model estimate on nonmatched assert questionnaires. ASERT: Aktibipo Self-rating; LME: linear mixed-effects model; MADRS: Montgomery-Åsberg Depression Rating Scale; YMRS: Young Mania Rating Scale.

**ASERT-Based Relapse Detection**

In addition to the linear relationship between the ASERT self-report and clinical rating scales, we evaluated the ability of ASERT to identify a relapse defined by MADRS ≥ 15 for depression and YMRS ≥ 15 for mania. The dichotomized MADRS and YMRS scores classified into remission and relapse were modeled using a logistic mixed-effects model. In contrast to the LME models used in the statistical comparison, we used more explanatory variables, including ASERT subscores from the previous weeks. The best-scoring model was selected using a repeated randomized split-validation procedure. The results for the separate models for depression and mania showed high accuracy in relapse detection. For depression, the test set
Accuracy for a model using the ASERT response from the same and the previous weeks was 85% (sensitivity 69.9%; specificity 88.3%; AUROC 0.880), and for mania, the accuracy of the best model using same-week data was 87.5% (sensitivity 64.9%; specificity 89.9%; AUROC 0.844). The high AUROC values show the good detection capabilities of the model even for highly imbalanced data, which is the case for the detection of relatively sparse relapses. In our data set, only 17.39% (195/1121) of events represented relapses for depression and 9.9% (63/635) represented relapses for mania. Owing to this class imbalance in the data set, it would be possible to obtain comparable accuracy values by classifying all the events as remission events (approximately 0.826 for depression and 0.90 for mania). However, this is only possible with a sensitivity of 0% and specificity of 100%. The relatively high values for sensitivity, together with the high AUROC values for both depression and mania relapse, indicate that the model correctly detects relapses.

For practical and demonstration reasons, we decided to alter the threshold probability for the model estimates to maintain 90% specificity, leading to one false alarm in 10 events. This threshold can be set to any arbitrary value based on the trade-off between false alarms and overlooked relapses.

Another consequence of the relatively rare occurrence of relapses in patients with BD is that very long observation periods are necessary to capture both the symptomatic and nonsymptomatic periods in outpatients with BD. Long-term studies investigating the relapse detection capability of self-assessment and other digital tools are therefore relatively scarce. In a cross-sectional setting (a single assessment per subject), Adler et al [20] achieved results comparable with this study: the depression or hypomania detection ability of the Affective Self-Rating Scale against a threshold reference of combined MADRS-based depression and Hypomania Interview Guide-Clinical–based hypomania showed a sensitivity of 0.90 and specificity of 0.71. It has also been shown that identification of a depressive subgroup among nonclinical samples of older adults was possible by a machine learning model using a combination of ecological momentary assessment records and actigraphy features at very high accuracy (AUROC 0.96) [11]. A similar model based on a combination of sleep and activity-related features was able to predict mood episodes in a short window of 3 days with high accuracy (AUROC between 0.79 and 0.93 in BD) [10].

Regarding comparable research in other severe psychiatric conditions, previous studies on patients with schizophrenia have identified questions targeted at basic psychosis symptoms as an efficient strategy to identify emerging relapses [44]. This strategy has also been successfully implemented by our group for schizophrenia in the Information Technology Aided Relapse Prevention Programme in Schizophrenia program [45,46]. Targeted questionnaires may thus complement passive sensing approaches and digital phenotyping in relapse detection in the future [47] and aid targeted care for patients in home environments.

In this study, the relapse prediction model was based only on the current and past week’s mood assessments. To this end, we chose a conservative approach to track the relapse risk. Alternatively, even more sophisticated models could be used to enhance relapse prediction, for example, through data transformations and advanced statistical techniques, including estimating spectral density, periodicity [48], or using various nonlinear models [49].

The data could also be combined with general relapse risk predictors, including medication, bipolarity index score, and patient demographics. As these and similar factors have been shown to predict the risk of future relapse, it is likely that their inclusion in the model should improve its performance. These approaches hold promise for future improvement of the existing models and the design of new and more efficient relapse prevention algorithms in BD.

The results presented earlier demonstrate that the relapse detection capability of ASERT is promisingly high. However, to obtain an estimate of the detection performance in a clinical setting, an additional prospective study is necessary.

Limitations

Our study has several limitations. First, ASERT is designed to monitor subtle mood changes during remission periods and to react quickly to any worsening. Therefore, the range may not be sufficient to distinguish between different levels of more severe symptomatic periods. However, the results do not suggest saturation for the combination of depressive and nonspecific questions and show moderate saturation for mania (dashed line in Figure 3). The saturation in the ASERT questionnaire for mania manifests as nonlinearity of the relationship to the clinical scales and may have introduced a negative bias into the validation models presented earlier. The saturation thus renders our modeling results conservatively, which promises further possible improvement by nonlinear models.

Second, the MADRS and YMRS interviews with the psychologist may have affected the patient’s reflection on their state, potentially improving ASERT responses. This is not a problem when the ASERT questionnaires preceded the interview at the clinical scale. However, our analysis included both ASERT self-reports that preceded the interview and followed the clinical interview. To assess the effect of the sequence (ASERT before and after the scaling interview), we performed separate post hoc sensitivity analyses for these two cases, and the results did not differ substantially from the main analysis on all the data (Tables S3 and S4 in Multimedia Appendix 1).

Third, the definition of relapse was based only on the threshold of the total score of the MADRS or YMRS [7] and other events and factors indicating a relapse (hospitalizations, functional disability, aggression, or suicidal ideations) were not considered. The reason for this is that this information was collected retrospectively from the psychiatrists of the patients in the study, and that this information was not reliably complete for all patients at the time of the analysis, as the AKTIBIPO400 study is still ongoing. This omission likely introduces a negative bias, reducing the specificity (ie, increasing the false alarm rate) by not marking some of the weeks with low values of the scales as a relapse. The effect on sensitivity cannot be easily deduced. As the scaling is relatively frequent and regular, and the
hospitalizations and other events are in good agreement with the partial data set that we already have, we consider that this issue should not represent a major source of bias for the results.

Fourth, an important issue is linked to the validation procedure: by design, data from the same patients are present in the training and testing data sets. This situation is due to the necessity to estimate the random effects of the mixed-effects model using each patient’s data, as well as the need for both remission and relapse data in both data sets for a proper evaluation. Although the MADRS and YMRS data are about a month apart, this fact may represent a positive bias to the results, and the only solution is to validate the relapse detection capabilities of the model on an independent prospective data set. In real-world deployment, the proposed approach corresponds to training a model that includes pilot data from each patient (eg, the first several months of follow-up) and evaluating the model on future data.

**Figure 3.** Correlation between the clinical scales and the corresponding ASERT questionnaire subscores for (A) the sum of questions about depression and nonspecific questions subscore compared with the sum of MADRS scores and (B) the questions about mania subscore compared with the sum of YMRS scores. For this visualization only, the plotted values include random jitter in both the ASERT questionnaire and MADRS or YMRS, and the points are made partially transparent. The solid red line represents the fixed-effects part of the relevant mixed-effects model, and the blue dashed line represents a smooth trend (locally estimated scatterplot smoothing). ASERT: Aktibipo Self-rating; MADRS: Montgomery-Åsberg Depression Rating Scale; YMRS: Young Mania Rating Scale.

Fifth, the course of BD may consist of long (depressive) episodes. In such cases, many consecutive self-reports and clinical scales correspond to one event. These repeated measurements may have inflated the performance measures in relapse detection. From the point of view of statistical modeling, it is important to examine whether the models exploit the smoothness of the data relying only on the data history and self-similarity or whether the model properly treats the information in the data. To explore these properties of the data in relation to the relapse detection problem, we trained the relapse detection models on a subset of new relapses (relapses preceded by nonrelapse clinical scales). The results shown in Table S5 of Multimedia Appendix 1 indicate that the relapse detection models are not dependent on the data self-similarity and are able to detect new relapses with comparable performance to the detection of all relapses.
Finally, although the longitudinal study design, frequent self-report, and clinical assessments provided a rich data set for the analyses, the relapse detection models were based on a relatively small subset of patients with depressive or manic relapse.

**Remote Mood Monitoring**

Despite the rapid trend in mobile and digital health worldwide, concerns have been raised about the effect of smartphone-based monitoring systems on the risk of relapse of affective episodes. An exploratory analysis within the MONARCA I randomized clinical trial of patients with BD suggested that smartphone-based monitoring may reduce the risk of relapse of mania but that it can possibly increase the risk of a relapse of depression [50]. However, a recent study by Faurholt-Jepsen et al [51] on the effect of a smartphone-based monitoring system on illness activity in BD (MONARCA II) showed no significant difference between the intervention and control groups in terms of the risk of relapse. In contrast, there were differences in perceived stress and quality of life in favor of the intervention group. Some efficacy studies are yet to be evaluated [16,52]. Although a validation in a randomized controlled trial (RCT) provides a high level of evidence, few mobile solutions have been validated and the overall methodological quality of the RCTs in this field is rather low [53]. Moreover, existing RCTs of monitoring systems for BD with a clinical feedback loop (ie, providing the automatic system’s output to the patient or physician) have shown mixed or unfavorable results [50,51].

There is a growing concern worldwide about privacy and user rights in the health informatics domain [54], which poses a challenge for legislators adapting to fast-developing technologies. This also poses a challenge for the patients themselves, understanding their own rights and data security policies, as well as understanding which mobile solutions in a myriad of options are of high quality and clinically validated [55]. Despite these relevant challenges in the regulatory, implementation, and educational domains, mobile apps represent a great opportunity to improve clinical practice by providing timely and widely available digital solutions.

These findings suggest that although the use of smartphone-based patient monitoring for direct decision making about further treatment may be a long and difficult journey, the feedback provided to the patients, and also to their psychiatrist, may improve the patient’s experience and quality of life. Therefore, smartphone-based monitoring systems in patients with BD could provide support for both patients and health care providers. Continuous monitoring of the patient’s condition, together with support provided by the clinician with their detailed insight into the patient’s condition could lead to increased treatment adherence in patients with BD [51] and a fine-grained and measurement-based adaptation of treatment choices by treating clinicians [19].

**Conclusions**

This study presented a novel questionnaire for remote mood monitoring of patients with BD via ASERT through a mobile app. The internal structure and external validity of the ASERT were verified, and the ASERT-based model achieved high accuracy in relapse detection when used as an input into a relapse detection system. Therefore, the questionnaire provides a strong tool for remote mood monitoring in BD, calling for the preparation of a well-designed feedback system that would further extend its utility in clinical care. The simplicity, brevity, scalability, and clinical validity of ASERT make it an appropriate questionnaire for use in observational studies and, after further evaluation and validation, potentially also in routine clinical practice.
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Abstract

Background: Although effective mental health treatments exist, the ability to match individuals to optimal treatments is poor, and timely assessment of response is difficult. One reason for these challenges is the lack of objective measurement of psychiatric symptoms. Sensors and active tasks recorded by smartphones provide a low-burden, low-cost, and scalable way to capture real-world data from patients that could augment clinical decision-making and move the field of mental health closer to measurement-based care.

Objective: This study tests the feasibility of a fully remote study on individuals with self-reported depression using an Android-based smartphone app to collect subjective and objective measures associated with depression severity. The goals of this pilot study are to develop an engaging user interface for high task adherence through user-centered design; test the quality of collected data from passive sensors; start building clinically relevant behavioral measures (features) from passive sensors and active inputs; and preliminarily explore connections between these features and depression severity.

Methods: A total of 600 participants were asked to download the study app to join this fully remote, observational 12-week study. The app passively collected 20 sensor data streams (eg, ambient audio level, location, and inertial measurement units), and participants were asked to complete daily survey tasks, weekly voice diaries, and the clinically validated Patient Health Questionnaire (PHQ-9) self-survey. Pairwise correlations between derived behavioral features (eg, weekly minutes spent at home) and PHQ-9 were computed. Using these behavioral features, we also constructed an elastic net penalized multivariate logistic regression model predicting depressed versus nondepressed PHQ-9 scores (ie, dichotomized PHQ-9).

Results: A total of 415 individuals logged into the app. Over the course of the 12-week study, these participants completed 83.35% (4151/4980) of the PHQ-9s. Applying data sufficiency rules for minimally necessary daily and weekly data resulted in 3779 participant-weeks of data across 384 participants. Using a subset of 34 behavioral features, we found that 11 features showed a significant (P<.001 Benjamini-Hochberg adjusted) Spearman correlation with weekly PHQ-9, including voice diary–derived word sentiment and ambient audio levels. Restricting the data to those cases in which all 34 behavioral features were present, we had available 1013 participant-weeks from 186 participants. The logistic regression model predicting depression status resulted in a 10-fold cross-validated mean area under the curve of 0.656 (SD 0.079).
Conclusions: This study finds a strong proof of concept for the use of a smartphone-based assessment of depression outcomes. Behavioral features derived from passive sensors and active tasks show promising correlations with a validated clinical measure of depression (PHQ-9). Future work is needed to increase scale that may permit the construction of more complex (eg, nonlinear) predictive models and better handle data missingness.
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Introduction

Background

Mental health disorders are the leading cause of years lost to illness, disability, or premature death, as represented by disability-adjusted life years (DALYs) [1]. Perhaps, even more disquieting is the fact that we have made no progress in reducing these lost years over the past decades. From 1990 to 2016, years lived with disability (YLDs) for major depressive disorder, anxiety disorders, schizophrenia, dysthymia, and bipolar disorder have not changed, and the YLDs for opioid use disorders have even increased [2].

Although there are several reasons for this failure to improve outcomes, one area that has received increased attention is a relative lack of objective measurement in mental health [3]. Other fields have advanced by leveraging biomarkers and measurement tools to empower patients and clinicians to improve clinical decision-making. In the field of mental health, the absence of objective biomarkers leads to reliance on subjective information derived from clinical interviews and self-report surveys. Although the use of systematic self-report measures and subsequent algorithm-based treatment adjustments have shown significant promise [4,5], there is a substantial gap between the clinical trials that demonstrate this promise and what is deployed in routine practice [6]. A survey in the United Kingdom found that 80% of clinicians do not routinely use any outcome measures because they find them to be clinically irrelevant and too time consuming [7].

To address this shortcoming, the idea of taking advantage of the ubiquitous availability of smartphones has been proposed [8]. It stands to reason that novel data streams from digital sensors may provide a low-burden and scalable option to continuously quantify out-of-clinic real-world behaviors, which, in addition to traditional assessments in the clinic, could be used to bring psychiatry closer to realizing the consistently improved outcomes achieved by measurement-based care [9].

A number of studies have since explored the feasibility of linking smartphone or wearable data to clinical symptoms. In addition, passive sensing platforms have been built to collect smartphone data and examine the prediction of mental health clinical phenomena (Monsenso Monarca platform [10], Harvard Beiwe platform [11], Mindstrong [12], Dartmouth StudentLife platform [13], and Ginger.io [14], among others). A recent systematic meta-analysis review on the relationship between digital behavioral features and depressive mood symptoms concluded that this approach is promising [15]. However, most studies included in that review are not readily generalizable because of small sample sizes, where of the 26 studies of participants with mood disorders, all but one had fewer than 61 participants, and the median number of participants was 18. Furthermore, these studies were often designed as proof-of-concept investigations of single phone features (eg, actigraphy or GPS only). Even if meaningful correlations are found at this scale, the potential for identifying false-positive associations in situations where signals greatly outnumber clinical events cannot be ignored. Therefore, large-scale studies are necessary to adequately evaluate the associations and develop predictive models of clinical significance. A recent study examining the relationship coefficients between passive sensors and Patient Health Questionnaire (PHQ-2) for 271 individuals, for example, found that personalized models of behavioral features may be predictive of mood, with an area under the curve (AUC) of >0.5 for 81% of participants [16].

Objectives

Therefore, we seek to create a scalable smartphone platform that can acquire robust, multisensor streams of passively collected signals from individuals with depression, in addition to longitudinal self-report survey measures. Here, we present the results of our first feasibility study with this platform app, where we aim to (1) deploy a user-friendly interface to achieve high study engagement among participants with depression while making enrollment and all study procedures fully remote and automated; (2) test the quality of collected passive and active data, including adherence to weekly PHQ-9 tasks; (3) demonstrate the ability to construct clinically relevant behavioral measures (features) from passive sensors and active inputs; and (4) preliminarily explore relationships between these features and symptoms of depression.

Methods

Overview

To achieve these objectives, we conducted a remote feasibility study with 600 participants. Of those participants, 80% (480/600) were treatment-seeking individuals with self-reported depression. The focus on treatment-seeking individuals was motivated by the assumption that recent treatment may lead to behavior and mood changes that can be captured during the course of the study. The remaining participants were nondepressed controls. Participants were also randomly assigned to one of the three compensation cohorts (Multimedia Appendix 1), allowing us to empirically test the effect of financial incentives on study adherence. We hypothesized that participants...
in the highest compensation group would show higher study adherence than those in the lower compensation groups.

The mobile app recorded data from smartphone-based sensors and provided a chatbot user interface (Figure 1) designed to engage participants and to collect self-report measures. The feasibility of launching a comprehensive sensor-based tool was evaluated via an examination of data quality and missingness of sensor and survey data as well as whether we would succeed in deriving behavioral features from the recorded raw sensor data. For an exploratory analysis, we hypothesized that location-based and social features would be related to mood symptoms, given previous literature citing such relationships. Another exploratory aim of the study was to build a multivariate model to discriminate between participants with and without depression using the derived behavioral features.

Figure 1. User interface of the study app. (A) Mobile rendering of the first question of the self-administered Patient Health Questionnaire-9 survey. (B) The score for the Patient Health Questionnaire-9 survey was tabulated and put into context for the study participant. (C) An owl avatar was used to deliver messages and occasional celebratory gif images.

Informed Consent

This study was approved by the Western Institutional Review Board Inc. In an effort to maximize transparency and mitigate privacy concerns, the informed consent form (ICF) included detailed descriptions of all sensors and the type of information that could be derived from them (Multimedia Appendix 2 provides a full copy of the ICF). It also included information about the relationship between Verily Life Sciences and Google and stated that data would not be shared with Google for advertising purposes. The app further featured a persistent notification (ie, it was visible at all times) prominently reminding the user that the app was continuously collecting data.

Participants

Participants were recruited through social media and search engine advertisements (Facebook and Google AdWords). Our goal was to enroll 600 participants, 480 of which would be treatment-seeking individuals with depression and 120 nondepressed controls. In the cohort with 480 participants, participants had to have a PHQ-9 score of $\geq 10$ (classified as depressed at enrollment). For the control group, participants were only included if their PHQ-9 score was $< 10$ (classified as not depressed at enrollment). Participants were excluded when a plan to inflict self-harm was reported. The full list of inclusion and exclusion criteria can be found in the ICF in Multimedia Appendix 2.

Study Design

Surveys

During the course of the 12-week study, participants provided active survey data in the form of daily questions about their sleep, functioning, and activity level. Participants were further asked to complete the PHQ-9, a quality of life questionnaire, and a voice diary on a weekly basis. Once a month, participants completed the Study Life Satisfaction scale [17] and the National Institute of Health Toolbox Loneliness scale [18], and participants completed a user feedback questionnaire after 6 weeks and 12 weeks in the study.

One subaim of this study was to determine an appropriate level of compensation that would sufficiently motivate participants to adhere to this intense survey protocol. To that end, tasks were compensated with different amounts depending on a random assignment to three compensation cohorts of US $135, US $265, or US $530 as the maximum study compensation if all tasks were completed. Participants were mailed a physical gift card, which was reloaded every 4 weeks with the accrued sum of their cohort-specific compensation. Further details of this
subexperiment and the results can be found in Multimedia Appendix 1.

**Sensors**

We developed a mobile phone app for the Android operating system containing a broad range of sensors recording information from and about the following: accelerometer, ambient audio, Android device information, barometric air pressure, battery charge, Bluetooth, gyroscope, light level, magnetometer, network, phone calls, physical activity level, ping (a data point sampled every minute when the app was running), proximity (measures whether any object is within a given distance), screen state, step count, text messages, volume, and Wi-Fi networks. The ICF in Multimedia Appendix 2 provides more information and privacy statements about these sensors. Note that these sensors ranged from actual hardware sensors (eg, ambient audio) to measurements that rely on algorithmic processing of raw data (eg, inferring physical activity from raw accelerometer and gyroscope data).

**Data Filtering and Aggregation**

Quality control for the data consisted of a stepwise process that considered a day’s worth of data for each participant and then considered a week’s worth of data. In particular, participant-days were included in the analysis if the following two conditions were met: (1) there were at least 720 minutes (ie, half a day’s worth) of available data for at least one of the sensors programmed to be sampled at regular 1-minute intervals (ie, ambient audio, ambient light, physical activity, location, pressure, ping, and proximity) and (2) the app had been active at least once during 18 different hours of the day. Subsequently, participant-weeks were included if there were 3 or more such days available to aggregate. In that case, the data for both regularly sampled features (eg, location) and user-driven features (eg, text messages and phone calls) were aggregated to a weekly mean. Note that using this rule, it is possible that a specific feature has fewer than 3 days or even no data at all available to aggregate (refer to the Results section).

**Feature Engineering**

The next step in our data processing pipeline consisted of deriving clinically interpretable weekly summaries of the available underlying data, designated as weekly *behavioral features*. For some features (eg, ambient audio, ambient light, app use, and battery charge), aggregating average daily levels to average weekly levels was the only step of feature engineering. For other types of features, additional preprocessing was required. For example, to extract physical activity minutes, an algorithm determined the type of activity from a predefined set (eg, running, walking, and biking) from the accelerometer and gyroscope sensors. For voice diaries, algorithms were developed to extract features of interest from the audio file (eg, average pause duration and duration of diary) as well as from transcribed text (eg, spoken words per minute and sentiment score). Text messages (outgoing messages only) were also analyzed for their sentiment score, word and emoji count, and daily message count. Location data, originally collected as longitude and latitude every minute, were passed through a density-based spatial clustering of applications with noise (DBSCAN) clustering algorithm to arrive at location clusters. These clusters were further augmented using time-bounded heuristics to define “home” (the single place where participants spent the most time between 11 PM and 4 AM; this was required to be the same place over the 12 weeks of the study), “work” (any place where participants spent at least 15% of their time between 10 AM and 3 PM and which is not the “home” cluster; this could be multiple places over the course of the study), and “commute” (time spent traveling between home and work). The weighted average of latitudes and longitudes for each cluster was then used to retrieve semantic information from Google Maps about the type of location (eg, hospital or doctor’s office and place to exercise). Using this method, it is possible that a given central point is tagged with multiple types of location.

**Feature Selection**

Feature engineering, as described earlier, yielded approximately 600 possible features. With a data set of only 384 participants, we decided a priori to use only 34 of those features, based on previous literature as well as clinical usefulness and interpretability.

**Statistical Analysis**

**Univariate Correlation Analysis**

Pairwise correlations between the behavioral features and PHQ-9 were calculated on all weeks that had both the feature of interest and a weekly PHQ-9 survey available after applying the daily and weekly filtering rules. A total of 34 univariate tests were conducted, and to account for multiplicity, we used the Benjamini-Hochberg (nonnegative) procedure to adjust these 34 *p* values. The *Python* function `statsmodels.stats.multitest.multipletests` was used.

**Multivariate Logistic Regression Model**

Preprocessing for the multivariate model included standardizing all features using the `sklearn.preprocessing.StandardScaler` function. To predict the binarized PHQ-9 score (<10 or ≥10) from the 34 behavioral features, we fit an elastic net penalized logistic regression model with the function `sklearn.linear_model.LogisticRegression`. The inverse regularization parameter C was set to the default value of 1.0, and the L1 ratio (the elastic net mixing parameter) was set to 0.5. This model was passed through a 10-fold cross-validation procedure in which each participant’s data for all participant-weeks were placed in either the training or test set in each fold to prevent any label leakage.

**Results**

**User-Centered Design**

Previous studies examining the feasibility of digital measurement tools have been hampered by relatively high dropout rates. For example, in a randomized controlled trial on digital sensing and cognitive behavioral therapy on 1098 depressed participants, adherence dropped to 41% by the 12-week mark [19]. A similar study reported that only 10.5% of the initial 126 participants were still active at 8 weeks [20]. Therefore, another aim of this study was to design the user...
experience such that interaction with the app would be self-explanatory, engaging, and enjoyable.

We conducted a number of user experience studies on depressed participants and clinical professionals to design a user interface that would be appropriate in tone for participants with depression yet maximally engaging (for a detailed description of these studies, refer to Multimedia Appendix 3). On the basis of this research, it was ultimately decided that our app would feature a chatbot interface that guides the user through onboarding and their daily survey tasks with a series of static, predefined messages and provides unexpected moments of delight using celebratory gif images (Figure 1). The chatbot was kept deliberately lighthearted, where appropriate, and conveyed gratitude for contributing to the overall mission. Task completion was immediately followed by a celebratory moment (text encouragement plus occasional gif image) and reward (information about how much compensation was earned for completing those tasks).

**Enrollment Funnel and Participant Characteristics**

Enrollment started in November 2017, and the last participant finished their 12 weeks in May 2018. Figure 2 summarizes the participant drop-off at various stages. Of the 2360 participants who completed the enrollment survey, 612 (25.93%) were eligible based on the criteria reported earlier. Of those, 465 downloaded the study app, and 415 "good faith" users remained after we performed a conservative audit against potentially fraudulent activity (eg, users who seemed to be enrolled multiple times and users living in the same home as another user). The sample was further reduced to 384 users who had minimally sufficient data (ie, completed at least one in-app PHQ-9 and had at least 8 days of sufficient sensor data as per the daily filtering rule; refer to the Methods section).

In line with our 80:20 depressed to nondepressed recruitment ratio, the 384 participants with minimum data consisted of 313 depressed (81.5%; mean PHQ-9 at baseline 17.4, SD 4.1) and 71 nondepressed individuals (18.5%; mean PHQ-9 5.4, SD 2.9). The demographic data of these 384 participants are summarized in Table 1. Multimedia Appendix 4 provides additional demographic variables for both the 2360 individuals who completed the enrollment survey and the 384 with minimally usable data.

**Figure 2.** Participant flow diagram.
Table 1. Key demographics of the 384 participants with minimally sufficient data.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants with minimally sufficient data (n=384)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Depressed (n=313)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>123 (39.3)</td>
</tr>
<tr>
<td>30-39</td>
<td>90 (28.8)</td>
</tr>
<tr>
<td>40-49</td>
<td>56 (17.9)</td>
</tr>
<tr>
<td>50-59</td>
<td>36 (11.5)</td>
</tr>
<tr>
<td>60-69</td>
<td>7 (2.2)</td>
</tr>
<tr>
<td>70-79</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>12 (3.8)</td>
</tr>
<tr>
<td>Asian</td>
<td>5 (1.6)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>29 (9.3)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>2 (0.6)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (4.5)</td>
</tr>
<tr>
<td>White</td>
<td>251 (80.2)</td>
</tr>
<tr>
<td>Sex at birth, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>285 (91.1)</td>
</tr>
<tr>
<td>Male</td>
<td>28 (8.9)</td>
</tr>
</tbody>
</table>

Data Quality

**Survey Data Availability**

From the enrolled, good faith participants (n=415), we received 83.35% (4151/4980) of all possible weekly PHQ-9 surveys over the course of the 12-week study. Analyses regarding the effects of different compensation cohorts on PHQ-9 adherence revealed no statistically significant effect of compensation group (Multimedia Appendix 1).

**Sensor Data Availability**

No data could be collected if the phone was turned off; the user force-closed the study app; the app crashed unexpectedly; or if the user revoked the persistent notification permission for the study app, as Android will eventually remove background services; in this case, data collection may resume if the user navigates back into the app. When no data were collected, it was impossible to determine the cause of data missingness from the possibilities listed earlier.

Data from specific sensors may be missing if the user permanently or temporarily revoked permission for those sensors that need specific permissions (ie, Android activity recognition, app usage, Google Fit activity recognition, location (GPS), call logs, microphone for audio diaries—not needed for ambient audio, not used for phone calls as only metadata were recorded, and text logs). A later version of the study app included a sensor that records permission status for these, but for this study, it was not possible to know whether sensor data were missing because of revoked permissions or other reasons.

After applying the daily and weekly filtering rules (refer to the Methods section), we had available a quality control–positive data set of 3779 participant-weeks on 384 participants (Figure 2).

To visually characterize the patterns of missingness that result in removed days and weeks in the filtering rules, we consider for illustration purposes the daily availability of the minutely sampled sensors of ambient audio and location (Figure 3). These two sensors yielded some features with significant univariate correlations (Table 2) and were therefore used as examples. It is apparent that data missingness varies greatly among participants and their phone types (a detailed description of the phone types present in this study is presented in Multimedia Appendix 5). For example, the ambient audio sensor data are missing entirely for certain participants (see the bottom gray rows in the daily ambient audio panel in Figure 3) possibly because the hardware sensor is not present in certain phone types. Similarly, although location (GPS) capabilities are available on most phones, a special permission must be given to the app to record this sensor. The daily location panel shows that there are some participants who never have any location data (bottom gray rows) and many participants with intermittently missing location data. It is also apparent that, even on days where some data were available, the number of sampling points varies considerably on a day-to-day basis (yellow to blue gradient). We note that there are many participants whose ambient audio data or location are sufficient for analysis, but because of other missing features, they are excluded from the multivariate analysis (ie, they are among those participants below the horizontal dotted lines in Figure 3), as we required complete case data (refer to the Methods...
section). However, for the univariate correlation analysis, data from those participants were included if they met the daily and weekly sufficiency criteria.

**Figure 3.** Heat maps of daily data availability. For ambient audio (A) and location (B) sensors, the color scale denotes the number of data samples on a particular participant day (between 0 and 1440, ie, the number of minutes in a day) across the 415 good faith participants (heat map rows). Gray indicates that the day was excluded altogether as per daily filtering rules. Participants are ordered in the same way in both panels, and participants that fall below the horizontal dotted line were not included in the multivariate analysis because of missingness in these or other features.
<table>
<thead>
<tr>
<th>Correlation with Patient Health Questionnaire-9 sum</th>
<th>Spearman $r$</th>
<th>Spearman $P$ value</th>
<th>Benjamini-Hochberg-adjusted $P$ value</th>
<th>Participant-weeks (n=3779), n (%)</th>
<th>Participants (n=384), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voice diary sentiment</td>
<td>$-0.26$</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
<td>2992 (79.2)</td>
<td>376 (97.9)</td>
</tr>
<tr>
<td>Reported sleep duration</td>
<td>$-0.12$</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
<td>2797 (74)</td>
<td>308 (80.2)</td>
</tr>
<tr>
<td>Ambient audio level</td>
<td>0.10</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
<td>3618 (95.7)</td>
<td>368 (95.8)</td>
</tr>
<tr>
<td>Phone call ringing until missed minutes</td>
<td>0.10</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
<td>3334 (88.2)</td>
<td>360 (93.8)</td>
</tr>
<tr>
<td>Unique location clusters</td>
<td>$-0.09$</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
<td>3623 (95.9)</td>
<td>379 (98.7)</td>
</tr>
<tr>
<td>Voice diary words per minute</td>
<td>$-0.09$</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
<td>2992 (79.2)</td>
<td>376 (97.9)</td>
</tr>
<tr>
<td>Voice diary duration</td>
<td>0.08</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
<td>3145 (83.2)</td>
<td>377 (98.2)</td>
</tr>
<tr>
<td>Battery percentage</td>
<td>$-0.07$</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
<td>3778 (99.9)</td>
<td>384 (100)</td>
</tr>
<tr>
<td>Text message emoji count</td>
<td>$-0.07$</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
<td>3460 (91.6)</td>
<td>366 (95.3)</td>
</tr>
<tr>
<td>Phone call count</td>
<td>0.07</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
<td>3534 (93.5)</td>
<td>370 (96.4)</td>
</tr>
<tr>
<td>Voice diary pauses duration</td>
<td>0.06</td>
<td>$&lt;.001$</td>
<td>.001</td>
<td>3038 (80.4)</td>
<td>377 (98.2)</td>
</tr>
<tr>
<td>Location entropy</td>
<td>$-0.06$</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
<td>3623 (95.9)</td>
<td>379 (98.7)</td>
</tr>
<tr>
<td>Ambient light level</td>
<td>$-0.06$</td>
<td>.001</td>
<td>.003</td>
<td>3122 (82.6)</td>
<td>325 (84.6)</td>
</tr>
<tr>
<td>Outgoing text message sentiment score</td>
<td>$-0.06$</td>
<td>.001</td>
<td>.003</td>
<td>3140 (83.1)</td>
<td>351 (91.4)</td>
</tr>
<tr>
<td>Location variance</td>
<td>$-0.06$</td>
<td>$&lt;.001$</td>
<td>.002</td>
<td>3623 (95.9)</td>
<td>379 (98.7)</td>
</tr>
<tr>
<td>Phone screen on minutes</td>
<td>0.05</td>
<td>.002</td>
<td>.003</td>
<td>3776 (99.9)</td>
<td>384 (100)</td>
</tr>
<tr>
<td>Audio system volume</td>
<td>$-0.05$</td>
<td>.002</td>
<td>.003</td>
<td>3779 (100)</td>
<td>384 (100)</td>
</tr>
<tr>
<td>Charging minutes</td>
<td>0.04</td>
<td>.009</td>
<td>.02</td>
<td>3773 (99.8)</td>
<td>384 (100)</td>
</tr>
<tr>
<td>Social apps usage</td>
<td>$-0.04$</td>
<td>.02</td>
<td>.03</td>
<td>3346 (88.5)</td>
<td>357 (93)</td>
</tr>
<tr>
<td>Time spent at home</td>
<td>0.04</td>
<td>.03</td>
<td>.049</td>
<td>3623 (95.9)</td>
<td>379 (98.7)</td>
</tr>
<tr>
<td>App usage missing</td>
<td>$-0.03$</td>
<td>.047</td>
<td>.08</td>
<td>3779 (100)</td>
<td>384 (100)</td>
</tr>
<tr>
<td>Outgoing phone call duration</td>
<td>$-0.03$</td>
<td>.08</td>
<td>.12</td>
<td>3295 (87.2)</td>
<td>355 (92.4)</td>
</tr>
<tr>
<td>Wellness apps usage</td>
<td>0.03</td>
<td>.08</td>
<td>.12</td>
<td>3346 (88.5)</td>
<td>357 (93)</td>
</tr>
<tr>
<td>Time spent at hospital</td>
<td>$-0.03$</td>
<td>.09</td>
<td>.12</td>
<td>3623 (95.9)</td>
<td>379 (98.7)</td>
</tr>
<tr>
<td>Number of Wi-Fi networks</td>
<td>$-0.03$</td>
<td>.08</td>
<td>.12</td>
<td>3778 (99.9)</td>
<td>384 (100)</td>
</tr>
<tr>
<td>Reported sleep duration missing</td>
<td>$-0.03$</td>
<td>.12</td>
<td>.16</td>
<td>3779 (100)</td>
<td>384 (100)</td>
</tr>
<tr>
<td>Communication apps usage</td>
<td>0.02</td>
<td>.24</td>
<td>.30</td>
<td>3346 (88.5)</td>
<td>357 (93)</td>
</tr>
<tr>
<td>Text message body size</td>
<td>0.02</td>
<td>.26</td>
<td>.31</td>
<td>3460 (91.6)</td>
<td>366 (95.3)</td>
</tr>
<tr>
<td>Ring volume</td>
<td>0.02</td>
<td>.32</td>
<td>.37</td>
<td>3779 (100)</td>
<td>384 (100)</td>
</tr>
<tr>
<td>Physically active minutes</td>
<td>$-0.01$</td>
<td>.38</td>
<td>.43</td>
<td>3612 (95.6)</td>
<td>382 (99.5)</td>
</tr>
<tr>
<td>Audio notification volume</td>
<td>$-0.01$</td>
<td>.42</td>
<td>.46</td>
<td>3779 (100)</td>
<td>384 (100)</td>
</tr>
<tr>
<td>Text message count</td>
<td>0.01</td>
<td>.66</td>
<td>.71</td>
<td>3460 (91.6)</td>
<td>366 (95.3)</td>
</tr>
<tr>
<td>Nearby Wi-Fi networks count</td>
<td>0.01</td>
<td>.76</td>
<td>.78</td>
<td>3364 (89)</td>
<td>378 (98.4)</td>
</tr>
<tr>
<td>Incoming phone call duration</td>
<td>0.00</td>
<td>.97</td>
<td>.97</td>
<td>3217 (85.1)</td>
<td>354 (92.2)</td>
</tr>
</tbody>
</table>

*aThe univariate correlations here are typically based on a subset of the filtered data set depending on the pairwise availability of the feature of interest and the weekly Patient Health Questionnaire-9 score, with data count as noted in the last two columns.

Behavioral and Clinical Modeling

**Case Study: Location-Derived Behavioral Features**

To anecdotally illustrate the quality of insights into real-world patient behavior that can be obtained from passive sensors, [Figure 4](https://mental.jmir.org/2021/8/c27589) depicts a graphical summary of 1 participant’s daily clustered location data. It is apparent that this participant had a strong weekly routine, going to work for approximately 550 minutes (approximately 9 hours) for 5 days, followed by no time spent at work for 2 days. The participant also regularly...
spends time at exercise locations (eg, a gym or a sports center) and has some medical appointments. An interesting disruption in this routine can be observed starting on day 28 of the study, during which the participant had a medical appointment, followed by 8 days without any time at work or commuting.

**Figure 4.** Example of clustered location data for 1 participant for the duration of the study. The total number of minutes (vertical axis) with categorized locations (denoted by various colors in the legend) are plotted as stacked bars for each day of the study on the horizontal axis. Note the week-long increased homestay starting on day 28.

### Univariate Correlations Analysis With PHQ-9

To move beyond anecdotal evidence that smartphone sensors may be clinically relevant, we started with a simple question asking which, if any, behavioral features show correlations with the PHQ-9. To this end, we considered the 3779 participant-weeks (across 384 participants) available after filtering. Among the 34 behavioral features selected for analysis (refer to the Methods section), 11 showed a significant ($P < .001$) Benjamini-Hochberg-adjusted correlation with weekly PHQ-9 (Table 2). Visualizations of the spread of the PHQ-9 values and the associations between the significant behavioral features and the PHQ-9 values can be found in Multimedia Appendix 6.

In descending order of the absolute strength of the relationship, we found that a more negative sentiment of the voice diary—a measure derived from a sentiment classification algorithm [21] returning measures from $-1$ (extremely negative) to 1 (extremely positive)—is associated with a higher PHQ-9 score. Self-reported sleep was negatively correlated, meaning that the less sleep the participant reported that week, the higher their PHQ-9 score was. A higher ambient audio level, that is, more noise registered by the phone, was associated with higher depression severity. Letting the phone ring for longer periods until the call was missed was also associated with higher depression severity. Unique location clusters or how many different places (eg, home, work, or unlabeled clusters) the participant visited that week was negatively correlated with the PHQ-9 score. Two other measures from the voice diary, words spoken per minute (speaking rate) and the recorded duration of the diary, also showed a significant relationship: the fewer words spoken per minute and the longer the duration of voice diary, the higher the PHQ-9. The battery percentage (between 0% and 100%) was negatively associated, meaning that if the weekly mean battery percentage was lower, PHQ-9 was higher. The number of emojis in outgoing text messages showed a negative correlation, that is, a lower number of emojis was associated with a higher PHQ-9 score. Receiving or making more phone calls per week was associated with higher PHQ-9 scores. Finally, location entropy—measuring the variability in how much time a participant spent at different location clusters—showed a negative association: the less variability in where participants spent time, the higher the PHQ-9.

### Multivariate Logistic Regression

Recall that, after filtering, there were 3779 participant-weeks available for 384 participants. Of those, 1013 weeks from 186 participants were complete cases for the 34 features and were therefore included in an initial multivariate analysis (the correlation matrix of the 34 features is presented in Multimedia Appendix 7). For these participant-weeks, 60.91% (617/1013) were classified as "depressed" ($\text{PHQ-9} \geq 10$), whereas 39.09% (396/1013) were "nondepressed" weeks ($\text{PHQ-9} < 10$). We used an elastic net penalized multivariate logistic regression for predicting weekly depression status and evaluated performance with the receiver operating characteristic AUC of 10 cross-validated folds. The mean AUC of the 10 folds was 0.656 (SD 0.079; Figure 5).

We also attempted to recover some participant-weeks that were dropped for not being complete cases by performing within-participant mean imputation. This resulted in a data set of 2016 participant-weeks for 197 participants, with 1173 (58.18%) depressed and 843 (41.82%) nondepressed weeks.
Some weeks could not be recovered because a feature was missing for all 12 weeks and could therefore not be imputed using this simple within-participant procedure. With a mean AUC of 0.620 (SD 0.062; Figure 5), models trained using these imputed data performed worse on average than the models trained without imputed data, although there was less spread in the 10 AUC values.

Figure 5. Box plots of areas under the curve from 10-fold cross-validation of logistic regression predicting depression status, for the nonimputed and imputed data sets. The white line represents the median, and the red dot represents the mean. AUC: area under the curve; ROC: receiver operating characteristic.

Discussion

Principal Findings

The results of this feasibility study showed that it is possible to remotely engage a depressed study population quickly and with high adherence (>80%), data collection from a broad range of Android smartphone sensors is possible, and multiple features from multiple feature families can be extracted. We further provided a proof-of-concept demonstration of multivariate modeling of depression status.

It is also clear that passive sensor data collection using the "bring-your-own-device" approach is complex, especially across the diverse ecosystem of Android devices (Multimedia Appendix 5). The data exhibit high levels of missingness and noise related to the characteristics of the phone and the user. Furthermore, our choice of minimally required daily and weekly data amounts was arbitrary. Future studies on a scaled-up sample should develop more sophisticated models of missingness imputation that account for differences in hardware sensors and phone type quality. Furthermore, a large-scale sample would allow for more complex (eg, nonlinear) modeling of clinical outcomes, particularly considering interactions with demographics and other covariates. Therefore, to interpret this report, it is important to bear in mind that this sample skews heavily female and with high adherence (>80%), data collection from a broad range of Android smartphone sensors is possible, and multiple features from multiple feature families can be extracted. We further provided a proof-of-concept demonstration of multivariate modeling of depression status.

It is also clear that passive sensor data collection using the "bring-your-own-device" approach is complex, especially across the diverse ecosystem of Android devices (Multimedia Appendix 5). The data exhibit high levels of missingness and noise related to the characteristics of the phone and the user. Furthermore, our choice of minimally required daily and weekly data amounts was arbitrary. Future studies on a scaled-up sample should develop more sophisticated models of missingness imputation that account for differences in hardware sensors and phone type quality. Furthermore, a large-scale sample would allow for more complex (eg, nonlinear) modeling of clinical outcomes, particularly considering interactions with demographics and other covariates. Therefore, to interpret this report, it is important to bear in mind that this sample skews heavily female and with high adherence (>80%), data collection from a broad range of Android smartphone sensors is possible, and multiple features from multiple feature families can be extracted. We further provided a proof-of-concept demonstration of multivariate modeling of depression status.

Univariate correlations of 34 behavioral features showed promising correlations with the clinically validated PHQ-9 scores. Some of those replicate previous findings on similar features, for example, the negative associations between location entropy and location variance with PHQ-9 [22], the positive relationship between the duration of a diary and PHQ-9, and the negative relationship between words per minute and PHQ-9 (compare the findings herein with the total recording length [r=0.20] and speaking rate as syllables per second [r=0.23] association with the Hamilton Depression Rating Scale in Mundt et al [23]). Of note, the univariate correlation coefficients reported in our study are, in many cases, smaller than those reported for similar behavioral features in other studies despite our larger sample (refer to the systematic review by Rohani et al [15], specifically the Multimedia Appendix 5 for a summary of the correlation coefficients from studies on patients with unipolar and bipolar depression). We posit that these inconsistencies might be because of the winner’s curse—a statistical phenomenon discussed often in genome-wide association studies [24]—where associations that are close to a decision threshold are more likely to be an overestimation of the true association in the generating sample, leading to poorer replication in a separate sample (refer to the paper by Pratap et al [16] for a larger scale replication study that found no association for phone usage and a small association for GPS mobility). We also hypothesize that, for the prediction of mood scores, it may be more beneficial to define participant-level models focusing on changes against oneself over time rather than population-level models focusing on deviations from the population mean [16].

Another aim of this study was to demonstrate the potential clinical utility of behavioral features derived from passive sensors to help inform clinical practice. The location example (Figure 3) shows one area in which a clinician could gain insights about a patient's routine that could augment clinical decision-making and strengthen feedback-informed care [25]. This and other passive features such as physical activity minutes, social app usage, or how noisy a patient’s environment is could perhaps give clinicians a more holistic and continuous picture of their patient’s circumstances than would likely be available from momentary in-clinic visits alone. However, although the statistically significant correlations suggest some clinical relevance, future validation work is needed to establish whether some of the behavioral features alone or a multivariate model provide a sufficiently reliable signal to warrant clinical actionability.

Notably, active tasks such as voice diaries yielded rich insights into the patient’s previous week, resulting in the strongest correlation with the PHQ-9 (r=0.26). Active tasks collected via a mobile app, be it voice diaries or even standard clinical measures, such as the PHQ-9, might offer another avenue for gathering perhaps not continuous but more frequent data points about a patient’s well-being. As they are completed without any burden on the clinician, such self-administered measurements could remove some of the barriers to the adoption of measurement-based care in psychiatry [7]. Furthermore, one could imagine the development of an early alert system or a case ranking system based on these digitally deployed measurements that could draw attention to deteriorating patients without them having to appear in person and without them having to directly tell their therapist the uncomfortable fact that they are not getting better [25,26].
For the active measurements in particular, we believe that this study is an encouraging example of how an intuitive, fun, and engaging user interface can make interacting with an app around a generally difficult topic, such as depression, not only less burdensome but perhaps even pleasant and beneficial. In fact, anecdotal feedback about using our app suggests as much. One patient reported "[t]he app made me feel like I had an everyday purpose. I looked forward to filling it out. I enjoyed the interaction." Another patient stated "[i]t put my mental health into perspective and I had to answer how I was feeling, not what people expect me to feel."

**Limitations**

The entirely open recruitment through advertisements in this study led to a sample that was different from the larger population of individuals with depression in the United States (compare the national survey data in Luciano and Meara [27]). Most notably, our depressed sample consisted of more females (285/313, 91.1% vs 12,182/20,313, 59.97% in the national survey [27]). Furthermore, enrollment was restricted to participants owning phones with an Android operating system. All these factors lead to limited generalizability of the findings. Future recruitment strategies should involve more targeted advertising or partnering with companies or health care systems to recruit a more representative sample. We also enrolled participants based on their self-report of symptoms and treatment history on good faith; however, future studies with strengthened clinical verification methods (eg, concurrent donation of clinical records or prescription records to the research study) may enhance the validity of clinical measures.

PHQ-9 adherence (>80%) was found to be the same for all three compensation cohorts (Multimedia Appendix 1), but future work is needed to test whether adherence with a similarly engaging app but less compensation than the lowest level (US $135) will lead to similarly high adherence levels.

The semantic location features, especially locations marked as "exercise", yielded an unexpectedly high number of false positives upon manual inspection. Thus, future validation studies are required to improve these semantic location results.

Passive sensor collection, as carried out in this study, requires the user to agree to the collection of large amounts of personal data, and it is unclear whether patients outside a research context would be willing to share these data. A mitigation for this issue could be federated learning, a technique to train machine learning models locally on devices without having to pool them in a central storage location.

Despite these limitations, this study has an important place in the field with regard to the potential of low-burden collection of surveys as well as smartphone features in detecting changes in depression over time. This information could be used to improve the monitoring of treatment success or enhance the selection of treatments for each patient.
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Abstract

Background: Digital interventions offer new avenues for low-threshold prevention and treatment in young people. Ecological momentary interventions (EMIs) represent a powerful approach that allows for adaptive, real-time, and real-world delivery of intervention components in daily life by real-time processing of ecological momentary assessment (EMA) data. Compassion-focused interventions (CFIs) may be particularly amenable to translation into an EMI to strengthen emotional resilience and modify putative risk mechanisms, such as stress sensitivity, in the daily lives of young help-seeking individuals.

Objective: This study aims to investigate the feasibility, safety, and initial therapeutic effects of a novel, accessible, transdiagnostic, ecological momentary CFI for improving emotional resilience to stress (EMIcompass).

Methods: In this uncontrolled pilot study, help-seeking youth with psychotic, depressive, or anxiety symptoms were offered the EMIcompass intervention in addition to treatment as usual. The EMIcompass intervention consisted of a 3-week EMI (including enhancing, consolidating, and EMA-informed interactive tasks) administered through a mobile health app and three face-to-face sessions with a trained psychologist intended to provide guidance and training on the CFI exercises presented in the app (ie, training session, follow-up booster session, and review session).

Results: In total, 10 individuals (mean age 20.3 years, SD 3.8; range 14-25) were included in the study. Most (8/10, 80%) participants were satisfied and reported a low burden of app usage. No adverse events were observed. In approximately one-third of all EMAs, individuals scored high on stress, negative affect, or threat anticipation during the intervention period, resulting in real-time, interactive delivery of the CFI intervention components in addition to weekly enhancing and daily consolidating tasks. Although the findings should be interpreted with caution because of the small sample size, reduced stress sensitivity, momentary negative affect, and psychotic experiences, along with increased positive affect, were found at postintervention and the 4-week follow-up. Furthermore, reductions in psychotic, anxiety, and depressive symptoms were found (r=0.30-0.65).
Conclusions: Our findings provide evidence on the feasibility and safety of the EMICcompas intervention for help-seeking youth and lend initial support to beneficial effects on stress sensitivity and mental health outcomes. An exploratory randomized controlled trial is warranted to establish the feasibility and preliminary evidence of its efficacy.

(JMIR Ment Health 2021;8(8):e25650) doi: 10.2196/25650
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Introduction

Background

Most mental disorders first emerge in adolescence and young adulthood (three-fourths by the age of 24 years [1]), with an estimated lifetime prevalence of approximately 50% of any mental disorder in young age groups [1-5]. Furthermore, the Global Burden of Disease study has reported that mental and substance use disorders in children and youth aged 10 to 24 years were the leading cause of overall disease burden in high-income countries [6-8]. Evidence further suggests that most mental disorders are continuous—phenomenologically and temporarily—and, in their early stages, are nonspecific in nature, often evolving into transdiagnostic phenotypes associated with a range of exit psychopathologies [9-16]. Consequently, clinical staging models as an adjunct to formal diagnoses have been introduced [17-19], highlighting the importance of transdiagnostic (indicated) prevention and early intervention [20-24].

Recent transformations in our understanding of the phenomenology, etiology, and early course of mental disorders have contributed to a move toward early detection and prevention [10-13,20,25-31]. Although conventional mental health services offer a range of therapeutic options, it has been widely documented that psychological help remains difficult to access, especially for young individuals in the early stages of mental health problems [21,22,32,33]. Furthermore, tailoring therapeutic options to specific needs and preferences of youth remains a challenge [32-36] and likely contributes to the problem that only a fraction of young people in need of help access any mental health service. Hence, young individuals often experience a long duration of untreated mental health problems, which has been identified as an important marker of poor course and outcome [32].

There is increasing interest in using digital tools to deliver mental health services [37], which may help extend access to and personalization of mental health care [38,39]. This shift has driven the development of novel mobile health (mHealth) interventions for various mental health problems [40-42], of which ecological momentary interventions (EMIs) [23,34,38,39,43], such as the Acceptance and Commitment Therapy in Daily Life [34-36,44], represent a very powerful approach. EMIs allow for adaptive, real-time, and real-world transfer of intervention components in individuals’ daily lives. Thus, EMIs provide a unique opportunity to deliver personalized, precision interventions tailored to what young individuals need in a given moment and context through interactive sampling in real time and the real world. They are based on fine-grained ecological momentary assessment (EMA) data acquired through cutting-edge digital technology [21,23,24,38,39,45,46]. More recently, some authors have started to use the term just-in-time adaptive interventions, which emphasize EMI’s capability of adapting the delivery of intervention components to person and context based on experience sampling or other, for example, sensing data [47,48].

One tangible prevention and early intervention strategy using digital tools is to identify and target transdiagnostic psychological mechanisms in daily life, which have been shown to be involved in the development of mental health problems [23,38]. In recent years, research using EMA—a structured diary technique, also known as experience sampling methodology [43]—has contributed to a better understanding of putative mechanisms likely to impact different stages and increase the intensity of mental health problems in individuals’ daily lives, in real time and outside the research laboratory [21-23,29,43,49,50]. To date, the psychological mechanism most widely studied in daily life is elevated stress sensitivity, characterized by more intense negative affective and psychotic experiences in response to minor stressors and routine daily hassles [22,24,29,43]. Previous studies have suggested that stress sensitivity is elevated in individuals with (1) higher familial or psychometric risk, (2) an ultra–high risk state for psychosis, (3) other early mental health problems, (4) first-episode psychosis, (5) severe and enduring psychosis, and (6) depressive disorders [21,22,24,28,50-58]. In addition, heightened interpersonal sensitivity and threat anticipation have previously been reported to represent further candidate mechanisms in individuals with ultra–high risk state for psychosis, paranoia, and psychotic disorders [24,29,30,59-62] and individuals with depression and anxiety [63-66]. These transdiagnostic mechanisms reflect candidate targets to be modified by EMIs [21,22,24,29].

Compassion-focused interventions (CFIs) are considered an important strand of transdiagnostic interventions for modifying emotion regulation systems [67,68]. CFIs are part of third-wave cognitive behavioral therapy (CBT) and previous meta-analytic evidence on third-wave CBT, including CFIs [69-73], suggest that these types of interventions may yield improvements in mental health outcomes of moderate-to-large effect size. CFIs have been successfully administered to and appraised positively by help-seeking individuals, including individuals with depression, anxiety, and psychosis [74-77]. Furthermore, CFIs have been shown to induce reductions in negative affect and paranoia in moments of high stress in previous research lab experimental work [78,79]. In addition, positive imagery, an important component of CFIs, has been found effective in
reducing various mental health problems, including depression, anxiety, and psychosis [76,80,81] and increasing positive affect, optimism, and behavioral activation [79,82-84]. Thus, CFIs are particularly well placed to be administered as an EMI to strengthen emotional resilience and modify putative risk mechanisms of poor mental health in young individuals with psychological distress [72,78,85], including stress sensitivity and threat anticipation [21,22]. However, the use of conventional CFIs under real-world conditions remains limited [86].

As young individuals are digital natives, translating CFI components into an EMI administered through an mHealth app may be a particularly promising approach, offering entirely new avenues for low-threshold prevention and intervention in youth. EMIs are fundamentally translational as they directly build on evidence of underlying momentary mechanisms in daily life and translate these into the development and evaluation of novel digital interventions by targeting these mechanisms in real time and the real world, outside the research lab or clinic [23,39,43]. However, it remains to be established whether evidence on reductions in negative affect and paranoia in moments of high stress—observed in the research laboratory—and effects on other mental health outcomes can indeed be translated to real-world and real-time delivery of EMIs that harness CFI techniques, especially in young help-seeking individuals, where accessible, youth-friendly translation of prevention and early intervention principles reflects a particular challenge.

This Study
The current study aims to establish the clinical feasibility, safety, and initial therapeutic effects of a novel, accessible, transdiagnostic, ecological momentary CFI for improving emotional resilience to stress (EMIcompass) in an uncontrolled phase 1 pilot study in help-seeking youth with psychotic, depressive, or anxiety symptoms. The EMIcompass intervention consisted of a 3-week EMI and three face-to-face sessions with a trained psychologist (ie, training session, follow-up booster session, and review session). Specifically, the intervention offered widely used CFI techniques (eg, compassionate and positive imagery, compassionate writing, and emotion as a wave). To facilitate the interactive, real-time, and real-world translation of the therapeutic content and techniques used in the initial training and booster sessions into individuals’ daily lives, the EMI was administered through an mHealth app on a smartphone. The EMI consisted of (1) enhancing tasks, (2) consolidating tasks, and (3) EMA-informed interactive tasks that aim at an ecological translation of CFI principles and techniques to daily life. Participants were required to complete one enhancing task per week, which allowed them to practice new compassion-focused exercises that were then extended throughout the study period. In addition, they were required to practice the learned CFI components once a day by completing the consolidating tasks. Each time an enhancing task was presented, the intervention components covered by consolidating tasks were expanded. Participants were also offered interactive tasks if they scored high on stress, negative affect, or threat anticipation in daily EMA. The face-to-face sessions were designed to provide guidance and training on the CFI exercises and how to use the app, background information on the strategies presented, and discussions of open questions and challenges participants encountered while using the app.

The primary objective of this study is to (1) assess the clinical feasibility of delivering the EMIcompass intervention to help-seeking youth based on successful recruitment, assessment of outcomes, compliance, satisfaction, and acceptability and safety by carefully documenting any serious adverse events throughout the study period. The secondary objectives were to examine (2) initial therapeutic effects of EMIcompass on reducing stress sensitivity, negative affect, and psychotic experiences, and increasing positive affect in daily life at the end of the 3-week intervention period (postintervention), and after a 4-week follow-up period (follow-up), along with (3) the initial therapeutic effects of EMIcompass on reducing threat anticipation, psychotic, depressive, and anxiety symptoms as well as general psychopathology.

Methods

Study Design
In an uncontrolled phase 1 pilot study, help-seeking individuals with psychotic, depressive, or anxiety symptoms aged between 14 and 25 years were referred to secondary mental health services in the Netherlands (ie, Mondriaan Mental Health Trust and Virenze Mental Health Care) and received the EMIcompass intervention in addition to treatment as usual. Data were collected before the intervention (baseline), at the end of the 3-week intervention period (postintervention), and after a 4-week follow-up period (follow-up). Close attention was paid to establishing the clinical feasibility (eg, pragmatic inclusion and exclusion criteria based on routine assessments) and safety (ie, documentation of any serious adverse events) of this study. Our recruitment strategy drew on our previous and ongoing work with youth [22,24,29,34-36,44] and guidance for pragmatic randomized controlled trials (RCTs) [87] and hence was geared to reflect the heterogeneity of the population commonly encountered in routine care.

Sample
We recruited young individuals with psychotic, depressive, and/or anxiety symptoms who sought help from two secondary mental services (ie, Mondriaan Mental Health Center and Virenze Mental Health Care). The inclusion and exclusion criteria were equivalent in principle across the two services but were purposefully selected to be pragmatic and hence based on routine assessments for screening, diagnosis, formulation, and outcome measurement, which differed between the two services (Textbox 1). This approach was adopted to ensure that the aim of establishing feasibility reflected the population actually encountered in clinical practice (rather than imposed by researchers) while keeping the assessment burden at a minimum. The study was approved by the Ethics Review Committee of Mondriaan Mental Health Center and the Ethics Review Committee of Psychology and Neuroscience, Maastricht University. A flowchart of the study is shown in Figure 1.

The prodromal questionnaire (PQ) [88,89], which has been reported to be a very good screening measure in routine mental health services [89,90], was used to screen for psychotic
In addition, the Brief Symptom Inventory (BSI) [91,92] was used to screen for anxiety, depressive, and psychotic symptoms, and the Symptom Questionnaire-48 [93] was used in addition to the PQ to screen for anxiety and depressive symptoms.

Textbox 1. Inclusion and exclusion criteria by participating mental health services.

<table>
<thead>
<tr>
<th>Inclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mondriaan</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• Aged between 18 and 25 years</td>
</tr>
<tr>
<td>• Prodromal questionnaire score of 6 or above</td>
</tr>
<tr>
<td>• Symptom questionnaire-48 score of 9 or above on the social phobia subscale, or score of 8 or above on the depression subscale, or score of 11 or above on the anxiety subscale</td>
</tr>
<tr>
<td>• Willingness to participate in the compassion-focused ecological momentary intervention</td>
</tr>
<tr>
<td>• Ability to give written informed consent independently, without help from others</td>
</tr>
<tr>
<td>Virenze</td>
</tr>
<tr>
<td>• Aged between 14 and 25 years</td>
</tr>
<tr>
<td>• Prodromal questionnaire score of 6 or above</td>
</tr>
<tr>
<td>• Brief Symptom Inventory t score of 63 or above</td>
</tr>
<tr>
<td>• Willingness to participate in the compassion-focused ecological momentary intervention</td>
</tr>
<tr>
<td>• Ability to give written informed consent independently, without help from others</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Insufficient command of Dutch, primary clinical diagnosis of alcohol or substance dependency, severe endocrine, cardiovascular, or organic brain disease</td>
</tr>
</tbody>
</table>
The EMIcompass Intervention

**Development of the Manual**

The intervention was structured and manualized to ensure consistent delivery. The manual was based on widely used CFI techniques (e.g., compassionate and positive imagery, compassionate writing, and emotion as a wave) and developed following a process of reviewing existing manuals and the extant CFI literature [67,68,73,74,78,80] through the team’s clinical experience of working with these approaches with clients and through consultation with local experts in CFI and the wider research team. The intervention was designed based on the principles of EMIIs [23,34-36,39,43,44].

**EMIcompass Intervention and Treatment as Usual**

In this study, participants were offered the EMIcompass intervention in addition to treatment as usual, which included all the treatment they received before the start of the study (i.e., good standard care delivered according to local and national guidelines by their general practitioner, psychiatrist, and other health care professionals), including CBT, third-wave CBT, dialectical behavior therapy, and other psychological interventions. The EMIcompass intervention consisted of three face-to-face sessions (one training session, one follow-up booster session, and one review session) given by a trained psychologist, who was supervised by an expert clinical psychologist in compassion-focused therapy, and a 3-week EMI administered through an mHealth app on a smartphone (PsyMate; Psymate BV). In addition, participants were offered on-demand email and/or phone contact during the intervention period.

At the beginning of the 3-week intervention period, an initial face-to-face training session was offered to participants. This session was fully manualized based on previous research that...
used CFIs [67,68,74,78,94]. The goal of the first session was to train individuals to cope with negative emotions by applying a personal, compassionate image that conveys compassion, care, and warmth to them based on the description of Gilbert [68], as applied by Lincoln et al [78]. This was followed by inducing negative emotions using in-sensu exposure to a personally relevant social situation that participants remember having experienced as distressing. This method has been safely applied to individuals with mental health problems [74,78] without any adverse consequences or health-related risks. Following the induction of negative emotions, participants were asked to practice a 5-minute application of the compassionate image they were trained in at the beginning of the session [67,68,78]. This step of actively using compassionate imagery after inducing negative emotions is considered essential for compassion-focused therapy to be efficacious in reducing stress sensitivity, threat anticipation, and psychotic, depressive, or anxiety symptoms in daily life [67,68]. Training the use of compassionate imagery was repeated and extended to imagery involving a compassionate self [68] and emotion as a wave [94] in the following booster session 2 weeks after the initial training session. In the review session at the end of the 3-week intervention period, the smartphone was returned, and progress and satisfaction with and acceptability of the intervention were reviewed and assessed.

To allow for interactive, real-time, and real-world translation of the therapeutic content and techniques of initial and booster sessions into individuals’ daily lives, participants were offered a 3-week EMI delivered through an mHealth app. During the 3-week intervention period, the smartphone prompted a signaling sound from the smartphone seven times per day on 6 consecutive days per week to reduce the burden associated with app usage. At each beep, participants were asked to complete a brief EMA on momentary stress, positive and negative affect, and threat anticipation in daily life (see the section on EMA measures used). The EMA was scheduled at random within set blocks of time. The EMI consisted of 3 different types of tasks (Table 1): participants were asked to complete one enhancing task per week, allowing them to practice new compassion-focused exercises, which were subsequently extended during the study period (eg, discovering their own compassionate self and experiencing emotions as a wave). In addition, they were asked to practice the learned CFI components once a day by completing the consolidating tasks at a predefined time. The components covered by consolidating tasks were extended each time an enhancing task was presented. Furthermore, interactive tasks were offered if participants scored high on stress, negative affect, or threat anticipation in the EMA (ie, scores higher than 4 on a 7-point Likert scale). As an essential element of compassion-focused therapy is the use of compassionate imagery in moments of high stress, negative affect, or threat anticipation, these interactive tasks are thought to reflect a core active component of the 3-week compassion-focused EMI.

Table 1. Components of the EMIcompass intervention.

<table>
<thead>
<tr>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Compassion-focused training sessions</strong></td>
<td><strong>Booster session (day 11-15; compassionate self-training, “emotion as a wave”)</strong></td>
<td><strong>Review session (after day 20)</strong></td>
</tr>
<tr>
<td><strong>Enhancing tasks</strong></td>
<td><strong>Task 2 (day 9 or 10): “emotion as a wave”</strong></td>
<td><strong>Task 3 (day 15 or 16): self-compassionate writing</strong></td>
</tr>
<tr>
<td><strong>Consolidating tasks</strong></td>
<td><strong>Compassionate self-validation (from day 5, following enhancing EMI task 1)</strong></td>
<td><strong>Compassionate self-validation</strong></td>
</tr>
<tr>
<td><strong>Interactive tasks</strong></td>
<td><strong>Compassionate image</strong></td>
<td><strong>Compassionate image</strong></td>
</tr>
</tbody>
</table>

*EMI: ecological momentary intervention.

**Measures**

**Sociodemographic Characteristics**

A sociodemographic schedule was used to assess age, gender, occupation, and level of education.

**Clinical Feasibility and Safety**

Feasibility was assessed based on successful recruitment, assessment of outcomes, compliance with the manual, satisfaction, and acceptability. For some of the feasibility domains, a debriefing scale was used. The reasons participants declined to participate in the study were carefully recorded, and the completeness of outcomes at each time point was documented. Acceptability was assessed in the review session of the EMIcompass intervention together with the trained psychologist by asking participants to complete a feedback form about the EMI tasks and sessions and rate the extent to which they felt they benefited from and were satisfied with the intervention [74,78]. In addition, the trained psychologist asked participants in the review session to report whether they perceived the face-to-face sessions, compassion-focused
exercises, and EMI tasks as helpful. App usability was assessed by asking participants to rate the readability of the text shown on the screen, any difficulties in operating the app or technical problems, the clarity of provided instructions, and whether the app was perceived as burdensome. All items were rated on a 7-point Likert scale ranging from not at all (rating of 1) to very much (rating of 7) [55,96]. Threat expectation was assessed by asking participants to think of what might happen in the next few hours and rate the item “I think that something unpleasant will happen” on a 7-point Likert scale (ranging from 1=not at all to 7=very much) [24,29]. Negative and positive affect, psychotic experiences, and threat anticipation scores were assessed by computing the mean scores. In line with earlier studies [22,24,29,46,49], items on stress, negative affect, and psychotic experiences were used as a proxy for individuals’ stress sensitivity in daily life by modeling the association between stress and (1) negative affect and (2) psychotic experiences. Thus, we conceptualized stress sensitivity in daily life as individuals’ affective and psychotic reactivity to minor daily stressors.

**Psychotic, Depressive, and Anxiety Symptoms and General Psychopathology**

We used non-EMA outcome measures to assess psychotic, depressive, and anxiety symptoms and general psychopathology. First, the BSI was used to assess depressive and anxiety symptoms (based on the respective BSI subscales) and general psychopathology by computing the Global Severity Index (based on 53 BSI items). Participants rated each item on a 5-point scale ranging from 0 (not at all) to 4 (extremely) [91,92]. Second, the Green et al, Paranoid Thoughts Scale, a reliable and valid scale, was used to assess psychosis [97]. The Green et al, Paranoid Thoughts Scale was modified to ask participants about paranoid ideation during the past week rather than the past month, given that the intervention period was only 3 weeks. A total score was computed using all 32 items (both with a 5-point scale: 1=not at all, 3= somewhat, and 5= totally). Third, the threat anticipation measure [98] was used to measure threat anticipation by asking participants to estimate the future likelihood of a list of threatening, neutral, and positive events happening to themselves and other people [62,98,99]. Items for threatening and neutral events were used to compute the total scores. Each event was rated separately for the likelihood that it will happen to oneself and another person on a 7-point scale (1=not at all, 7=very likely), resulting in four total sum scores (ie, threat anticipation-self, threat anticipation-other, neutral anticipation-self, and neutral anticipation-other), where higher scores indicate higher probability estimates. Finally, the PQ [88,89] was used to assess the presence of prodromal and attenuated psychotic symptoms (ie, positive symptoms, disorganized symptoms, negative symptoms, and general symptoms). This measure consists of 16 items that assess the presence of psychotic symptoms (0=false and 1=true), which were used to compute a total score (range 0-16). Good psychometric properties have been reported for these measures [88,97,98,100,101].

**Statistical Analysis**

STATA 15.1 (StataCorp) was used to analyze the data. First, descriptive statistics were used, and CIs were constructed, as appropriate, to summarize the findings on feasibility and safety. Second, as EMA data have a multilevel structure, such that multiple observations (level 1) are nested within subjects (level 2), linear mixed models were used to control for within-subject clustering of multiple observations using the mixed command.
in STATA. Thus, to examine the effects of the EMIconnnpass intervention on reducing stress sensitivity, EMA stress variables and time points were included as independent variables and negative affect and psychotic experiences as the outcome variable in linear mixed models, which were fitted separately for each outcome variable. We then added two-way interaction terms for stress\times time and used likelihood ratio tests (\texttt{lrtest} command) to evaluate improvement in model fit and the \texttt{lincom} command to compute linear combinations of coefficients to test our hypotheses on whether stress sensitivity was reduced at postintervention and the 4-week follow-up. We standardized continuous ESM (experience sampling method) variables (mean 0, SD 1) to interpret significant interaction terms. Family-wise error-corrected \( P \) values were computed to control for multiple testing by multiplying the unadjusted \( P \) values of the two-way interaction effects by the total number of tests (\( N=4 \)) for each outcome. Third, to examine the effects of the EMIconnnpass intervention on other EMA outcome measures, time points were included as independent variables and negative affect, positive affect, psychotic experiences, and threat anticipation as the outcome variable in separate linear mixed models. All models were controlled for potential confounders (ie, age, gender, and level of education). Finally, we used Wilcoxon signed-rank tests to examine the effects of EMIconnnpass on non-EMA outcome measures of threat anticipation, psychotic, depressive, and anxiety symptoms and general psychopathology at postintervention and 4-week follow-up. The resulting \( z \) scores were used to calculate the effect sizes displayed in \( r \) as described by Rosenthal and DiMatteo [102].

**Results**

**Sociodemographic and Clinical Characteristics**

A flowchart of the study is shown in Figure 1 and basic sample characteristics in Table 2. In total, 30 potential participants aged between 14 and 25 years were referred to the study by clinicians from the two participating mental health services. Of these, 16 provided written informed consent and were eligible, of whom 11 completed the baseline assessment and were included in the EMIconnnpass intervention. A participant was lost during the 3-week intervention period, whereas 10 participants (mean age 20.3 years, SD 3.8; range 14-24) completed the EMIconnnpass intervention and both postintervention and 4-week follow-up assessments. Most participants were women (7/10, 70%) and were currently at school/university (6/10, 60%). Half of the participants had a clinical diagnosis of major depressive disorder (5/10, 50%) and met the criteria for a comorbid mental health condition. Most participants were of White Dutch ethnicity, and some reported having used cannabis during the previous 12 months (3/10, 30%).
### Table 2. Basic sample characteristics of service users (N=10).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>20.3 (3.8; 14-25)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Male</td>
<td>3 (30)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White Dutch</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Missing value</td>
<td>3 (30)</td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>School</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Further</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Higher</td>
<td>4 (40)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>School or education</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Employed (full- or part-time)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Unstructured activities</td>
<td>1 (10)</td>
</tr>
<tr>
<td><strong>Cannabis use</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Lifetime</td>
<td>4 (40)</td>
</tr>
<tr>
<td><strong>DSM-IV diagnosis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Major depressive disorder</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Reactive attachment disorder</td>
<td>2 (20)</td>
</tr>
<tr>
<td>None</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Comorbid condition</td>
<td>5 (50)</td>
</tr>
</tbody>
</table>

*Categories defined as school (elementary school), further (voorbereidend middelbaar beroepsonderwijs [VMBO]), hoger algemeen voortgezet onderwijs [HAVO], and voorbereidend wetenschappelijk onderwijs [VWO]), and higher (hoger beroepsonderwijs [HBO], and wetenschappelijk onderwijs [WO]) of the Dutch educational system.

*On the basis of Composite International Diagnostic Interview section of Illegal Substance Use and defined as having used cannabis more than five times on its own initiative during the previous 12 months or lifetime.

*DSM-IV: Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition.

*Consisting of the following diagnostic categories: panic disorder, attention-deficit/hyperactivity disorder, intermittent explosive disorder, borderline personality disorder, and parent-child relational problem.

### Clinical Feasibility and Safety

The clinical feasibility and safety findings are shown in Table 3. Almost all individuals (9/10, 90%) reported that participating in the study did not interfere with their daily activities. Most individuals reported being very (40%-50%) or moderately satisfied (40%-50%) with tasks delivered through the EMIcompass app and moderately (20%-30%) or very (60%) satisfied across face-to-face sessions. Most participants were also very (5/10, 50%) or moderately (2/10, 20%) successful in imagining a compassionate image. Some individuals reported that the intervention positively influenced social contacts (3/10, 30%; ratings of moderate and very combined) and levels of activity (4/10, 40%). All individuals were very satisfied with the face-to-face contact sessions and felt trained psychologists understood them. Although all participants reported that they were able to follow the instructions shown on the screen, observer ratings by trained psychologists, who also delivered the face-to-face sessions, indicated that some individuals might have had problems with this (1/10, 10% in session 1 and 2/20, 20% in session 3). Findings on app usability were satisfactory, and the burden associated with app usage was perceived to be low or very low across all time points (70%-90%), although some individuals (3/10, 30%) found the number of signals per day to be moderately burdensome. In addition, some individuals perceived the items used in the PsyMate app as difficult or
unclear (2/10, 20%). No severe adverse events were observed during the study period.

In-app usage data during the intervention period suggest high completion rates of EMA assessments. Specifically, the EMIcompass app triggered 1260 signals asking participants to complete brief EMA assessments (126 for each person). Of these 1260 signals, individuals reacted to 467 (37.06%), although high variability between individuals was found (range 214/1260, 16.9% to 844/1260, 66.9%). Individuals scored high on stress, negative affect, or threat anticipation in 32.1% (150/467) of EMA assessments, resulting in real-time delivery of CFI intervention components in approximately 1 out of 3 of all completed EMA assessments. When considering the assessment of outcomes at baseline, postintervention, and follow-up, we found satisfactory compliance rates (no missing data for outcome measures filled in person and at least 18/60, 30% of all EMA assessments). Thus, when combining self-reports and in-app usage data, assessing outcomes and compliance with the manual was considered satisfactory. Furthermore, the conversion rate of recruitment was 3:1 (ie, from identified to included individuals; Figure 1), which is in line with previous research and considered successful recruitment.
Table 3. Findings on safety, feasibility, and app usability of the EMIcompass intervention.

<table>
<thead>
<tr>
<th>Safety and feasibility, n (%)</th>
<th>Ratings&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Very</td>
</tr>
<tr>
<td>Interference of study participation with daily activities</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Satisfaction with face-to-face sessions</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Session 1: compassionate image; inducing negative emotions</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Session 2: compassionate self; emotion as a wave</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Session 3: review session</td>
<td>6 (60)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Satisfaction with tasks, n (%)</th>
<th>Ratings&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Very</td>
</tr>
<tr>
<td>Task 1: compassionate self-validation</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Task 2: emotion as a wave</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Task 3: self-compassionate writing</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Self-reported success in making a compassionate image</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Taking part in the study positively affected activities&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (20)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Taking part in the study affected social contacts, n (%)</th>
<th>Ratings&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positively</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Negatively</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Satisfaction with contact with trained psychologist&lt;sup&gt;b&lt;/sup&gt;</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Participant felt understood by trained psychologist&lt;sup&gt;b&lt;/sup&gt;</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Self-reported level of understanding of instructions provided by trained psychologist&lt;sup&gt;b&lt;/sup&gt;</td>
<td>9 (100)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Observer-rating by trained psychologists, n (%)</th>
<th>Ratings&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compliance in session 1</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Compliance in session 2</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Compliance in session 3</td>
<td>6 (60)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EMIcompass app usability, n (%)</th>
<th>Ratings&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Readability of text on screen</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Difficulties in operating the app</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Clarity of instructions given on screen</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Difficulties understanding used items</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EMIcompass app perceived as burdensome, n (%)</th>
<th>Ratings&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>In terms of the number of signals per day</td>
<td>0 (0)</td>
</tr>
<tr>
<td>In terms of the number of items asked per signal</td>
<td>0 (0)</td>
</tr>
<tr>
<td>In terms of the signal sound</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Technical problems</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

---

<sup>a</sup>Items were rated on a 7-point Likert scale ranging from not at all (rating of 1) to moderate (rating of 4) and very (rating of 7). Trained psychologists noted the answers. The answers were grouped into three categories of not (rating of 3 or lower), moderate (rating of 4 or 5), and very (rating of 6 or 7) for the sake of interpretability (given small numbers in each cell).

<sup>b</sup>Missing value for 1 participant.
Initial Therapeutic Effects

Stress Sensitivity, Negative and Positive Affect, and Psychotic Experiences in Daily Life

The findings on the initial therapeutic effects of the EMIcompass intervention on stress sensitivity are provided in Table 4. We found preliminary evidence that participants experienced less intense negative affect in response to event-related and activity-related stress at postintervention and in response to overall, event-related, activity-related, and social stress at follow-up than at baseline, as indicated by statistically significant two-way interaction effects for stress×time point. Furthermore, participants reported less intense psychotic experiences in response to minor stressors in daily life (ie, overall and specific types of stressors) at postintervention and follow-up than at baseline.

Table 4. Initial therapeutic effects of EMIcompass on stress sensitivity in daily life.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Postintervention versus baseline</th>
<th>Follow-up versus baseline</th>
<th>Follow-up versus postintervention</th>
<th>Likelihood ratio test for interaction&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Chi-square (df)</th>
<th>PFWE&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative affect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>−0.12 (−0.27 to 0.03)</td>
<td>0.11</td>
<td>−0.51 (−0.63 to −0.40)</td>
<td>−0.39 (−0.55 to −0.23)</td>
<td>72.6 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Event-related</td>
<td>−0.41 (−0.56 to −0.25)</td>
<td>&lt;.001</td>
<td>−0.39 (−0.51 to −0.27)</td>
<td>&lt;.001</td>
<td>0.02</td>
<td>0.83</td>
</tr>
<tr>
<td>Activity-related</td>
<td>−0.25 (−0.40 to −0.09)</td>
<td>0.02</td>
<td>−0.35 (−0.47 to −0.23)</td>
<td>&lt;.001</td>
<td>0.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social</td>
<td>0.05 (−0.10 to 0.20)</td>
<td>0.50</td>
<td>−0.41 (−0.53 to −0.28)</td>
<td>&lt;.001</td>
<td>47.6 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Psychotic experiences</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>−0.15 (−0.25 to −0.04)</td>
<td>0.05</td>
<td>−0.28 (−0.36 to −0.20)</td>
<td>−0.14 (−0.25 to −0.03)</td>
<td>48.7 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Event-related</td>
<td>−0.29 (−0.39 to −0.19)</td>
<td>&lt;.001</td>
<td>−0.19 (−0.27 to −0.11)</td>
<td>&lt;.001</td>
<td>0.10</td>
<td>0.08</td>
</tr>
<tr>
<td>Activity-related</td>
<td>−0.25 (−0.35 to −0.14)</td>
<td>&lt;.001</td>
<td>−0.20 (−0.28 to −0.12)</td>
<td>&lt;.001</td>
<td>0.05</td>
<td>0.40</td>
</tr>
<tr>
<td>Social</td>
<td>−0.01 (−0.11 to 0.09)</td>
<td>0.86</td>
<td>−0.24 (−0.32 to −0.16)</td>
<td>&lt;.001</td>
<td>36.3 (2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Likelihood ratio test for stress×time interaction after inclusion in the following model: (for y<sub>ij</sub> negative affect, psychotic experiences or positive affect as outcome variable): y<sub>ij</sub> = β<sub>0</sub> + β<sub>1</sub>(STRESS<sub>i</sub>) + β<sub>2</sub>(TIME<sub>j</sub>) + β<sub>3</sub>(STRESS<sub>i</sub>×TIME<sub>j</sub>) + ε<sub>ij</sub>

<sup>b</sup>Adjusted β: standardized regression coefficients (continuous independent variables were standardized [mean 0, SD 1] for interpreting interaction terms).

<sup>c</sup>PFWE: family-wise error-corrected P values were computed by multiplying the unadjusted P value by the total number of tests for each outcome (N=4) to adjust significance levels of likelihood ratio tests for two-way interactions.

Furthermore, Table 5 shows the findings of the initial effects of EMIcompass on momentary negative affect, psychotic experiences, and positive affect. There was preliminary evidence that participants experienced less intense negative affect and psychotic experiences and more intense positive affect in daily life at postintervention and the 4-week follow-up than at baseline. There was also evidence that individuals anticipated fewer threatening events in their daily lives at postintervention and the 4-week follow-up than at baseline.
Table 5. Initial therapeutic effects of EMIcompass on individuals’ momentary stress, negative affect, psychotic experiences, positive affect, and threat anticipation.

<table>
<thead>
<tr>
<th></th>
<th>Baseline, mean (SD)</th>
<th>Postintervention, mean (SD)</th>
<th>Follow-up, mean (SD)</th>
<th>Postintervention versus baseline</th>
<th>Follow-up versus baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (95% CI)</td>
<td>P value</td>
<td>β (95% CI)</td>
<td>P value</td>
<td></td>
</tr>
<tr>
<td>Positive affect</td>
<td>3.9 (1.8)</td>
<td>4.5 (1.5)</td>
<td>4.3 (1.6)</td>
<td>0.39 (0.16 to 0.62)</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.31 (0.10 to 0.52)</td>
<td>.004</td>
</tr>
<tr>
<td>Negative affect</td>
<td>2.2 (1.3)</td>
<td>1.8 (1.1)</td>
<td>1.4 (0.7)</td>
<td>−0.44 (−0.59 to −0.30)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.59 (−0.72 to −0.46)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Psychotic experiences</td>
<td>1.7 (0.8)</td>
<td>1.4 (0.9)</td>
<td>1.3 (0.6)</td>
<td>−0.25 (−0.34 to −0.16)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.36 (−0.44 to −0.28)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Threat anticipation</td>
<td>2.7 (1.9)</td>
<td>2.2 (1.3)</td>
<td>1.6 (1.1)</td>
<td>−0.61 (−0.83 to −0.39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.96 (−1.15 to −0.76)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Psychotic, Depressive, Anxiety Symptoms, and General Psychopathology

The findings on the initial therapeutic effects of EMIcompass on non-EMA outcome measures are presented in Table 6. Overall, reductions in threat anticipation, psychotic, depressive, and anxiety symptoms and general psychopathology (as indexed by the Global Severity Index) of moderate-to-large effect sizes were found at the end of the 3-week intervention period (postintervention) and after a 4-week follow-up period (r=0.30-0.65). There was initial evidence, despite the small sample size and, hence, limited statistical power, that these reductions were beyond what would be expected by chance alone for psychotic symptoms at postintervention and 4-week follow-up and, at trend level, for anxiety symptoms (postintervention, 4-week follow-up) and anticipation of a positive future self (4-week follow-up). The intervention effects on depressive symptoms and general psychopathology were also of medium-to-large effect size but fell short of statistical significance. Reductions in threat anticipation (self or other) were only of small-to-moderate effect size and did not reach conventional levels of statistical significance.
Table 6. Initial therapeutic effects of EMIcompass intervention on psychotic, depressive, and anxiety symptoms, general psychopathology, and threat anticipation.

<table>
<thead>
<tr>
<th></th>
<th>Scores, median (range)</th>
<th>Follow-up versus baseline (N=10)</th>
<th>Follow-up versus baseline (N=10)</th>
<th>Follow-up versus baseline (N=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>Postintervention</td>
<td>Postintervention</td>
<td>Postintervention</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Follow-up</td>
<td>vs baseline</td>
<td>Follow-up</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BSI&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global Severity Index</td>
<td>81 (22-146)</td>
<td>68.5 (5-158)</td>
<td>51 (7-142)</td>
<td>−1.02</td>
</tr>
<tr>
<td>Depression</td>
<td>13.5 (1-23)</td>
<td>12 (0-23)</td>
<td>7 (1-21)</td>
<td>−1.02</td>
</tr>
<tr>
<td>Anxiety</td>
<td>11.5 (4-16)</td>
<td>9.5 (0-17)</td>
<td>7 (2-14)</td>
<td>−1.74</td>
</tr>
<tr>
<td>GPTS&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>41 (32-73)</td>
<td>46.5 (32-83)</td>
<td>38 (32-70)</td>
<td>1.94</td>
</tr>
<tr>
<td>Prodomral questionnaire</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>5 (1-10)</td>
<td>5 (0-9)</td>
<td>2 (0-10)</td>
<td>−1.32</td>
</tr>
<tr>
<td>TAM&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Future self (positive)</td>
<td>26.5 (17-37)</td>
<td>27 (16-37)</td>
<td>33 (7-42)</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Future self (threaten-</td>
<td>15.5 (11-25)</td>
<td>16.5 (7-24)</td>
<td>13 (7-34)</td>
<td>−0.46</td>
</tr>
<tr>
<td>ing)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Future others (posi-</td>
<td>31.5 (19-45)</td>
<td>31 (27-42)</td>
<td>33.5 (22-44)</td>
<td>0.21</td>
</tr>
<tr>
<td>tive)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Future others (threat-</td>
<td>15.5 (7-37)</td>
<td>14 (8-36)</td>
<td>13.5 (7-32)</td>
<td>−0.78</td>
</tr>
</tbody>
</table>

<sup>a</sup>Effect size estimates are based on $r$ described by Rosenthal and DiMatteo [102] using the following formula: $r=Z/\sqrt{\text{number of pairs}}$.

<sup>b</sup>BSI: Brief Symptom Inventory.

<sup>c</sup>P<.10.

<sup>d</sup>GPTS: Green et al, Paranoid Thoughts Scale.

<sup>e</sup>P<.05.

<sup>f</sup>TAM: threat anticipation measure.

**Discussion**

**Principal Findings**

The findings of this uncontrolled phase 1 pilot study suggest initial results on the feasibility, safety, and preliminary therapeutic effects of a compassion-focused ecological momentary transdiagnostic intervention designed to improve emotional resilience to stress (EMIcompass) in help-seeking youth with psychotic, depressive, or anxiety symptoms. First, individuals were satisfied with face-to-face and app-based intervention components, interference with daily activities was low, and observer-rated compliance with the treatment was high. The indicators of app usability were satisfactory. In addition, no adverse effects were observed. Second, there was preliminary evidence of decreased stress sensitivity, negative affect, and psychotic experiences and increased positive affect in daily life at the end of the 3-week intervention period (postintervention) and after a 4-week follow-up period (follow-up) as compared with baseline. Third, there was initial evidence, despite the small sample size and limited statistical power, of reductions in threat anticipation, psychotic, anxiety, and depressive symptoms of medium-to-large effect size ($r=0.30-0.65$). Overall, this reflects promising preliminary evidence of clinical feasibility and safety of the EMIcompass intervention in help-seeking youth and some evidence on initial therapeutic effects. However, findings on clinical outcomes should be interpreted with caution, considering the small sample size of this pilot study.

**Strengths and Limitations**

The strength of this study is that the principles of CFIs were, for the first time, translated into an EMI administered through an mHealth app as a new avenue for real-world and real-time prevention and intervention in youth. Furthermore, EMIcompass transforms evidence on putative underlying mechanisms into an intervention that directly targets these mechanisms in daily life and hence is translational. However, there are a number of limitations that must be considered when interpreting our findings. First, in line with state-of-the-art guidance on developing and evaluating complex interventions [103], mHealth interventions in particular [104], the sample size (N=10) of this pilot study was selected to be small. Thus, the primary focus of this study was to investigate feasibility and safety and estimate
the effect size of initial therapeutic effects rather than statistical significance to provide the basis for a feasibility RCT [105]. Nonetheless, while considering the low statistical power and limitations associated with a small sample size, we found preliminary evidence (in terms of statistical significance) on the effects of the EMIcompass intervention on stress sensitivity. These are promising findings, as stress sensitivity is the primary target of this emotion regulation–focused intervention. Second, data on feasibility and acceptability were assessed together with or by a trained psychologist and not an independent person. Thus, we cannot rule out biases and underreporting of unhelpful experiences. Third, we used a modified version of an established debriefing scale already used for a decade in EMA studies and, more recently, in other EMIs [34,35] to assess satisfaction, engagement, and other domains of feasibility. However, the convergent validity of this measure with other established measures (eg, Mobile App Rating Scale) and other psychometric properties remain to be established. Fourth, because of the absence of a waiting list or active control group, we cannot rule out that there may be no additive therapeutic effects of the EMIcompass intervention to the therapeutic effects of the face-to-face sessions with the trained psychologists or other therapeutic interventions participants received during the intervention period in the form of treatment as usual. However, the primary aim of this pragmatic phase 1 pilot study was to provide the basis for a feasibility RCT by investigating feasibility and safety, generating initial effect sizes. Further examination of the efficacy of EMIcompass intervention is urgently warranted. Fifth, most participants were women, and half of the participants had depression, which may limit the generalizability of findings, as selection bias may have operated on our sampling procedure. Sixth, after written informed consent was obtained and baseline assessments were completed, 5 individuals decided not to participate in the study. The reasons for exclusion were not assessed, which limited our findings on feasibility. Finally, the complex nature of the investigated constructs, sample size, and study design exclude any form of causal inference.

**Ideas for Future Work**

The EMIcompass intervention aimed to augment current treatment options for young individuals seeking help for mental health problems. Most individuals reported being satisfied with the intervention. Although the small sample size has to be considered when interpreting findings, the preliminary therapeutic effects on candidate psychological mechanisms, including stress sensitivity and other psychopathological outcomes, were promising. Importantly, no adverse effects have been reported, and participating in the study did not hinder individuals in their daily activities. Thus, overall, findings on feasibility, safety, and initial therapeutic effects may be considered encouraging.

This is one of the first studies to develop and pilot an EMI that incorporates an adaptive and context-dependent delivery scheme of intervention components in youth with mental health problems. The interactive tasks were triggered in approximately 1 out of 3 of all EMA assessments when individuals experienced elevated levels of negative affect (eg, feeling anxious, insecure, down; ie, scores higher than 4 on a 7-point Likert scale) or momentary stress. Thus, real-time data processing was successfully applied based on EMA data to determine the delivery of CFI components. This may represent not only an important step toward ecologically more valid and accessible psychological interventions in youth but also a more personalized and contextualized clinical and preventive approach. In other words, the principles of EMIs allow not only to translate intervention components targeting candidate momentary mechanisms and contexts to individuals’ daily lives but also take a personalized, adaptive approach informed by fine-grained real-time EMA data to produce sustainable change in the real world. Although a feasibility RCT is needed as a significant next step to investigate the efficacy of the intervention and feasibility as a basis for a confirmatory RCT [23,34], this pilot study of this novel EMI reflects an important stepping stone toward more personalized and accessible youth mental health care. Furthermore, in-app data analytics revealed high variability in compliance among individuals. This suggests that for some individuals, the number of signals per day was too high (ie, seven times per day on 6 consecutive days per week).

These findings hint toward potential avenues for the improvement of the EMIcompass intervention to be iteratively incorporated. First, future versions of the EMIcompass intervention may offer adaptive intervention trajectories that vary in the type of exercise depending on individual needs and preferences. Importantly, in doing so, potentially influencing factors (eg, educational level, language skills, cultural peculiarities, and subjective preferences) should be considered at an early stage of the design process and considered in optimizing EMIs further. Coproduction with young service users is essential during these developmental processes [106]. Second, sustained engagement in using digital tools remains a significant challenge [107], which may be addressed through the use of gamification elements, especially in youth [108,109]. However, in this study, the burden associated with app usage was low, and problems with engagement have mainly been reported for stand-alone mHealth apps without components of blended care [110]. Third, in working toward more personalized mHealth apps, more sophisticated methods may be used to inform the timing and context of when intervention components are offered (eg, by using mobile sensing data). A broader range of intervention components delivered for a longer intervention period may help enhance the effects of EMIcompass further and achieve sustainable change in individuals’ daily lives. Fourth, the type of intervention components may be personalized further by assessing the effects of specific intervention components on individuals’ mental health at the individual level. Fifth, it should be further examined whether and, if so, how the therapeutic alliance can be strengthened in light of a limited number of face-to-face sessions [111]. Finally, the number of signals per day triggered by the smartphone was perceived as burdensome by some participants. Thus, future versions of the EMIcompass app may lower the number of signals per day or shorten the number of items per signal [112].

**Conclusions**

Evidence on feasibility and safety and preliminary evidence on the therapeutic effects of the EMIcompass intervention suggest
that translating CFI components into individuals' daily life through an EMI delivered by an mHealth app may be a promising novel, accessible, and transdiagnostic treatment approach in help-seeking youth by strengthening emotional resilience and directly targeting candidate psychological mechanisms. As an important next step, an exploratory RCT is warranted to demonstrate the feasibility and preliminary evidence of the efficacy of the EMIcompass intervention.
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Abstract

Background: COVID-19 has created serious mental health consequences for essential workers or people who have become unemployed as a result of the pandemic. Digital mental health tools have the potential to address this problem in a timely and efficient manner.

Objective: The purpose of this study was to document the extent of digital mental health tool (DMHT) use by essential workers and those unemployed due to COVID-19, including asking participants to rate the usability and user burden of the DMHT they used most to cope. We also explored which aspects and features of DMHTs were seen as necessary for managing stress during a pandemic by having participants design their own ideal DMHT.

Methods: A total of 2000 people were recruited from an online research community (Prolific) to complete a one-time survey about mental health symptoms, DMHT use, and preferred digital mental health features.

Results: The final sample included 1987 US residents that identified as either an essential worker or someone who was unemployed due to COVID-19. Almost three-quarters of the sample (1479/1987, 74.8%) reported clinically significant emotional distress. Only 14.2% (277/1957) of the sample used a DMHT to cope with stress associated with COVID-19. Of those who used DMHTs to cope with COVID-19, meditation apps were the most common (119/261, 45.6%). Usability was broadly in the acceptable range, although participants unemployed due to COVID-19 were less likely to report user burden with DMHTs than essential workers (t198.1 =–3.89, P<.001). Individuals with emotional distress reported higher financial burden for their DMHT than nondistressed individuals (t69.0=–3.21, P=.01). When the sample was provided the option to build their own DMHT, the most desired features were a combination of mindfulness/meditation (1271/1987, 64.0%), information or education (1254/1987, 63.1%), distraction tools (1170/1987, 58.9%), symptom tracking for mood and sleep (1160/1987, 58.4%), link to mental health resources (1140/1987, 57.4%), and positive psychology (1131/1986, 56.9%). Subgroups by employment, distress, and previous DMHT use status had varied preferences. Of those who did not use a DMHT to cope with COVID-19, most indicated that they did not consider looking for such a tool to help with coping (1179/1710, 68.9%).

Conclusions: Despite the potential need for DMHTs, this study found that the use of such tools remains similar to prepandemic levels. This study also found that regardless of the level of distress or even past experience using an app to cope with COVID-19, it is possible to develop a COVID-19 coping app that would appeal to a majority of essential workers and unemployed persons.
Introduction

Background

The COVID-19 pandemic has led to necessary public health mandates, such as physical distancing and stay-at-home orders. While these orders are important to contain the outbreak, they have led to concerns about increased isolation and loneliness among the general population, and prolonged exposure to stress among essential workers (e.g., those working in food distribution, construction, mail delivery, etc) and those who are unemployed or furloughed owing to the pandemic [1-4]. Rates of negative mental health outcomes, especially fear, anxiety, and stress, in the general population during this pandemic are higher compared to prepandemic times [1,5].

Individuals struggling financially are reporting challenges with job security (i.e., being laid off), housing costs, and making enough money to make ends meet [6]. Essential workers and those unemployed due to COVID-19 have many unique stressors, including but not limited to, concern about COVID-19 exposure, caring for family while working or searching for work, uncertainty about their job security, financial stress, guilt about not contributing to frontline COVID-19 efforts, under- or uninsured status, and access to no or nonmedical grade personal protective equipment [1-4]. While both groups have shared concerns, recent studies have shown that half of all essential workers are likely experiencing at least one adverse mental health symptom and increased anxiety or fatigue due to work demands in high stress or changing settings [3,7]. For the unemployed, there is concern about higher rates of suicidality and suicide attempts. Previous pandemics, such as the Spanish flu of 1918 and the 2003 SARS (severe acute respiratory syndrome) epidemic, led to an increase in suicide, and loss of employment and financial stress are risk factors for suicide [4,8]. Although the recent availability of vaccines and the eventual reopening of services mean that these concerns will eventually resolve, the need to understand how to best support essential workers and unemployed people emotionally during this time is still important, as future pandemics are predicted to be likely [9], and the long-term emotional impact of the current pandemic is still unknown [10].

In response to these mental health concerns, public health systems and digital mental health companies responded by increasing access to existing technology-based care (i.e., telemedicine) or modifying digital mental health tools (DMHTs), such as online resources or mobile phone apps to address perceived concerns specific to COVID-19. For example, in the United States, Medicare restrictions on telemedicine were lifted to allow for better access to health care [11]. DMHTs are also available as potential solutions to decrease stress and mental health symptoms and address the mental health care shortage during COVID-19 [8,12]. In anticipation of the need for low- or no-cost care, organizations such as the Veterans Affairs Health Care System created a free mobile app to help veterans cope with COVID-19. A report from March 2020, as physical distancing began in the United States, found that there was an increased volume of people using these tools [13]. In addition, many organizations and tech companies are turning to DMHTs to support the emotional well-being of frontline health care workers [14].

These recent events lend an important opportunity to learn about the utility of digital mental health to support populations impacted by prolonged pandemic conditions. No research has evaluated the use of DMHTs by two of the most affected populations outside of frontline health care workers and older adults or adults with disability: essential workers and those unemployed due to COVID-19. As identified in several studies, the use of DMHTs tends to be poor, with most people downloading then discontinuing use of these tools in quick succession [15,16]. As Mohr and colleagues [17] have noted, digital mental health service use could be improved if intervention developers better understood what features people felt were important to have, the usability of these tools, and what role these services should have in the context of mental wellness [18-20].

This Study

Considering the need to better understand the mental health challenges faced by essential workers and those unemployed due to COVID-19, the potential long-term effects of the societal challenges imposed by the pandemic, the potential for future pandemics, and the limited information we have on the usability and user burden of DMHTs to cope with the stress of COVID-19, we conducted a study with the following aims:

• Aim 1: Document psychological distress through clinically validated measures by the total sample, employment status (i.e., unemployed due to COVID-19 and essential workers), and DMHT use (i.e., reported using DMHTs to cope with COVID-19, reported not using DMHTs to cope with COVID-19);
• Aim 2: Explore DMHT use in response to COVID-19–related stress and differences by employment status and psychological distress (i.e., distressed, not distressed);
• Aim 3: Assess usability and user burden ratings of DMHTs by total sample, employment status, and psychological distress;
• Aim 4: Understand the needs of these at-risk populations by identifying what DMHT features were ranked as most important by employment status, psychological distress, and DMHT use during this time.

Methods

Recruitment

A total of 2000 adults (≥18 years old) were recruited from Prolific Research Platform [21]. Using online research platforms...
is becoming increasingly popular in behavioral health research due its affordability, efficiency, access, and reliability [22]. Recent studies highlight that participants recruited from Prolific are more diverse and honest as well as provide higher data quality compared to other popular platforms, such as Amazon Mechanical Turk [22,23]. This national, cross-sectional study collected responses from October 26, 2020, to December 14, 2020. Participants were screened and invited to consent for participation in the anonymous, confidential survey online. Each participant was paid $3. The research was approved by the University of Washington’s institutional review board.

Measures
Measures were selected and created to maximize participant engagement and reduce respondent burden. The investigative team reviewed brief measures of constructs of interest and gave preference to longer measures where no reliable or valid brief measure was available.

Inclusion Screening
Participants must have been ≥18 years old, speak English, and self-reported as either an essential worker during COVID-19 or unemployed or furloughed due to COVID-19. They also had the opportunity to indicate their current job (if an essential worker) or past job (if an unemployed worker). Participants were excluded if they were under 18 years of age, did not speak English, had no access to a mobile device (eg, smartphone or tablet), did not report being an essential worker or unemployed due to COVID-19, or lived outside of the United States.

Bad-Actor Screening
Even with the best safeguards in place, online recruitment can sometimes result in the accidental inclusion of individuals who participate in bad faith to accumulate monetary incentives (“bad actors”) [24]. We instituted the procedures explained below to identify potential bad actors.

The first was to use research platforms (described above) that conduct their own extensive participant vetting. These procedures include but are not limited to: (1) every account needing a unique non-VOIP (voice over IP) phone number to verify, (2) restricting signups based on IP address and internet service provider, (3) limiting the number of accounts that can use the same IP address and machine to prevent duplicate accounts, (4) limiting the number of unique IP addresses per study, and (5) unique payment accounts (eg, PayPal) for each participant account. For example, in order to have 2 participant accounts that receive payment from Prolific; a participant would need to have 2 PayPal accounts. Payment accounts, such as PayPal, have steps to prevent duplicate accounts, such as analyzing internal data to monitor for patterns of unusual use [25].

The second method involved the use of an attention check built into our survey [26]. This method consisted of one question where participants were given this instruction: “To confirm you are paying attention, please select ‘strongly disagree’” and then choices between strongly agree to strongly disagree were provided.

The third method involved the review of open-ended responses to screen out bot-like communication, repetitious, and nonsensical responses. Each of these methods confirmed that the final sample in this study could be qualified as comprising “good actors.”

Demographics
Participants completed a questionnaire about demographics, which collected information about age, race, ethnicity, gender identity, sexual orientation, marital status, education, employment status, income, and living situation.

Mental Health and Possible Substance Use Disorder
Participants completed the 2-item Patient Health Questionnaire (PHQ-2) [27], the 2-item Generalized Anxiety Disorder (GAD-2) [28], and the Cut-Annoyed-Guilty-Eye Adapted to Include Drugs (CAGE-AID) [29]. The PHQ-2 and GAD-2 have good sensitivity and specificity with sensitivity to change over time in comparison to the PHQ-9 and GAD-7 [28-30]. The CAGE-AID demonstrates good sensitivity and poor specificity for substance use disorders. As a result, individuals who scored beyond the cut-off on the CAGE-AID (≥1) were categorized as a possible case of substance use disorder, in accordance with the National HIV Curriculum [29,31].

Suicidal Behaviors
Suicidal behaviors were measured using the Suicide Behaviors Questionnaire–Revised (SBQ-R) [32], a 4-item self-report measure that assesses suicide attempts, ideation, communication, and intent in one’s lifetime. If the total score is greater than or equal to 7, the score is deemed to have good sensitivity and specificity for identifying individuals at risk for suicidal behaviors in a nonpsychiatric general adult population. Given some limitations of the SBQ-R, a single validated item (ie, “Have you attempted to kill yourself?”) was added. The addition of this item provides further accuracy and classification of individuals at risk of suicide [33].

Psychological Distress
Participants were placed in the “distressed” category if they endorsed one or more of the clinical cut-offs, which included ≥3 on the PHQ-2 [27], ≥3 on the GAD-2 [28], ≥1 on the CAGE-AID, ≥7 [29,31] on SBQ-R [32], or reported a history of a suicide attempt [33].

DMHT Questionnaire
This questionnaire was developed by the research team with expertise in digital mental health (author PA). The measure was tested for face validity, understandability, and respondent burden among the internal group. The questionnaire consisted of three distinct tasks: use of DMHTs during COVID-19, usability and burden of DMHTs during COVID-19, and design of an ideal DMHT for COVID-19, which are described below.

Use of DMHTs
All participants were asked whether they have used an app to cope with stress associated with COVID-19. If the participant responded yes, they were asked to list which apps they used, and if they used more than one, to list the app they used the most to cope with COVID-19. Participants were then asked to
rate the app that they used most frequently in terms of features they liked, features they did not like, and then on the app’s usability and user burden. If participants did not report using an app to cope with COVID-19 stress, they were asked to provide reasons for why they did not use an app (Figure 1).

**Figure 1.** Respondent pathway. SUS: System Usability Scale, UBS: Use Burden Scale.

### Usability

Usability was measured with the System Usability Scale (SUS) [34], a 10-item measure that examines the usability of a particular intervention. The scale assesses a system’s likability, learnability, complexity, need for technical support, system integration, and efficiency. The SUS is the industry standard for measuring the usability of a variety of digital tools and systems and has normative data to allow for cross-system and app comparisons, even between those that are outwardly very dissimilar to one another [35].

### User Burden

User burden was measured using the 20-item Use Burden Scale (UBS) [36]. This scale creates five subscales to assess different types of user burden: difficulty of use (“this app demands too much mental effort”), physical demands (“use of this app is too physically demanding”), time and social burden (“I spend too much time using this app”; “using this app has a negative impact on my social life”), mental and emotional burden (“this app presents too much information at once”), and privacy and financial burden (“the value of the app is not worth the cost for me”). This measure was developed in order to assess the adoption, retention, and experience of various technologies with the ability to compare and calibrate burden across different tools. User burden is linked to app retention and has been used in the context of mobile app research [37].

### Design of a COVID-19 App

All participants, regardless of whether they reported app use for stress associated with COVID-19, were asked which features they thought would be helpful to include in an app for coping with COVID-19 (ie, information or education, meditation/mindfulness, symptom tracking, brain games, distraction tools, gratitude exercises, links to resources, chatbot, or tips to cope with COVID-19) on a scale from 0=”not at all important” to 9=”very important.” This method of asking opinions of those who do and do not use digital technology, particularly when the needs of a given population are unknown, is commonly used in app development. The opinions of people familiar and unfamiliar with apps are needed to design a digital tool with the broadest reach [38].

After indicating which features participants preferred in an app to cope with COVID-19, they were then asked to build their own app, by selecting from a preset list of features and then adding their own desired features that were not previously listed. The app feature list was created using premade categories from One Mind Psyberguide [39], a nonprofit tool that reviews digital mental health tools for consumers, and M-Health Index and Navigation Database (MIND) [40] (see Multimedia Appendix 1 for the full survey).

### Statistical Analysis

To describe the sample, we ran crosstabulations (with chi-square tests or Fisher exact tests) and independent samples t tests to examine possible differences in the demographic and descriptive variables by employment status (ie, unemployed vs essential worker groups) and DMHT use (ie, DMHT user vs non–DMHT user). For variables with multiple discrete categories (eg, education), if these analyses indicated a significant omnibus chi-square test, we examined standardized residuals to identify which categories were responsible for the omnibus significant difference, and reported on all categories with absolute value standardized residuals greater than 2.

For the first aim, descriptive statistics were used to document the frequencies and means of the psychological distress composite among the entire sample and stratified by employment status. We also compared those who reported using an app to cope with COVID-19 to those who reported not using an app to cope with COVID-19. Specific reports on depression, anxiety, possible substance use disorder, suicidal behavior, and history of suicide attempt may be found in Multimedia Appendix 2.
For the second aim, we calculated frequencies and differences in DMHT use for the whole sample, between essential workers and those unemployed and between those reporting distress and no distress.

For the third aim, we computed means and SDs to examine DMHT ratings from the SUS and the UBS only for those who reported using a DMHT to cope with COVID-19. Differences across the top 3 apps were assessed using an ANOVA (analysis of variance). For the sample that did not report using a DMHT to cope during COVID-19, we provided the reasons for not using a DMHT and the frequency by which those reasons were endorsed in the sample.

For the fourth aim, we computed frequencies and central tendencies of the data to assess preferred DMHT components for the whole sample and compared these findings first between essential workers and those unemployed, then between distressed and nondistressed subsamples, and finally between those who reported having used a DMHT and those who did not.

The aims described above that examined significant differences by employment, distress, or DMHT use status were assessed using chi-square tests, Fisher exact tests, or independent samples t tests. All statistical analyses were performed with SAS version 9.4 (SAS Institute Inc). To adjust for increased type I error rates due to multiple tests, we applied the Benjamini-Hochberg procedure, which applies the acceptable fraction of tests that may be erroneously statistically significant, deemed the “false discovery rate” [41,42]. We applied a false discovery rate (Q) of 10% to 119 statistical tests.

Open-ended responses from the DMHT survey for categories (ie, “What app did you try? If you tried more than one app, please pick the one you liked the most”) and app features listed during the create-your-own-app survey were qualitatively coded. Like Rubanovich et al [43], the first author (FM-G) referenced the Apple App Store and Google Play to verify spelling and DMHT titles. As an example, Calm, CALM, Calm App, Calm, and Camh were all coded as “Calm.” If a DMHT was unable to be identified via Google Play, Apple App Store, or an internet search, or the participant response was undecipherable (eg, “IDK,” “NA”), it was categorized as missing (n=18).

Categorization of DMHTs was completed by authors FM-G and MJ. Informed by a modified grounded theory approach [44], each response was reviewed in order to identify meaningful units of information. Responses were compared with one another and grouped based on common responses until categories were identified. If the authors were unfamiliar with a DMHT, they read descriptions and reviews of the DMHT to determine its main feature. Some participants described DMHTs instead of names. In these cases, the response was coded for a DMHT category, but not for a specific DMHT title. As an example, the following responses, “I used a few meditation apps and one about CBT,” “mindfulness app,” and “meditation app” were coded into the mindfulness/meditation category. Categories and definitions were informed by Psyberguide, MIND, and experience working with digital mental health researchers. An identical process was conducted to code desired app features.

Data Exclusion and Cleaning
Duplicate cases were identified and removed. Missingness accounted for less than 5% of the data evaluated item by item. Measures were scored unless all items were missing. As an exception, PHQ-2, GAD-2, and CAGE-AID required all items to be answered to attain a final score.

Results
Sample Description
A total of 2485 participants completed the initial screener. Of this, 598 (23.7%) observations were deleted due to missing IDs, duplicate responses, “bad actors,” or not meeting inclusion criteria. The final analytic sample (Table 1) consisted of 1987 adults with 1013 (50.9%) participants reporting unemployment due to COVID-19 and 974 (49.0%) identifying as an essential worker during COVID-19. The most common open-ended responses for jobs among essential workers included education, customer service or retail, management, information technology (IT), health care, pharmacy, delivery or postal work, and food service (eg, cashiers, servers, restaurant workers, grocery store workers). Although we sampled throughout the United States, compared to the US census, the majority of the overall sample was European American (1538/1987, 77.4%, compared to the US census figure of 60%), with a somewhat higher representation of Asian Americans (238/1987, 12.0% vs 5% US census) and a lower representation of African Americans (172/1987, 8.7% vs 13% US census) and Latinx Americans (212/1956, 10.8% vs 18% US census) [45]. The sample was almost split evenly between male and female (female: 1027/1987, 52.2%).

Compared to the essential workers, the unemployed group had significantly more people who identified as being: Hispanic or Latinx, or an unlisted race; younger; any gender other than male; any sexuality other than straight; and never married. The group comprised significantly less White individuals. Of note, there were almost twice as many in the “single or never married” category than what would be expected compared to the US census data [46]; however, our sample was relatively young (ie, early 30s) compared to the US population [47]. Additionally, there were socioeconomic differences across groups. Compared to the essential workers, the unemployed group had significantly more individuals with lower education, less income, and lived somewhere other than a house or apartment.

Compared to participants that did not use a DMHT to cope with COVID-19 stress, DMHT users had a significantly higher proportion of individuals who identified as transgender and a lower proportion of individuals who identified as women or men. DMHT users were more likely to be married compared to non–DMHT users. In terms of socioeconomic differences, DMHT users had a significantly smaller proportion of individuals with lower levels of education and a higher percentage of individuals with higher education compared to non–DMHT users. Finally, compared to non–DMHT users, DMHT users were less likely to live in a house and more likely to live in an apartment.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Unemployed (n=1013)</th>
<th>Essential worker (n=974)</th>
<th>$P$ value</th>
<th>Non–DMHT user (n=1680)</th>
<th>DMHT user (n=277)</th>
<th>$P$ value</th>
<th>Total (N=1987)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Race (not mutually exclusive), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian American</td>
<td>129 (12.7)</td>
<td>109 (11.2)</td>
<td>.29$^a$</td>
<td>207 (12.3)</td>
<td>29 (10.5)</td>
<td>.38$^a$</td>
<td>238 (12.0)</td>
</tr>
<tr>
<td>European American/White</td>
<td>763 (75.3)</td>
<td>775 (79.6)</td>
<td>.02$^a$</td>
<td>1300 (77.4)</td>
<td>225 (81.2)</td>
<td>.15$^a$</td>
<td>1538 (77.4)</td>
</tr>
<tr>
<td>African American/Black</td>
<td>95 (9.4)</td>
<td>77 (7.9)</td>
<td>.24$^a$</td>
<td>153 (9.1)</td>
<td>16 (5.8)</td>
<td>.07$^a$</td>
<td>172 (8.7)</td>
</tr>
<tr>
<td>Hawaiian/Pacific Islander</td>
<td>8 (0.8)</td>
<td>3 (0.3)</td>
<td>.23$^b$</td>
<td>11 (0.7)</td>
<td>0 (0)</td>
<td>.38$^b$</td>
<td>11 (0.6)</td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>24 (2.4)</td>
<td>24 (2.5)</td>
<td>.89$^a$</td>
<td>36 (2.1)</td>
<td>9 (3.2)</td>
<td>.26$^a$</td>
<td>48 (2.4)</td>
</tr>
<tr>
<td>Unlisted</td>
<td>52 (5.1)</td>
<td>22 (2.3)</td>
<td>&lt;.001$^a$</td>
<td>63 (3.8)</td>
<td>11 (4.0)</td>
<td>.86$^a$</td>
<td>74 (3.7)</td>
</tr>
<tr>
<td><strong>Ethnicity, (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latinx</td>
<td>128 (12.9)</td>
<td>84 (8.7)</td>
<td></td>
<td>179 (10.8)</td>
<td>30 (11.0)</td>
<td></td>
<td>212 (10.8)</td>
</tr>
<tr>
<td>Not Hispanic/Latinx</td>
<td>863 (87.1)</td>
<td>881 (91.3)</td>
<td></td>
<td>1483 (89.2)</td>
<td>243 (89.0)</td>
<td></td>
<td>1744 (89.2)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>30.4 (11.1)</td>
<td>33.3 (9.9)</td>
<td>&lt;.001$^c$</td>
<td>31.8 (10.8)</td>
<td>31.9 (9.7)</td>
<td></td>
<td>31.9 (10.6)</td>
</tr>
<tr>
<td>Range</td>
<td>18.0-73.0</td>
<td>18.0-78.0</td>
<td></td>
<td>18.0-78.0</td>
<td>18.0-73.0</td>
<td></td>
<td>18.0-78.0</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>573 (57.4)</td>
<td>454 (46.9)</td>
<td>&lt;.001$^b$</td>
<td>853 (51.1)</td>
<td>166 (60.1)</td>
<td>&lt;.001$^b$</td>
<td>1027 (52.2)</td>
</tr>
<tr>
<td>Men</td>
<td>384 (38.4)</td>
<td>499 (51.5)</td>
<td></td>
<td>774 (46.3)</td>
<td>96 (34.8)</td>
<td></td>
<td>883 (44.9)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>35 (3.5)</td>
<td>12 (1.2)</td>
<td></td>
<td>38 (2.3)</td>
<td>9 (3.3)</td>
<td></td>
<td>47 (2.4)</td>
</tr>
<tr>
<td>Transgender</td>
<td>3 (0.3)</td>
<td>2 (0.2)</td>
<td></td>
<td>2 (0.1)</td>
<td>3 (1.1)</td>
<td></td>
<td>5 (0.3)</td>
</tr>
<tr>
<td>Unlisted</td>
<td>4 (0.4)</td>
<td>1 (0.1)</td>
<td></td>
<td>3 (0.2)</td>
<td>2 (0.7)</td>
<td></td>
<td>5 (0.3)</td>
</tr>
<tr>
<td><strong>Sexuality, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual/straight</td>
<td>681 (69.0)</td>
<td>802 (82.9)</td>
<td>&lt;.001$^a$</td>
<td>1276 (76.6)</td>
<td>192 (71.6)</td>
<td></td>
<td>1483 (75.9)</td>
</tr>
<tr>
<td>Gay/lesbian/homosexual</td>
<td>69 (7.0)</td>
<td>41 (4.2)</td>
<td></td>
<td>89 (5.3)</td>
<td>20 (7.5)</td>
<td></td>
<td>110 (5.6)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>189 (19.1)</td>
<td>104 (10.8)</td>
<td></td>
<td>243 (14.6)</td>
<td>45 (16.8)</td>
<td></td>
<td>293 (15.0)</td>
</tr>
<tr>
<td>Unlisted</td>
<td>48 (4.9)</td>
<td>20 (2.1)</td>
<td>&lt;.001$^a$</td>
<td>57 (3.4)</td>
<td>11 (4.1)</td>
<td></td>
<td>68 (3.5)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>737 (73.8)</td>
<td>500 (51.9)</td>
<td>&lt;.001$^a$</td>
<td>1065 (63.8)</td>
<td>156 (57.6)</td>
<td>.02$^a$</td>
<td>1237 (63.0)</td>
</tr>
<tr>
<td>Widowed</td>
<td>8 (0.8)</td>
<td>5 (0.5)</td>
<td></td>
<td>13 (0.8)</td>
<td>0 (0)</td>
<td></td>
<td>13 (0.7)</td>
</tr>
<tr>
<td>Married</td>
<td>177 (17.7)</td>
<td>402 (41.7)</td>
<td></td>
<td>473 (28.3)</td>
<td>101 (37.3)</td>
<td></td>
<td>579 (29.5)</td>
</tr>
<tr>
<td>Separated</td>
<td>15 (1.5)</td>
<td>7 (0.7)</td>
<td></td>
<td>21 (1.3)</td>
<td>1 (0.4)</td>
<td></td>
<td>22 (1.1)</td>
</tr>
<tr>
<td>Divorced</td>
<td>61 (6.1)</td>
<td>50 (5.2)</td>
<td>&lt;.001$^a$</td>
<td>98 (5.9)</td>
<td>13 (4.8)</td>
<td></td>
<td>111 (5.7)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001$^a$</td>
<td></td>
</tr>
<tr>
<td>High school graduate (or equivalent)</td>
<td>154 (15.3)</td>
<td>77 (7.9)</td>
<td>&lt;.001$^a$</td>
<td>215 (12.8)</td>
<td>11 (4.0)</td>
<td>.02$^a$</td>
<td>231 (11.7)</td>
</tr>
<tr>
<td>Some college</td>
<td>367 (36.5)</td>
<td>192 (19.7)</td>
<td></td>
<td>480 (28.6)</td>
<td>74 (26.7)</td>
<td></td>
<td>559 (28.3)</td>
</tr>
<tr>
<td>Trade/technical/vocational training</td>
<td>125 (12.4)</td>
<td>108 (11.1)</td>
<td></td>
<td>209 (12.4)</td>
<td>22 (7.9)</td>
<td></td>
<td>233 (11.8)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>283 (28.2)</td>
<td>353 (36.3)</td>
<td></td>
<td>540 (32.1)</td>
<td>92 (33.2)</td>
<td></td>
<td>636 (32.2)</td>
</tr>
<tr>
<td>Higher education (master’s, professional, or doctorate degree)</td>
<td>76 (7.6)</td>
<td>243 (25.0)</td>
<td>&lt;.001$^a$</td>
<td>236 (14.0)</td>
<td>78 (28.2)</td>
<td>319 (16.1)</td>
<td></td>
</tr>
</tbody>
</table>
Aim 1: Document Psychological Distress Among the Sample

Table 2 reports psychological distress (see the Measures section for calculation of the composite score) for the whole sample with stratification by employment status and DMHT-use status. We found that almost three-quarters of the sample fell into the “distressed” category (1479/1976, 74.8%), meaning they had scores at or above the clinical cut-off for at least one of the following: depression (PHQ-2), anxiety (GAD-2), risk for substance use disorder (CAGE-AID), risk for suicidal behaviors (SBQ-R), and history of suicide attempt. The unemployed group was more likely to be distressed than the essential worker group (815/1013, 81.2% vs 664/974, 68.3%; $\chi^2 = 43.40, P < .001$; Table 2). DMHT users were significantly more likely to be distressed compared to non–DMHT users (236/277, 85.2% vs 1234/1680, 73.5%; $\chi^2 = 17.55, P < .001$; Table 2). Table S1 in Multimedia Appendix 3 provides a further breakdown of depression, anxiety, risk for substance use disorder, risk for suicidal behaviors, and history of suicide attempt by total sample, employment status, and DMHT-use status.

Table 2. Psychological distress stratified by employment status and digital mental health tool (DMHT) use.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unemployed (n=1013)</th>
<th>Essential worker (n=974)</th>
<th>P value</th>
<th>Non–DMHT user (n=1680)</th>
<th>DMHT user (n=277)</th>
<th>P value</th>
<th>Total (N=1987)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological distress, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nondistressed</td>
<td>189 (18.8)</td>
<td>308 (31.7)</td>
<td>&lt;.001(^a) (b)</td>
<td>446 (26.5)</td>
<td>41 (14.8)</td>
<td>&lt;.001(^a) (b)</td>
<td>497 (25.2)</td>
</tr>
<tr>
<td>Distressed</td>
<td>815 (81.2)</td>
<td>664 (68.3)</td>
<td></td>
<td>1234 (73.5)</td>
<td>236 (85.2)</td>
<td></td>
<td>1479 (74.8)</td>
</tr>
</tbody>
</table>

\(^a\)Chi-square test.
\(^b\)Fisher exact test.

Aim 2: Explore DMHT Use in Response to COVID-19

Of the 1957 participants who responded, 277 (14.2%) reported using a DMHT to cope with stress associated with COVID-19. There was no significant difference in the proportion of participants who used a DMHT in the unemployed (137/1013, 13.5%) and essential worker (140/974, 14.4%) groups ($\chi^2 = 0.25, P = .62$). Distressed individuals (236/1470, 16.1%) were significantly more likely to use a DMHT app compared to nondistressed individuals (41/487, 8.4%; $\chi^2 = 17.55, P < .001$).
Table 3. Categories of digital mental health tools (DMHTs).

<table>
<thead>
<tr>
<th>Category</th>
<th>Definition</th>
<th>Participants, n (%)^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meditation/mindfulness</td>
<td>A DMHT offering primarily meditation or mindfulness (eg, Calm, Headspace)</td>
<td>119 (45.6)</td>
</tr>
<tr>
<td>Virtual therapy or contact with a virtual provider</td>
<td>A DMHT offering primarily virtual therapy via text, phone, or video, or appointments with a physician (eg, BetterHelp, Sanvello)</td>
<td>25 (9.6)</td>
</tr>
<tr>
<td>Chat feature</td>
<td>The main feature was a chat function for one-on-one chats with a peer or chatbot, group chats, or connecting with others in an organized forum (eg, Woebot, Wysa)</td>
<td>21 (8.1)</td>
</tr>
<tr>
<td>Health</td>
<td>Tools that offer education or tips to promote healthy habits with exercise, nutrition, physical health, or sleep (eg, Downdog)</td>
<td>20 (7.7)</td>
</tr>
<tr>
<td>COVID-19 contact tracing</td>
<td>A DMHT with information related to local COVID-19 cases, rates of infection, and information about symptoms or testing (eg, Contact Tracing)</td>
<td>13 (5.0)</td>
</tr>
<tr>
<td>Entertainment and distraction</td>
<td>A DMHT with entertainment, which may include movies, music, games, GIFs, memes, or other forms of entertainment (eg, Among Us, Music app)</td>
<td>12 (4.6)</td>
</tr>
<tr>
<td>Social media</td>
<td>A social media platform (eg, TikTok, Reddit)</td>
<td>10 (3.8)</td>
</tr>
<tr>
<td>Symptom tracking</td>
<td>A DMHT that allows users to monitor symptoms or daily activities (eg, eMoods, The Pattern)</td>
<td>10 (3.8)</td>
</tr>
<tr>
<td>COVID-19 coping</td>
<td>A DMHT providing emotional coping skills and education in the context of COVID-19 stressors (eg, COVID Coach)</td>
<td>8 (3.1)</td>
</tr>
<tr>
<td>Positive psychology</td>
<td>A DMHT with gratitude exercises or methods to promote positivity, such as daily verses, positive thoughts, uplifting stories, or uplifting quotes (eg, InnerHour)</td>
<td>7 (2.7)</td>
</tr>
<tr>
<td>Finance</td>
<td>A DMHT with resources for financial decisions, financial decision-making, or spending tips (eg, Yes, Pacific)</td>
<td>7 (2.7)</td>
</tr>
<tr>
<td>Journal</td>
<td>A DMHT with primarily writing or journaling features (eg, Day One, Iona)</td>
<td>4 (1.5)</td>
</tr>
<tr>
<td>News</td>
<td>Information about international or national occurrences (eg, WHO Info)</td>
<td>3 (1.2)</td>
</tr>
<tr>
<td>Crisis</td>
<td>Using a DMHT to manage crisis or safety (eg, suicide)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Language learning</td>
<td>Using a DMHT in order to practice or learn a new language</td>
<td>1 (0.4)</td>
</tr>
</tbody>
</table>

^aA total of 18 responses were coded as “missing” due to being indecipherable or unidentifiable; percentages do not reflect missingness.

Employment Status

The leading entries by the unemployed sample were 3 meditation apps: Calm (26/131, 19.8%), Headspace (22/131, 16.8%), and Insight Timer (7/131, 5.3%). The most common DMHT categories among individuals unemployed due to COVID-19 were meditation (70/131, 53.4%), virtual therapy or DMHTs that facilitated virtual contact with a mental health provider (11/131, 8.4%), and DMHTs with a chatbot (11/131, 8.4%). The most frequently reported DMHTs by the essential worker sample were Headspace (16/130, 12.3%), Calm (15/130, 11.5%), and COVID Coach (8/130, 6.2%). By category, essential workers reported using mostly meditation (49/130, 37.7%), DMHTs with virtual therapy or contact with a virtual provider (14/130, 10.8%), health DMHTs (12/130, 9.4%), and COVID-19 contact tracing (12/130, 9.4%).

Distress Status

Similarly, the leading entries by the distressed sample were 2 meditation apps, Calm (33/223, 14.8%) and Headspace (32/223, 14.3%), followed by BetterHelp (10/223, 4.5%). Most of the distressed sample used meditation (100/223, 44.8%), virtual therapy or contact with a virtual provider (100/223, 44.8%), and DMHTs with a chat feature (19/223, 8.5%). The most frequently reported DMHTs by the nondistressed group were Calm, (8/38, 21.1%), Headspace (6/38, 15.8%), and COVID Coach (2/38 5.3%). Among the individuals in the nondistressed group, the most frequently used app categories were meditation (9/38, 50%), COVID-19 contact tracing (4/38, 10.5%), and social media (3/38, 7.9%).

Further comparisons of app categories by employment and distress statuses may be found in Table S2 (Multimedia Appendix 3).

Reasons for Lack of Use

Most of the sample (1710/1957, 85.9%) reported that they did not use a DMHT to cope with COVID-19. The primary reasons for not using a DMHT to cope with COVID-19 were (1) not thinking to look for an app (1179/1710, 68.9%), (2) not thinking apps would help them (605/1710, 35.4%), and (3) having other ways of coping (421/1710, 24.6%). Table S3 in Multimedia Appendix 3 lists all reasons for lack of use. These top 3 responses were endorsed by all subgroups.

There were differences that emerged by employment status and distress status. Compared to essential workers, those who were
unemployed due to COVID-19 were more likely to report not thinking to look for a DMHT (629/876, 71.8% vs 550/834, 65.9%; χ² = 6.84, P = .009) and not having money to spend on a data plan to use a DMHT (112/876, 12.8% vs 54/834, 6.5%; χ² = 19.41, P < .001).

Compared to the nondistressed group, distressed individuals were more likely to not think to look for an app (293/456, 64.3% vs 886/1243, 71.3%; χ² = 7.75, P = .005), to not think apps would help them (142/456, 31.1% vs 463/1243, 37.2%; χ² = 5.43, P = .02), to prefer working with a professional (32/456, 7.0% vs 191/1243, 15.4%; χ² = 20.39, P < .001), to not have money to spend on a data plan to use apps (25/456, 5.5% vs 141/1243, 11.3%; χ² = 13.00, P < .001), and to not find an app that was relevant to their needs (19/456, 4.2% vs 103/1243 8.3%; χ² = 8.50, P = .004). However, compared to nondistressed individuals, distressed workers were less likely to state that having another way of coping was the reason for why they did not use a DMHT (281/1243, 22.6% vs 140/456, 30.7%; χ² = 11.73, P < .001).

**Aim 3: Assess DMHT Usability and User Burden**

Data for the following analyses were taken from the 277 participants who reported using a DMHT to cope with COVID-19. Individuals who did not report using a DMHT to cope with COVID-19 did not complete the SUS or UBS (Figure 1).

**Employment Status**

As shown in Table 4, compared to the essential workers, those who were unemployed due to COVID-19 reported significantly less user burden when using DMHTs (mean 13.69, SD 17.76 vs mean 7.23, SD 8.24; t₁₉₈.₁ = -3.89, P < .001). Specifically, those who were unemployed rated their selected DMHT as being significantly less difficult to use (mean 2.77, SD 4.02 vs mean 1.53, SD 2.15; t₂₁₄.₅ = 3.20, P = .002), and having less physical burden (mean 1.54, SD 2.89 vs mean 0.43, SD 1.37; t₁₉₈.₆ = 4.06, P < .001), time and social burden (mean 2.60, SD 4.00 vs mean 1.07, SD 2.15; t₂₁₅.₁ = 3.95, P < .001), mental and emotional burden (mean 2.46, SD 3.92 vs mean 1.07, SD 2.08; t₂₁₃.₄ = 3.69, P < .001), and privacy burden (mean 2.30, SD 3.16 vs mean 1.25, SD 2.14; t₂₄₅.₁ = 3.25, P = .001). The conditions did not differ for reports of financial burden (mean 2.04, SD 2.33 vs mean 1.88, SD 2.47; t₂₇₂ = 0.53 P = .59). In addition, there was no significant difference in ratings of usability between unemployed individuals (mean 76.96, SD 16.21) and essential workers (mean 74.32, SD 17.01; t₃₇₃ = -1.31, P = .19).
Table 4. User burden and system usability stratified by workers and psychological distress.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unemployed (n=137)</th>
<th>Essential worker (n=140)</th>
<th>P value</th>
<th>Nondistressed (n=41)</th>
<th>Distressed (n=236)</th>
<th>P value</th>
<th>Total (N=277)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall burden</td>
<td>134</td>
<td>140</td>
<td>&lt;.001&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>41</td>
<td>233</td>
<td>.30&lt;sup&gt;a&lt;/sup&gt;</td>
<td>274</td>
</tr>
<tr>
<td>Count, n</td>
<td>134</td>
<td>140</td>
<td></td>
<td>41</td>
<td>233</td>
<td></td>
<td>274</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>7.2 (8.2)</td>
<td>13.7 (17.8)</td>
<td></td>
<td>8.4 (13.8)</td>
<td>10.9 (14.4)</td>
<td></td>
<td>10.5 (14.3)</td>
</tr>
<tr>
<td>Difficulty of use</td>
<td></td>
<td></td>
<td>.002&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.42&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Count, n</td>
<td>134</td>
<td>140</td>
<td></td>
<td>41</td>
<td>233</td>
<td></td>
<td>274</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.5 (2.2)</td>
<td>2.8 (4.0)</td>
<td></td>
<td>1.8 (3.8)</td>
<td>2.2 (3.2)</td>
<td></td>
<td>2.2 (3.3)</td>
</tr>
<tr>
<td>Physical burden</td>
<td>134</td>
<td>139</td>
<td>&lt;.001&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>40</td>
<td>233</td>
<td>.52&lt;sup&gt;a&lt;/sup&gt;</td>
<td>273</td>
</tr>
<tr>
<td>Count, n</td>
<td>134</td>
<td>139</td>
<td></td>
<td>40</td>
<td>233</td>
<td></td>
<td>273</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>0.4 (1.4)</td>
<td>1.5 (2.9)</td>
<td></td>
<td>0.8 (2.0)</td>
<td>1.0 (2.4)</td>
<td></td>
<td>1.0 (2.3)</td>
</tr>
<tr>
<td>Social and time burden</td>
<td></td>
<td></td>
<td>&lt;.001&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.99&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Count, n</td>
<td>134</td>
<td>140</td>
<td></td>
<td>41</td>
<td>233</td>
<td></td>
<td>274</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.1 (2.2)</td>
<td>2.6 (4.0)</td>
<td></td>
<td>1.9 (3.3)</td>
<td>1.9 (3.3)</td>
<td></td>
<td>1.9 (3.3)</td>
</tr>
<tr>
<td>Mental and emotional burden</td>
<td></td>
<td></td>
<td>&lt;.001&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.80&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Count, n</td>
<td>134</td>
<td>140</td>
<td></td>
<td>41</td>
<td>233</td>
<td></td>
<td>274</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.1 (2.1)</td>
<td>2.5 (3.9)</td>
<td></td>
<td>1.7 (3.3)</td>
<td>1.8 (3.2)</td>
<td></td>
<td>1.8 (3.2)</td>
</tr>
<tr>
<td>Privacy burden</td>
<td></td>
<td></td>
<td>.001&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.22&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Count, n</td>
<td>134</td>
<td>140</td>
<td></td>
<td>41</td>
<td>233</td>
<td></td>
<td>274</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.2 (2.1)</td>
<td>2.3 (3.2)</td>
<td></td>
<td>1.3 (2.6)</td>
<td>1.9 (2.8)</td>
<td></td>
<td>1.8 (2.8)</td>
</tr>
<tr>
<td>Financial burden</td>
<td></td>
<td></td>
<td>.59&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.002&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Count, n</td>
<td>134</td>
<td>140</td>
<td></td>
<td>41</td>
<td>233</td>
<td></td>
<td>274</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.9 (2.5)</td>
<td>2.0 (2.3)</td>
<td></td>
<td>1.1 (1.8)</td>
<td>2.1 (2.5)</td>
<td></td>
<td>2.0 (2.4)</td>
</tr>
<tr>
<td>System Usability Score</td>
<td></td>
<td></td>
<td>.19&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.96&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Count, n</td>
<td>134</td>
<td>139</td>
<td></td>
<td>40</td>
<td>233</td>
<td></td>
<td>273</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>77.0 (16.2)</td>
<td>74.3 (17.0)</td>
<td></td>
<td>75.5 (17.6)</td>
<td>75.6 (16.5)</td>
<td></td>
<td>75.6 (16.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Equal variance two-sample t test.
<sup>b</sup>Unequal variance two-sample t test.
<sup>c</sup>P values <.05 and less than the Benjamini-Hochberg critical value were considered to be statistically significant.

**Distress Status**

As shown in Table 4, there was no difference in reported DMHT burden between the distressed and nondistressed subsamples (mean 10.91, SD 14.37 vs mean 8.41, SD 13.82; \( t_{272}=-1.03, P=.30 \)) or in overall usability (mean 75.63, SD 16.52 vs mean 75.50, SD 17.59; \( t_{271}=-0.05, P=.96 \)). Likewise, we found no difference between groups in types of burden (Table 4). The one exception was that distressed individuals reported higher financial burden for their selected DMHT than nondistressed individuals (mean 2.12, SD 2.46 vs mean 1.07, SD 1.81; \( t_{69.5}=-3.21, P=.01 \)).

Finally, we explored the user burden and usability ratings of the three most used apps (ie, Calm, Headspace, and BetterHelp; shown in Table S4 in Multimedia Appendix 3). There were no statistically significant differences among the apps in terms of the total SUS, total UBS, and UBS subscales, except for privacy burden (Calm: mean 1.54, SD 2.82 vs Headspace: mean 0.50, SD 1.03 vs BetterHelp: mean 2.00, SD 2.14; \( t_{28}=3.25, P=.04 \)).

**Aim 4: Identify Important DMHT Features**

**Total Sample**

The sample reported the following top-rated features for DMHTs: (1) information or education (mean 6.09, SD 2.66); (2) mindfulness or meditation tools (mean 6.06, SD 2.59); (3) link to resources, counseling, or crisis support (mean 5.93, SD 2.80); and (4) tools to focus on positive events and influences in life (mean 5.88, SD 2.46).

Participants also had the option to write in what DMHT features they felt were important to include but were not provided in the list of options. The top suggested features among the 764 responses were the ability to chat with a mental health...
professional, support personnel, or peer (n=57); entertainment and distraction (n=39); and positive psychology (n=29). The feature “entertainment and distraction” was defined as “different forms of entertainment such as music, movies, movie clips, GIFs, memes, games, or other forms of distraction.” Additionally, participants reported wanting regularly occurring (ie, daily) gratitude exercises or activities to promote positivity, such as verses, quotes, and uplifting or hopeful stories, which we categorized as “positive psychology” features. Example responses included: “give positive messages in the morning or something like that,” “daily gratitude,” and “a good news section… I don’t want to be told COVID-19 isn’t a problem. I want to know what hope there is.”

When provided the option to build their own app, the sample most frequently endorsed the following features: mindfulness/meditation (1271/1987, 64.0%), information or education (1254/1987, 63.1%), and distraction tools (1170/1987, 58.9%) (Table 5).

Table 5. Digital mental health tool (DMHT) features stratified by worker status and psychological distress.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Unemployed (n=1013), n (%)</th>
<th>Essential worker (n=974), n (%)</th>
<th>P value</th>
<th>Nondistressed (n=497), n (%)</th>
<th>Distressed (n=1479), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness/meditation</td>
<td>687 (67.8)</td>
<td>584 (60.0)</td>
<td>&lt;.001 a,b</td>
<td>305 (61.4)</td>
<td>966 (65.3)</td>
<td>.11 a</td>
</tr>
<tr>
<td>Information or education</td>
<td>636 (62.8)</td>
<td>618 (63.4)</td>
<td>.76 a</td>
<td>327 (65.8)</td>
<td>927 (62.7)</td>
<td>.21 a</td>
</tr>
<tr>
<td>Distraction tools (drawing, puzzles, music)</td>
<td>630 (62.2)</td>
<td>540 (55.4)</td>
<td>.02 a,b</td>
<td>276 (55.5)</td>
<td>894 (60.4)</td>
<td>.05 a</td>
</tr>
<tr>
<td>Symptom tracking (tracking sleep or mood)</td>
<td>605 (59.7)</td>
<td>555 (57.0)</td>
<td>.22 a</td>
<td>270 (54.3)</td>
<td>890 (60.2)</td>
<td>.02 a,b</td>
</tr>
<tr>
<td>Link to resources, counseling, or crisis support</td>
<td>604 (59.6)</td>
<td>536 (55.0)</td>
<td>.04 a,b</td>
<td>276 (55.5)</td>
<td>864 (58.4)</td>
<td>.26 a</td>
</tr>
<tr>
<td>Tools to focus on the positive events and influences in life</td>
<td>578 (57.1)</td>
<td>553 (56.8)</td>
<td>.90 a</td>
<td>267 (53.7)</td>
<td>864 (58.4)</td>
<td>.07 a</td>
</tr>
<tr>
<td>Brain games to improve thinking</td>
<td>525 (51.8)</td>
<td>480 (49.3)</td>
<td>.26 a</td>
<td>257 (51.7)</td>
<td>748 (50.6)</td>
<td>.66 a</td>
</tr>
<tr>
<td>How to cope with COVID-19</td>
<td>406 (40.1)</td>
<td>409 (42.0)</td>
<td>.39 a</td>
<td>200 (40.2)</td>
<td>615 (41.6)</td>
<td>.60 a</td>
</tr>
<tr>
<td>A chatbot to help you with daily stress</td>
<td>352 (34.7)</td>
<td>293 (30.1)</td>
<td>.03 a,b</td>
<td>139 (28.0)</td>
<td>506 (34.2)</td>
<td>.01 a,b</td>
</tr>
</tbody>
</table>

a Chi-square test.

b P values <.05 and less than the Benjamini-Hochberg critical value were considered to be statistically significant.

**Employment Status**

The three most important DMHT components for essential workers and unemployed individuals were information or education (essential: mean 6.09, SD 2.70; unemployed: mean 6.09, SD 2.61); mindfulness/meditation (essential: mean 6.17, SD 2.55; unemployed: mean 5.94, SD 2.62); and link to resources, counseling, or crisis support (essential: 6.00, SD 2.89; unemployed: mean 5.86, SD 2.72). Unemployed participants were more likely to rate distraction tools (drawing, puzzles, and music) (mean 5.84, SD 2.55 vs mean 5.42, SD 2.59; t1945=3.59, P<.001) and mindfulness/meditation (mean 6.17, SD 2.55 vs mean 5.94, SD 2.61; t1945=2.02, P=.04) as more important than essential workers.

When provided the option to build their own DMHT, the most common features listed by essential workers were information and education (618/974, 63.4%), mindfulness/meditation (584/974, 60.0%), and symptom tracking (tracking sleep or mood; 555/974, 57.0%). The most common features reported by unemployed persons was mindfulness/meditation (687/991, 67.8%), information or education (636/991, 62.8%), and distraction tools (eg, drawing, puzzles, music) (630/991, 62.2%). In comparing the desired features for a DMHT by employment status, unemployed participants were more likely to request that their DMHT include mindfulness/meditation (687/1013, 67.8% vs 584/974, 60.0%; χ²=13.31, P<.001); distraction tools (drawing, puzzles, and music; 630/1013, 62.2% vs 540/974, 55.4%; χ²=9.34, P=.002); link to resources, counseling, or crisis support (604/1013, 59.6%, vs 536/974, 55.0%; χ²=4.29, P=.04); and a chatbot to help with daily stress (352/1013, 34.7%, vs 293/974, 30.1%; χ²=4.93, P=.03) than the essential worker group (Table 5).

**Distress Status**

The most important DMHT components among distressed and nondistressed users included information or education (distressed: mean 6.01, SD 2.67; nondistressed: mean 6.32, SD 2.59); mindfulness/meditation (distressed: mean 6.09, SD 2.56; nondistressed: mean 5.96, SD 2.68); and link to resources, counseling, or crisis support (distressed: mean 5.95, SD 2.81; nondistressed: mean 5.88, SD 2.80). Distressed individuals also rated tools to focus on positive life events and influences as important (mean 5.90, SD 2.42).

When provided the option to build their own DMHT, nondistressed individuals indicated information or education (327/497, 65.8%), followed by mindfulness/meditation (305/497, 61.4%), distraction tools (276/497, 55.5%), and link to resources, counseling, or crisis support (276/497, 55.5%). Similarly, distressed individuals desired to include...
mindfulness/meditation (966/1479, 65.3%), followed by information or education (927/1479, 62.7%) and distraction tools (894/1479, 60.4%). Compared to nondistressed individuals, distressed participants preferred to include symptom tracking (270/497, 54.3% vs 890/1479, 60.2%; $\chi^2=5.25, P=.02$) and a chatbot (139/497, 28.0% vs 506/1479, 34.2%; $\chi^2=6.60, P=.01$) within their DMHT (Table 5).

**DMHT Use Status**

Participants who used DMHTs to cope during COVID-19 reported the following features as having the highest importance for a DMHT: (1) mindfulness/meditation (mean 7.10, SD 2.05); (2) tools to focus on the positive events and influences in life (mean 6.23, SD 2.24); (3) link to resources, counseling, or crisis support (mean 5.94, SD 2.64); and (4) symptom tracking (mean 5.90, SD 2.40). On the other hand, non–DMHT users indicated their most important features were (1) information or education (mean 6.14, SD 2.69); (2) link to resources, counseling, or crisis support (mean 5.93, SD 2.83); and (3) mindfulness/meditation tools (mean 5.89, SD 2.63).

When asked to build their own DMHT, individuals who did not use a DMHT to cope during the COVID-19 pandemic preferred to include information or education (1091/1680, 64.9%), mindfulness/meditation (1071/1680, 63.8%), and distraction tools (1031/1680, 61.4%). DMHT users preferred to include mindfulness/meditation (200/277, 72.2%), tools to focus on the positive events and influences in life (178/277, 64.3%), and symptom tracking (tracking sleep or mood; 166/277, 59.9%).

Participants who used DMHTs to cope during COVID-19 were more likely than those who did not use DMHTs to prefer mindfulness/meditation features (200/277, 72.2% vs 1071/1680, 63.8%; $\chi^2=7.46, P=.006$), positive psychology features (178/277, 64.3% vs 953/1680, 56.7%; $\chi^2=5.53, P=.02$), and chatbot features (108/277, 39.0% vs 537/1680, 32.0%; $\chi^2=5.31, P=.02$). Conversely, compared to non–DMHT users, DMHT users were less likely to prefer brain games to improve thinking (124/277, 44.8% vs 881/1680, 52.4%; $\chi^2=5.61, P=.02$), and distraction tools (139/277, 50.2% vs 1031/1680, 61.4%; $\chi^2=12.38, P<.001$) (Table 6).

Table 6. Digital mental health tool (DMHT) features stratified by user status.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Non–DMHT user (n=1680), n (%)</th>
<th>DMHT user (n=277), n (%)</th>
<th>$P$ value</th>
<th>Total (N=1987), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness/meditation</td>
<td>1071 (63.8)</td>
<td>200 (72.2)</td>
<td>.006$^{a,b}$</td>
<td>1271 (64.0)</td>
</tr>
<tr>
<td>Information or education</td>
<td>1091 (64.9)</td>
<td>163 (58.8)</td>
<td>.05$^a$</td>
<td>1254 (63.1)</td>
</tr>
<tr>
<td>Distraction tools (drawing, puzzles, music)</td>
<td>1031 (61.4)</td>
<td>139 (50.2)</td>
<td>&lt;.001$^a,b$</td>
<td>1170 (58.9)</td>
</tr>
<tr>
<td>Symptom tracking (tracking sleep or mood)</td>
<td>994 (59.2)</td>
<td>166 (59.9)</td>
<td>.81$^a$</td>
<td>1160 (58.4)</td>
</tr>
<tr>
<td>Link to resources, counseling, or crisis support</td>
<td>986 (58.7)</td>
<td>154 (55.6)</td>
<td>.33$^a$</td>
<td>1140 (57.4)</td>
</tr>
<tr>
<td>Tools to focus on the positive events and influences in life</td>
<td>953 (56.7)</td>
<td>178 (64.3)</td>
<td>.02$^{a,b}$</td>
<td>1131 (56.9)</td>
</tr>
<tr>
<td>Brain games to improve thinking</td>
<td>881 (52.4)</td>
<td>124 (44.8)</td>
<td>.02$^{a,b}$</td>
<td>1005 (50.6)</td>
</tr>
<tr>
<td>How to cope with COVID-19</td>
<td>689 (41.0)</td>
<td>126 (45.5)</td>
<td>.16$^a$</td>
<td>815 (41.0)</td>
</tr>
<tr>
<td>A chatbot to help you with daily stress</td>
<td>537 (32.0)</td>
<td>108 (39.0)</td>
<td>.02$^{a,b}$</td>
<td>645 (32.5)</td>
</tr>
</tbody>
</table>

$^a$Chi-square test.

$^b$P values <.05 and less than the Benjamini-Hochberg critical value were considered to be statistically significant.

**Discussion**

**Principal Findings**

This study documented DMHT use among essential workers and unemployed individuals during the COVID-19 pandemic and determined which features such users would prefer to have in a DMHT offering. DMHT use has been deemed by many in the field to be subpar, and some have suggested that poor uptake and adherence to such tools is the result of user burden and inadequate match to user needs [17]. Indeed, our findings indicate that despite reports of increased downloads [48] and user registration by digital mental health companies [13], use of DMHTs by essential workers and those unemployed due to COVID-19 is very similar to prepandemic reports (14%). Compared to our study (14%), previous studies found that 10% of outpatient psychiatric clinic patients used a DMHT [49] and only 17% of a sample with no self-reported mental health distress report downloading an app “to help relax” [50].

Of those who reported using a DMHT, by far the most common DMHTs were those that focused on mindfulness/meditation strategies (46%), with access to virtual therapy (10%) in second place. This finding did not vary by level of distress or employment status except among the nondistressed group using strategies (46%), with access to virtual therapy (10%) in second place. This finding did not vary by level of distress or employment status except among the nondistressed group using DMHTs were those that focused on mindfulness/meditation (200/277, 72.2%), tools to focus on the positive events and influences in life (178/277, 64.3%), and symptom tracking (tracking sleep or mood; 166/277, 59.9%).

Additionally, when asked to rate the usability and user burden of the DMHT tool participants used the most, system usability fell in the “acceptable” range [34], and time, mental and...
emotional, physical, financial, and privacy burdens were seen as acceptable, with essential workers finding these tools to be more burdensome than the unemployed group. Increased perceived burdensome may be partially explained by previous findings suggesting that essential workers have increased fatigue from elevated anxiety and work demands during the ongoing pandemic [3].

Individuals with increased mental health needs (ie, the distressed group) reported more financial burden of DMHTs than the nondistressed. It is understandable that during a pandemic, where people are struggling financially, there would be concerns about the costs of DMHTs, given that many popular and widely publicized tools require a paid subscription. In the United States, those who lost their jobs during COVID-19 are faced with insufficient insurance to cover the costs of mental health care [51], and those who are struggling financially likely have additional financial concerns aside from a DMHT subscription fee, such as the cost of data plans and the technology needed to use these services. In fact, an earlier study noted that most individuals with depression and/or anxiety symptoms preferred using health apps that were free or had low cost for download (eg, <$5) [43]. As such, reimbursement is one part of the solution for increasing access to care for everyone, and until technology is more affordably available to all, the use of these services will be compromised [52].

When asked to design their own DMHT for coping with COVID-19, again mindfulness/meditation was listed as an important feature for all subgroups in this study. Interestingly, information and education about COVID-19 was also consistently listed as an important feature in all subgroups except for people who had used DMHTs during the pandemic. In addition to mindfulness/meditation, people who used DMHTs to cope with COVID-19 preferred positive psychology tools and mood and sleep tracking. Figure 2 illustrates the preferences between the unemployed and essential worker groups. This finding has important implications for DMHT development focused on pandemic response and other prolonged environmental disasters. Developers would be able to create a single tool that includes mindfulness/meditation, information and education about COVID-19 coping, and distraction tools, which would appeal to a wide group of people with different needs during COVID-19, with only a few added features for specific populations.

Figure 2. Preferred digital mental health tool features according to participants.

A final finding in this study was reasons for not turning to DMHTs to cope with COVID-19. Most of the sample indicated that they did not use a DMHT because they did not think to look for such a tool. Past reports suggest that this result may be due to a lack of information about how DMHTs might be effective [53]. This assumption is further supported by the fact...
that one-third of the sample did not think a DMHT would be helpful to them, and one-quarter of the sample indicated that they had other means of coping. The potential lack of confidence in DMHTs might be addressed through education to health providers on the effectiveness of DMHTs [54], the creation of reimbursement codes in the United States that would allow providers to prescribe these services [55], or the further use of a human-centered design from DMHT companies to create tools that are appropriately targeting user needs and concerns.

Comparison With Prior Work

A strength of this study is that we explicitly asked a large sample of users about their app preferences and perceived importance of various features. This survey was different from previous studies that have primarily focused on downloads and user metrics [48], insight from providers and private digital health companies [56], and self-report from individuals exclusively with mild depression or mild anxiety symptoms with exclusion of severer mental health conditions (eg, suicidality) [43]. It is also novel in its consideration of user-centered design principles (eg, ease of use and learnability) when developing and identifying DMHT features that would be most acceptable to a very large sample of potential target consumers. Consistent with emerging models that integrate community-based research, implementation science, and user-centered design principles [57,58], this is an important first step in a well-planned process of DMHT design to identify the needs and preferred features that users, both experienced and inexperienced, and preferences for what tools they would like to see in a DMHT. Previous studies that used self-report of physical health and mental health apps found that users typically only use an app for one feature [43]. It might be that future apps need to have multiple features incorporated to meet the overarching needs of similar populations. As Mohr et al [17] have noted previously, health app developers tend to create a tool based on what the developer feels is essential and historically only designs around these developer-driven features, rather than asking the end-user what role they see digital health playing in their lives, what needs they have that are unmet, and what functions they want these tools to have. By starting with understanding end-user needs and preferences, DMHT developers may see not only an increase in DMHT uptake but long-term use as well.

The findings of this study differ from findings in recent studies on the use of technology to cope with the consequences of COVID-19. According to past research, those who are unemployed may likewise not have resources to engage in fitness apps, and generally are less likely to engage in fitness tracking [61]. Finally, another COVID-19 study found that more contact tracing and COVID-19 informational apps were being downloaded than DMHTs in North America [62]. We note here that downloads are often not equivalent to tool use as recent research has found that many people do download such tools but rarely use them long term [20,63]. Our study specifically asked about which DMHTs people used to cope with COVID-19 stress.

Our study adds to the existing body of work by understanding how DMHTs could be made to be more accessible to those at risk for the emotional consequences of COVID-19. Many experts in digital mental health have argued for the need to better personalize such tools [54] and to include the perspectives of the intended consumer in the design of such tools [8].

Limitations

Although this study has important implications regarding the use of DMHTs from a human-centered design approach, it does have limitations. First, this is a cross-sectional study surveying the US participants’ experiences and opinions at one point in time. Second, the participants of this sample are likely to be more accepting of digital tools, as they were recruited from an online research platform. As such, the information from this study is limited to those who are currently using and familiar with technology. Third, this study did not consider cross-cultural acceptance of DMHTs, which is an important caveat since a DMHT may be different in countries that already support such tools as part of their health care system. Fourth, we are unable to explicitly comment on the sample’s overall experience with apps or DMHTs during prepandemic times. The focus of this paper was to explore whether users were using available, low-cost DMHTs to address COVID-19–related stress. Future studies should conduct a more thorough assessment of both current and previous DMHT use.

Conclusions

Despite the limitations, this study provides important information to the mental health care system and to those who develop and provide DMHTs during prolonged stressful events. Policy makers and providers may not be able to rely on existing DMHTs to address the emotional health of essential workers and people who are unemployed. This study points to the need to ensure DMHTs address the needs that the intended consumer feels is most important, that these tools are not burdensome under high-stress conditions, and that they are affordable to people who have limited means.
Acknowledgments
The research reported in this publication was supported by the National Institutes of Health (grant P50MH115837 and T32MH020021). The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.

Authors' Contributions
PA, KAC, and FM-G contributed to study concepts and design. PA and KAC obtained funding. MJ and FM-G conducted or interpreted the statistical analyses. MP consulted on the analytic approach. FM-G, MJ, and PA drafted the manuscript with contributions from all the authors. All authors read and approved the final manuscript for publication.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Consent form and COVID-19 mental health apps survey.
[DOC File , 92 KB - mental_v8i8e28360_app1.doc ]

Multimedia Appendix 2
Distress measures stratified by app users.
[DOC File , 74 KB - mental_v8i8e28360_app2.doc ]

Multimedia Appendix 3
Additional supplementary tables.
[DOCX File , 53 KB - mental_v8i8e28360_app3.docx ]

References


27. Kroenke K, Spitzer RL. The patient health questionnaire-2: Validity of a two-item depression screener. Medical Care 2003;41(11):1284-1292 [FREE Full text] [doi: 10.1097/01.mlr.0000093487.47866.3c]


39. Help me find an app. OneMindPsyberguide. URL: https://onemindpsyberguide.org/apps/ [accessed 2021-07-05]
40. Explore relevant apps and reviews. M-Health Index and Navigation Database. URL: https://apps.digitalpsych.org/ [accessed 2021-07-05]


Abbreviations

ANOVA: analysis of variance  
CAGE-AID: Cut-Annoyed-Guilty-Eye Adapted to Include Drugs  
DMHT: digital mental health tool  
GAD-2: 2-item Generalized Anxiety Disorder  
MIND: M-Health Index and Navigation Database  
PHQ-2: 2-item Patient Health Questionnaire  
SBQ-R: Suicide Behaviors Questionnaire–Revised  
UBS: Use Burden Scale  
SARS: severe acute respiratory syndrome  
SUS: System Usability Scale  
VOIP: voice over IP
Integration of Digital Tools Into Community Mental Health Care Settings That Serve Young People: Focus Group Study

Ashley A Knapp¹, BSc, MA, PhD; Katherine Cohen¹, BSc, MA; Jennifer Nicholas², PhD; David C Mohr¹, PhD; Andrew D Carlo¹, MD, PhD; Joshua J Skerl³, BA, MAEd; Emily G Lattie¹, PhD

¹Feinberg School of Medicine, Northwestern University, Chicago, IL, United States
²Orygen Centre for Youth Mental Health, University of Melbourne, Melbourne, Australia
³Ohio Guidestone Organization, Berea, OH, United States

Corresponding Author:
Ashley A Knapp, BSc, MA, PhD
Feinberg School of Medicine
Northwestern University
750 N Lake Shore Dr
Chicago, IL, 60611
United States
Phone: 1 312 503 3751
Email: Ashley.knapp@northwestern.edu

Abstract

Background: Digital mental health tools have substantial potential to be easily integrated into people’s lives and fundamentally impact public health. Such tools can extend the reach and maximize the impact of mental health interventions. Before implementing digital tools in new settings, it is critical to understand what is important to organizations and individuals who will implement and use these tools. Given that young people are highly familiar with technology and many mental health concerns emerge in childhood and adolescence, it is especially crucial to understand how digital tools can be integrated into settings that serve young people.

Objective: This study aims to learn about considerations and perspectives of community behavioral health care providers on incorporating digital tools into their clinical care for children and adolescents.

Methods: Data were analyzed from 5 focus groups conducted with clinicians (n=37) who work with young people at a large community service organization in the United States. This organization provides care to more than 27,000 people annually, most of whom are of low socioeconomic status. The transcripts were coded using thematic analysis.

Results: Clinicians first provided insight into the digital tools they were currently using in their treatment sessions with young people, such as web-based videos and mood-tracking apps. They explained that their main goals in using these tools were to help young people build skills, facilitate learning, and monitor symptoms. Benefits were expressed, such as engagement of adolescents in treatment, along with potential challenges (eg, accessibility and limited content) and developmental considerations (eg, digital devices getting taken away as punishment). Clinicians discussed their desire for a centralized digital platform that securely connects the clinician, young person, and caregivers. Finally, they offered several considerations for integrating digital tools into mental health care, such as setting up expectations with clients and the importance of human support.

Conclusions: Young people have unique considerations related to complex accessibility patterns and technology expectations that may not be observed when adults are the intended users of mental health technologies. Therefore, these findings provide critical insights to inform the development of future tools, specifically regarding connectivity, conditional restraints (eg, devices taken away as punishment and school restrictions), expectations of users from different generations, and the blended nature in which digital tools can support young people.

(JMIR Ment Health 2021;8(8):e27379) doi:10.2196/27379
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Introduction

Background

As digital devices become increasingly ubiquitous, there is growing potential for digital mental health (DMH) tools to be easily integrated into people’s daily lives and have a fundamental public health impact. DMH tools may maximize the public health impact of mental health support and extend its reach to new populations while also enabling unprecedented individualization and treatment optimization. However, efficacious DMH interventions have not yet been translated into effective and sustained use in real-world care settings. This well-described concern is known as the research-to-practice gap [1,2]. Furthermore, engagement with DMH tools is low, for example, Baumel et al [3] report that just 4% of mental health apps are opened daily. These engagement and implementation challenges may arise because conditions (eg, needs, preferences, goals, and barriers) are specific to deployment settings, and stakeholders have not traditionally been considered in the design of evidence-based DMH care.

Recently, the DMH field has attempted to address the research-to-practice gap by focusing on engagement and implementation. Frameworks, such as the Accelerated Creation-to-Sustainment (ACTS) model [4], have been proposed to guide the successful implementation and sustainment of tools in real-world settings. The ACTS model comprises three iterative stages (Create, Trial, and Sustainment) and encourages evaluation and design at each stage. For example, in the Create stage, the framework encourages in-depth qualitative assessments (eg, interviews and design workshops) and usability testing to inform the design of the service and its implementation alongside the technology. In addition, ACTS and other frameworks focused on the swift translation of research evidence to practice, such as the Designing for Accelerated Translation [5], recommend the incorporation of user-centered design methods throughout all phases of development to better identify user needs and context, as well as relevant surrounding factors of deployment settings. These methods intend to partner with key stakeholders to better understand current needs and existing organizational structures in an effort to design targeted, pragmatic, and sustainable DMH tools that can be optimally integrated into the proposed context of use.

A recent review highlighted the variety of factors that may impact health care providers’ willingness to adopt digital health tools, including technological aspects such as ease of use, compatibility, and personalization and social and organizational factors, including workflow, evidence base, and monetary considerations [6]. However, specifically with regard to mental health, research to understand the context, needs, and goals of providers’ use of DMH tools in clinical care settings is sparse. This is especially true for child and adolescent mental health providers, despite indications that the potential for success of technological tools within clinical care may be highest for young clients, given this generation’s immersion and interest in technology [7,8]. Furthermore, young people with mental health difficulties are a critical population, as most mental health conditions emerge in adolescence and early adulthood, underscoring the importance of preventive and early intervention efforts [9-11]. However, very few studies have specifically reported on the implementation and engagement considerations of DMH tools among mental health workers who primarily work with young people [12-14].

Through a quantitative survey, Cliffe et al [12] assessed child mental health professionals’ use of and attitudes toward technology in clinical care. They found that most clinicians were uncertain of which technologies were available, which led to their primary use of older technologies, such as helplines and websites. Although not as frequent, clinicians reported the use of apps focused on emotional management and mindfulness. Similarly, Orlowski et al [13] used focus groups and semistructured interviews with mental health workers serving young people to explore the acceptability of technology to engage with clients. Clinicians identified potential strengths of technology, such as tracking symptoms or increasing engagement, but expressed concerns about internet access in rural areas, maintaining confidentiality, and crisis management. To the best of the authors’ knowledge, the only other published study that elicited feedback from mental health workers serving young people was specific to the use of a single app that asked young people to chart their symptoms as an augment to their treatment sessions [14]. Some key takeaways from this exploratory study were that clinicians found the mood graphs were helpful in engaging parents in their child’s treatment and that privacy, anonymity, and connectivity were important to the success and use of this app.

Objectives

Given the importance of understanding the nuances in providing care to young people in efforts to successfully integrate DMH tools into health services for this population, additional data to build on early exploratory studies are needed. By focusing on unique stakeholder needs and contextual factors of different care settings, we can begin to cultivate a body of literature that could serve as a guide in informing the design and testing of technological tools for mental health workers who serve young people. In turn, we may be able to create tools that are effective, pragmatic, and sustainably integrated into care settings. This study aims to extend the literature on how mental health clinicians are currently using technology within their clinical care to young people and expand upon previous work by investigating the challenges of technology use in treating this critical population. In addition, we explore the types of digital tools that clinicians find helpful in their support of young people and considerations regarding integrating these tools into everyday practice.

Methods

Participants

We used data collected from clinical staff members who provide behavioral health care for children and adolescents at a large community service organization in a Midwestern state. A partnership was formed after the organization reached out to our research center and indicated an interest in incorporating technology into their behavioral health care services.
Procedures

Focus groups were divided based on the clinical services provided by the staff members and lasted approximately 1 hour. There were 7 groups in total; 2 comprised clinicians who provide in-home services for children and adolescents (labeled as in home 1 and in home 2), two comprised those who provide in-school services for children and adolescents (labeled as school 1 and school 2), one comprised those who provide services through an outpatient clinic (labeled as outpatient 1), one comprised those who provide services to adults, and one comprised clinical supervisors. As the focus of this study was on the perspectives of clinicians serving young clients, the data from the groups comprising clinicians serving adults only and the group of clinical supervisors were excluded from analyses; thus, in total, 5 focus groups were used for this study.

Participants were recruited through email. The focus groups took place in conference rooms at the organization's central office. Groups were run by an academic research clinical psychologist and the director of our center's research operations, who has a master’s degree in public health and a background in community mental health. The focus groups were recorded and transcribed with the participants’ consent. All participants who took part in the focus groups were given US $5 gift cards and were provided with food during the group. For the clinician groups, participants were first asked questions regarding their typical clinical encounters, client communication, use of supplemental treatment resources or tools, and interest in technology-based resources or tools. They were then asked questions regarding a specific technology-based tool that has been validated in several previous studies (IntelliCare) [15-17]. Clinicians were asked what would be needed to implement this tool and similar DMH tools and how they might fit in with their current practices, which led to a broader discussion on desired DMH digital tools, features, and integration considerations. All study procedures were approved by the authors’ institutional review board before enrolling the participants.

Data Analysis

Overview

This study generated an extensive mixed methods data set that provided insight into several questions related to how technology-enabled mental health interventions could be used in community mental health care. Because of the size and richness of the data set, we conducted two sets of analyses. The first used mixed methods (including quantitative measures of implementation climate and clinical orientation in conjunction with focus groups) to understand community mental health providers and supervisor attitudes toward using a variety of technologies in their work and identify barriers to and facilitators of implementation [18]. In contrast, this study is a purely qualitative analysis of issues specific to the use of technology-enabled mental health services with young clients from the perspective of child and adolescent clinicians only, as mental health treatment with young people presents unique challenges and innovation in youth community mental health care remains understudied [12,13,19]. Code creation, codebook formation, coding, and derived themes were independently performed for each analysis. The procedure for this study is outlined below.

Thematic Coding

Focus group transcripts were coded by authors using a thematic analysis approach [20]. Coders first reviewed the transcripts for thematic content and created a codebook with the primary themes they identified. After the codebook was created, 2 coders reviewed the transcripts a second time to ensure the codebook accuracy before completing a final round of coding. The team-based approach to coding allowed for analyst triangulation, providing a check for validity and rigor within the analysis. Within this process, themes at every step of the analysis and reporting were determined by consensus among researchers [21]. In an additional verification of the coding of the data and implications derived, the research team partnered with a key stakeholder from the community behavioral health care organization to verify the credibility of the results and implications drawn. In addition, author KC, who was independent of the coding process, compared the results with those of other analyses to verify that there was no overlap between papers. The research question explored in this paper expands on the results discussed in the previously published analysis [18], and the results of that analysis are presented to provide the necessary context.

Results

Participants

The community service organization serves approximately 27,000 people annually and has offices and clinics across the state serving several different local communities, with most serving low socioeconomic status. The organization serves a broad range of behavioral health concerns in youth, ranging from issues such as attention-deficit/hyperactivity disorder to depression. The clinicians in the focus groups reported that they serve youth with a wide range of presenting concerns. In addition, 61.5% (218/354) of the staff at this organization had a master’s degree, 87.0% (308/354) were female, and 72.5% (257/354) were White. A total of 37 staff members participated in the 5 focus groups included in this analysis (7 in home 1, 7 in home 2, 10 in school 1, 7 in school 2, and 6 in outpatient 1).

Overview of Themes

Clinicians’ feedback regarding the opportunities, challenges, and future directions for integrating digital tools into clinical care with youth was divided into three main themes. Theme 1 identifies the potential strengths of digital tools, highlighting how digital tools can help young people build skills, facilitate learning, and monitor symptoms. Theme 2 presents the potential challenges of using digital tools in practice, such as limited accessibility, outdated programs, and limited content. Theme 3 introduces clinicians’ ideas for future DMH work, including their desire for a centralized digital platform and considerations for integration into care. Table 1 summarizes the key findings across the themes.
Table 1. Summary of key findings.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Key findings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theme 1: Digital tools in clinical care with young people</strong></td>
<td></td>
</tr>
<tr>
<td>Build skills, facilitate learning, and monitor symptoms</td>
<td></td>
</tr>
<tr>
<td>• Clinicians reported using digital platforms was an excellent way to better engage young people in treatment.</td>
<td></td>
</tr>
<tr>
<td>• There was a notable variety in the types of tools that clinicians used, and the main goals of using these tools were to acquire and practice skills, facilitate learning and discussion, and monitor symptoms.</td>
<td></td>
</tr>
<tr>
<td>• An example was the use of mood-tracking apps to facilitate conversations around patterns and precursors to changes in young people’s mental health symptoms.</td>
<td></td>
</tr>
<tr>
<td>• Clinicians noted the importance of considering the child’s developmental stage when deciding their level of involvement in digital tools.</td>
<td></td>
</tr>
<tr>
<td><strong>Theme 2: Challenges of using digital tools in practice</strong></td>
<td></td>
</tr>
<tr>
<td>Accessibility</td>
<td></td>
</tr>
<tr>
<td>• Challenges related to young people’s limited or no access to broadband and/or digital devices outside of treatment sessions were frequently mentioned, expanding the definition of accessibility.</td>
<td></td>
</tr>
<tr>
<td>• Clinicians mentioned other restrictions caregivers and schools placed on smartphone use, such as limits on screen time and the context in which the device can or cannot be used.</td>
<td></td>
</tr>
<tr>
<td>• These restrictions, although typically implemented by parents to promote well-being, can significantly interfere with the ability of adolescents to engage in DMH programs at times when they perceive themselves most in need of the tools.</td>
<td></td>
</tr>
<tr>
<td>• As for connectivity and smartphone access, our results imply that solutions, such as making content available offline or providing desktop versions, should be considered so that accessibility is not dependent on consistent internet and smartphone access.</td>
<td></td>
</tr>
<tr>
<td>Outdated programs and limited content</td>
<td></td>
</tr>
<tr>
<td>• Although clinicians could see the utility of digital platforms beyond outdated designs, young people were often deterred from initially engaging or maintaining sustained use with these platforms based on the outdated design.</td>
<td></td>
</tr>
<tr>
<td>• Similarly, other digital tools clinicians used had limited content, and thus their clients would become bored quickly or tire easily of these apps because they ran out of new content quickly.</td>
<td></td>
</tr>
<tr>
<td>• To combat the vast drop-off observed in these instances, clinicians underscored the importance of keeping the design and content of young people–facing platforms fresh and up to date.</td>
<td></td>
</tr>
<tr>
<td><strong>Theme 3: Desired digital platform and integration considerations</strong></td>
<td></td>
</tr>
<tr>
<td>Centralized digital platform</td>
<td></td>
</tr>
<tr>
<td>• Several clinicians desired a centralized digital tool that securely connected the clinician, the young person, and the young person’s family.</td>
<td></td>
</tr>
<tr>
<td>• Clinicians were especially drawn to the possibility of this tool to help generalize skills learned in sessions to young people’s day-to-day lives, track mood patterns in real time to discuss in treatment, and increase parent communication and engagement in their child’s treatment.</td>
<td></td>
</tr>
<tr>
<td>• For this to be effective, clinicians underscored the importance of building rapport and attaining buy-in from parents and other stakeholders so that teens have access to devices and services to use as therapy resources when triggered at school or home.</td>
<td></td>
</tr>
<tr>
<td>Considerations for integration into care</td>
<td></td>
</tr>
<tr>
<td>• Regarding the design of the young person–facing platform, clinicians emphasized the importance of visuals, compared with primary text, and features, such as earning badges and creating avatars, to keep young people engaged.</td>
<td></td>
</tr>
<tr>
<td>• Clinicians underscored the importance of designing the program brand to be discreet and having other privacy features programmed to ensure confidentiality of mental health information stored on devices.</td>
<td></td>
</tr>
<tr>
<td>• Clinicians unanimously agreed that using digital tools to augment therapy would be most effective if a human, such as a therapist, parent, or teacher, was behind this tool to check in with and guide young people.</td>
<td></td>
</tr>
<tr>
<td>• Another consideration discussed when using digital tools to augment therapy was the importance of setting up expectations and boundaries with the young person and parents so the capabilities of the tool can be understood by them.</td>
<td></td>
</tr>
<tr>
<td>• Clinicians also suggested working with the families so that it is understood that immediate help may not be available via this modality in crisis situations and to create a safety plan for those instances.</td>
<td></td>
</tr>
<tr>
<td>• Another strategy mentioned to mitigate the risk of an unrecognized crisis communicated via digital devices was to program the tool to automatically detect and guide the young person to the appropriate contact and resources.</td>
<td></td>
</tr>
</tbody>
</table>

DMH: digital mental health.
Theme 1: Digital Tools in Clinical Care With Young People

Overview

Given the rapid emergence of technology, with young people at the forefront, clinicians discussed how using digital tools in practice was a good way to connect with this population and meet them where they are. As a clinician stated:

*The world we live in is technology driven, and the kids are way more technology savvier than we are.* [In home 2]

Clinicians discussed that the overwhelming majority of their clients preferred digital platforms to nondigital platforms:

*And even a lot of clients, whenever I bring up anything about journaling or anything like that, they’re completely against writing things on paper. But they’ll do their notes on their phone.* [In home 2]

As such, clinicians reported that using this modality was an excellent way to better engage young people in treatment.

In the first report, Lattie et al [18] reported on clinicians using technological resources to support skill building and empowerment of adults and young people. The following section explores the particular types of digital tools clinicians reported using exclusively with young people, along with how they incorporated these tools in their service of this population.

Build Skills and Facilitate Learning

Most frequently, clinicians mentioned using digital tools to help children and adolescents acquire and practice skills in treatment sessions, with the intent of young people using these skills in their daily lives. Several clinicians, for example, used digital tools, such as apps and web-based videos, to help guide their child and adolescent clients through practice sessions focused on skills such as meditation, relaxation, and mindfulness. Clinicians modeled and practiced these techniques with children and adolescents in the session while also encouraging them to practice these skills in everyday life between sessions. As a clinician mentioned:

*I’ve been doing a lot of imagery work and progressive muscle relaxation prompts. So, I’ve had some of my kids record on their phone their own voice using those prompts, so that they can use it before bed or when they get up in the morning. And then kind of a way to empower them too.* [School 1]

This clinician empowered young people by having them lead the relaxation exercise in a digital recording on their personal devices, which reinforced their knowledge and practice of that skill and also led to a newfound familiarity with tailored tools that they could use in their daily lives. Using gamification to support skills such as communication was also mentioned. Although not designed as a DMH tool, a clinician reported using the app Heads Up, where the device was placed on the forehead of one person, and the other person used word cues to have that person guess the word or phrase presented on the device screen. This clinician commented:

*I’ve seen some kid clients come alive because they’re excited because they wanna beat their score. And just helping them like, “How do you have to communicate? You have to keep talking. You have to keep going.” It’s helped with that.* [Outpatient 1]

Apps such as these and others specifically designed as DMH tools were used not only to engage young people in the treatment session but also to prompt practice of particular skills in real time.

Digital tools have also been used to demonstrate the value of therapeutic techniques. When wanting to provide tangible evidence of the mind-body connection to the young person, a clinician mentioned:

...*since I got my Apple Watch, I’ve been letting kids put it on and then having them do jumping jacks and showing them their heart rate and then using the breathe app, so they see it. And they’re, “Oh, my gosh. My heartbeat went down when I took deep breaths.” And I was like, “Yeah. Your body’s calming down.”* [School 1]

The clinician used biofeedback via the Apple Watch to show the child how deep breathing helped slow down their heart rate. Similarly, other clinicians mentioned using different digital tools such as Fitbit to direct the child and adolescent clients through breathing exercises, whereas others mentioned apps, such as a drawing app or mediation app, to help the client downregulate emotions at the moment. After teaching and practicing the skills with young people in a session, clinicians mentioned encouraging them to practice the learned skills during the week (with or without the support of the demonstration technology) and equally encouraged parents to support their children in these efforts.

Clinicians also discussed using several different types of digital tools, such as web-based videos, websites, and apps, to facilitate learning and discussions during sessions. In particular, digital tools are frequently used to support psychoeducation around skills, such as mindfulness, or mental health conditions such as attention-deficit/hyperactivity disorder, which then prompted discussions with their clients. For example, several clinicians mentioned viewing YouTube videos tailored to their client’s needs together in session and then discussing the contents of the video, asking questions such as, “Did you understand this? What did you think about this?” [Outpatient 1].

Other clinicians mentioned using apps, such as interactive story apps where the user chooses their own adventure to provide tangible and engaging examples of situations to young people and then talking through the actions the child or adolescent chose in these apps. Overall, clinicians emphasized that digital tools provided a platform that initiated learning in a way that was engaging and understood by young people and also elicited rich discussions around key topics of interest. Clinicians mentioned that a unique benefit of using digital tools in practice was the ability to tailor the lessons to the specific mental health needs of the child or adolescent, as reported in Lattie et al [18] and their developmental stage (eg, Mind Yeti for adolescents with attention-deficit/hyperactivity disorder and GoNoodle for children with attention-deficit/hyperactivity disorder).
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Monitor Symptoms

Other common digital tools that clinicians described using with young people were tracking tools, such as apps like Daylio, to chart symptoms between sessions. A clinician mentioned:

I use Moodpath, which helps clients especially—it’s for depression. So, tracking the symptoms. They can use the smiley faces throughout the day to track where they’re at. [Outpatient 1]

The clinician further described that this app generated a chart that depicted the daily and weekly patterns of symptoms, which they found very valuable to reference periodically in session with the client. This resonated with other clinicians in the group, especially the utility of the tracking apps in engaging young people in real time throughout the week in language young people could understand and relate to (eg, smiley faces), compared with the complex, and often difficult to understand, clinical terms used to describe anxiety and depression symptoms.

A clinician described how the mood-tracking app was used in session:

They [the adolescent] can bring it up on their phone...and we look at just is she daily fluctuating? If so, what happened during that day? What happened during that week? Is this a cycle? Is it three days anxiety, two days depression? Was it five days she had anxiety? [Outpatient 1]

As depicted in this example, clinicians described using digital tracking tools as a platform to facilitate and tailor the conversation with young people by discussing patterns, precursors, and the context of their symptoms.

Theme 2: Challenges of Using Digital Tools in Practice

Overview

Along with the benefits of using digital tools with young people, clinicians have also reported on their concerns. In the first report, Lattie et al [18] underscored that the major concerns clinicians had were around the confidentiality and privacy of digital tools. For example, concerns were expressed regarding confidentiality breaches if others, such as a friend or family member, used the client’s device or in situations in which the client used a communal digital device (eg, shared device among family or within a public setting). Additional barriers to the use of digital tools in clinical care are discussed as follows.

Accessibility

Several clinicians expressed accessibility concerns about adolescents’ use of digital tools outside of treatment. One such concern was broadband access, for example, a clinician said:

Because some kids don’t have data plans. They just have a phone. That they found. Their data goes fast so they’re bouncing off of Wi-Fi. [School 2]

Indeed, challenges related to limited or no access to broadband and/or digital devices have been frequently mentioned. Another barrier was the frequent report of parents removing devices and internet access from their teenagers as a form of punishment. This was outlined by a clinician:

But then I’m thinking about the fact that it [young person’s smartphone] is normally one of the first things that get taken away if they do have a bad day. So, this is the thing you can use when you’re having a bad day to calm down, but then mom and dad won’t let you use it because you had a bad day, so you’re even more frustrated because you don’t get to use the thing you’re supposed to use when you have a bad day. [School 2]

Clinicians mentioned other restrictions caregivers and schools placed on device use, such as limits on screen time and the context in which the device can or cannot be used. For example, a clinician described:

My kids, they do guided meditation at home. Right before bed, to calm themselves or something like that. But that’s—a lot of parents have rules, like not past ten. [School 2]

These restrictions, although typically implemented by parents to promote well-being, can significantly interfere with the ability of adolescents to engage in DMH programs when they perceive themselves most in need of the tools.

Outdated Programs and Limited Content

Other salient concerns of incorporating digital tools in their care for young people were the outdated design of many DMH tools and the limited content of other tools. Referring to an app designed to help maintain healthy habits, a clinician mentioned the following:

The clients that I got to try it, they would try it for a day and then they would be like, ‘Okay, I’m done with this.’ I wish that—it has a really great usage to it and everything, but it just needs to be updated. [In home 1]

Although clinicians could see the utility of the app beyond its current outdated design, young people were often deterred from initially engaging or maintaining sustained use with these apps based on outdated design and content. Similarly, other digital tools that clinicians used had limited content, and thus their clients would become bored quickly or tire easily of these apps because they ran out of new content quickly.

Theme 3: Desired Digital Platform and Integration Considerations

Centralized Digital Platform

Several clinicians desired a centralized digital tool that securely connected the clinician, young person, and young person’s family. As a clinician underscored:

I’d say I would find it really cool—again just thinking about my couple teenagers that use a mood tracking app—if there was some sort of way we could link accounts securely so that I could even login...Or even if I say, “Hey, do this activity on this app before I see you next week.” I can check and see when—like some sort of interaction base would be awesome. [In home 2]
Clinicians viewed this type of tool to meet several goals. For example, they imagined that clinicians could use this tool to suggest apps or digital tools to young people and their families for use outside of sessions, remind young people to complete activities or practice skills between sessions, securely track their clients’ mood patterns and progress in real time, securely touch base with clients outside of treatment broadly and in specific situations (eg, weeks when the in-person sessions are canceled), and connect directly and securely with parents to check in and provide resources. They also mentioned that this tool could be used to better engage the parents in their child’s mental health care, with a clinician describing the following:

I feel like sometimes I’ll give parents follow up things to do while I’m not there, and they’ll forget about it throughout the week, but because they’re on their phone or whatever so much throughout the week, I feel like we could send them reminders or this is what we need to do before the next week. I think that would encourage them to be more engaged, at least in the process. [In home 1]

Clinicians also brainstormed their ideas for the young people–facing platform of this centralized tool and other young people–facing platforms. They discussed that this type of service would fit well within schools and other settings teens frequent and that they believe this modality would be preferable to a teen compared with paper worksheets that are easily lost, not interactive, or discreet. The teenager could, for instance, inconspicuously use their smartphone or school tablet when they are anxious or angry to practice learned strategies (eg, relaxation and cognitive restructuring). For example, a clinician suggested it would be:

some sort of app they could have on their phone that could help them. I think sometimes we teach them things, and they don’t remember to do them at home when they’re feeling upset. So, maybe it could be something positive that our kids could use when we’re not with them and we can’t review coping skills with them... [School 2]

For this to be effective, however, clinicians underscored the importance of building rapport and attaining buy-in from parents and other stakeholders (eg, teachers) so that teens have access to these digital devices and services (eg, smartphones and internet access) to use as therapy resources when triggered at school or home.

Regarding the design of the young people–facing platform, clinicians emphasized the importance of visuals, compared with primary text and features, such as earning badges, to keep young people engaged. As a clinician reasoned:

They love badges. And decorating their avatars, like getting a new hat...So, they’re very motivated to get through their modules when they get to earn something at the end. [School 2]

In addition to engagement, clinicians discussed the importance of privacy and being inconspicuous. For example, if the platform is on the young person’s device, having a password or facial recognition to get in and a subtle design if a peer or friend uses the teen’s device, they will not be immediately aware of the platform’s function, nor will they be able to easily gain access. As a clinician outlined:

The app doesn’t read as something like, My Personal Diary...it reads as something that you might just pass by if you don’t know what its intention is, which can be good for teenagers who are afraid of people looking into their staff. [School 1]

**Considerations for Integration Into Care**

Clinicians unanimously agreed that such a tool would be most effective if a human, such as a therapist, parent, or guidance counselor, were behind this tool to check in with and guide young people. They talked about who would be the best person to support the teen via this service and emphasized training that person. Specifically, training that person not only on the technical side of the mental health platform but also around safeguards and ethical considerations when using this platform with young people and families. They also mentioned the importance of setting up expectations and boundaries with their clients and parents in the context of this tool, so the capabilities of the tool can be understood by them. As a clinician stated:

So, you set up the boundaries at the beginning... “This is what this can help you with. This is what it can’t. This is when we really need to have that face to face.” [School 1]

By doing so, young people and their families can fully use all the service’s functions and also understand that immediate help may not be available via this modality in a crisis situation. This safeguard was discussed as a means to mitigate the risk of an unrecognized crisis, in addition to other strategies, such as programming the tool to automatically detect and guide the teen to the appropriate contact and resources.

**Discussion**

**Principal Findings**

Given the rapid emergence of technology use among young people [7,8,22], clinicians have expressed great interest in more effectively incorporating technology into their clinical care with young people. Similar to previous research [13], clinicians noted that, in general, using this modality was an excellent way to better engage young people in treatment, and in particular, offered a novel way to build skills, facilitate learning, and monitor symptoms. There was a notable variety of the types of tools that were used—from the use of a heart rate feature to biofeedback during in-session mindfulness exercises to the use of web-based videos to facilitate learning and discussions around the child’s specific mental health need in language that is relatable and age-appropriate to the use of mood-tracking apps to facilitate conversations around patterns and precursors to changes in teen’s mental health symptoms. Our findings extend the quantitative results of Cliffe et al [12] by providing a more nuanced view on how clinicians are using digital tools with young people.

At the same time, clinicians expressed concerns about young people’s limited or complete lack of access to digital devices...
and connectivity outside of treatment sessions. Their feedback provided a different view from recent reports indicating nearly ubiquitous teen access to technology [7]. Their feedback suggests that accessibility [13] is much more complex, including considerations around inconsistent access (eg, shared device with family), limited connectivity or data plans, and conditional restraints specific to young people (eg, device taken away as punishment and school restrictions). Barriers such as these pose a clear threat to the utility of digital tools to provide young people with mental health support in real time when triggered. It is critical to include caregivers and others who play a prominent role in young people’s lives, such as teachers, in the treatment plan so that barriers, such as technology restrictions, can be pre-emptively addressed. As for connectivity and device access, our results imply that solutions, such as making content available offline or providing desktop versions, should be considered so that accessibility is not dependent on consistent internet and device access. Similarly, DMH tools could be offered via more accessible technology, such as native apps that do not require a consistent Wi-Fi connection to function, or through SMS text messaging to allow for interventions to be delivered to individuals without smartphones. Finally, it is important to highlight that these accessibility concerns were reported by clinicians who primarily work with families of lower socioeconomic status. If we are to strive for health equity and digital inclusivity through ubiquitous access to DMH tools, it is imperative that we understand and address the barriers, such as those mentioned, faced by already underserved and marginalized populations [23]. Without such considerations, the introduction of inaccessible DMH tools could lead to an exacerbation of existing disparities and inequities, as opposed to mitigation [24].

There was high interest among clinicians in a centralized digital tool connecting therapists, young people, and their caregivers. Clinicians were especially attracted to the possibility of a centralized tool to help generalize skills learned in sessions to young people’s daily lives and increase parental communication and engagement in their child’s treatment. The involvement of a young person in a centralized tool will most likely depend on their age. For example, the clinician could connect with a teenager and parent via the tool; however, the clinician would likely only be interacting with the parent if the client was of a younger age. Furthermore, clinicians had several design recommendations for young people–facing platforms. To increase initial engagement and maintain sustained use, clinicians underscored the importance of keeping the design and content of young people–facing platforms fresh and up to date [25]. Features such as badges and avatars were underscored to combat the vast drop-off typically observed in DMH tool use [26]. Visuals were also recommended in contrast to lengthy texts and readings to capture and maintain children’s and adolescents’ interest in the tool. Finally, clinicians emphasized the importance of designing the program brand, such as an app icon on a device, to be discreet and have other privacy features programmed (eg, facial recognition or fingerprint) to ensure confidentiality of mental health information stored on devices. These privacy preferences are consistent with previous studies in which teens and their therapists prioritized ambiguous branding of an app (ie, MD vs Mood Diary) to keep curious siblings or friends from accessing their mental health information [14].

Strikingly, when discussing the use of DMH tools, clinicians overwhelmingly outlined how they used tools within their face-to-face sessions. In this way, DMH tools were integrated into care in bespoke ways, and clinicians, therefore, surfaced several considerations for broader implementation. First, they underscored the importance of including some level of human support with digital tools. The importance of human support aligns well with frameworks around technology-enabled services [4,27,28] and research that suggests digital tools are more effective for some users when supported by coaches than standalone tools [29]. This is also consistent with other research in which clinicians who work with adults recommend that DMH tools should be used to enhance face-to-face treatment, not as a replacement for it [30,31]. It is therefore critical that clinical training and continuing education keep pace with the increased interest and expectation to integrate digital tools in routine care by upskilling clinicians’ DMH literacy, providing training for digitally enhanced models of care. Second, clinicians emphasized the importance of setting boundaries with young people and families when augmenting therapy with digital tools, similar to previous literature [13]. They suggested working with families so that it is understood that immediate help may not be available via this modality in crisis situations and to create a safety plan for those instances. Clinicians also brainstormed that a response to this challenge could involve algorithms built into tools that detect crisis-related words or phrases and automatically connect users to resources and services [32].

Most of these recommendations can be easily incorporated into the design of future DMH tools; however, the challenge of successful DMH implementation is still significant. Achieving successful and sustainable integration of digital tools into a predigital health system will likely require collaboration between specialists in DMH and implementation [33-37] and a shift from randomized controlled trials to effectiveness-implementation hybrid trials [38]. Only then can the field build evidence on how DMH tools can be successfully embedded into the daily work of clinical settings and have continued success without research support. Critically, such research and testing of different implementation strategies have a high potential to help fill the research-to-practice gap and to create sustainable tools within care settings that fulfill the promise of DMH [38].

**Limitations and Future Directions**

It is important to understand our findings in the context of their limitations. This study elicited feedback from clinicians and supervisors practicing in a large community behavioral health care organization. Although this is the first step in designing DMH tools that can be incorporated into mental health care for young people, it is critical that these findings are complemented by feedback from young people undergoing treatment. Young people provide unique feedback based on their lived experiences and their own use of DMH tools within care settings [14,39,40]. In addition, gathering feedback from other stakeholders (eg, caregivers and teachers) who play a prominent role in the lives of young people will also be significant in creating DMH tools that can be used and seamlessly incorporated into young
people’s lives. Given the paucity of research on DMH tools for child and adolescent mental health providers [12-14], it will also be important to replicate or elicit feedback from clinicians from other health care settings serving diverse populations of young people. We can then begin to understand which features of DMH tools are universal and which features are most effective within particular settings and populations of young people and clinicians. Furthermore, it is important to note that two sets of research questions were pursued with the large data set garnered from the focus groups. The research team took particular precautions to verify the integrity of the data, such as partnering with a key stakeholder from the community behavioral health care organization to verify the credibility and an independent check of result overlap. As qualitative data collection and analysis gain traction in the field of DMH, it is important to establish standards of practice for the field to ensure rigor and credibility. Finally, a representative from the community behavioral health care organization reached out directly to the research group to learn more about incorporating technology into their organization, and there was interest expressed from organizational leadership that led to this series of focus groups. Thus, this particular group of clinicians may be more interested in DMH tools than other clinicians. It will be important to include feedback from additional behavioral health care settings and providers with varying interests in incorporating DMH into practice.

Conclusions

This study examined feedback from child and adolescent mental health care providers from a large community mental health organization on the use of digital tools used in care settings. Clinicians discussed how they incorporated digital tools into their clinical care to enhance skill building, facilitate learning, and monitor symptoms. Clinicians also provided insight into accessibility, suggesting that considerations should include consistency in access, connectivity, and conditional restraints specific to young people. Finally, clinicians expressed high interest in a centralized digital tool to help consolidate learned skills in daily life and increase communication with parents. Future studies are needed, especially those that elicit feedback from young people and other stakeholders, to form a body of literature that guides the design and implementation of sustainable DMH tools that support the mental health of children and adolescents.
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Abstract

Background: Using commercial off-the-shelf video games rather than custom-made computer games could have several advantages for reducing stress and anxiety, including their low cost, advanced graphics, and the possibility to reach millions of individuals worldwide. However, it is important to emphasize that not all commercial video games are equal, and their effects strongly depend on specific characteristics of the games.

Objective: The aim of this systematic review was to describe the literature on the use of commercial off-the-shelf video games for diminishing stress and anxiety, examining the research outcomes along with critical variables related to computer game characteristics (ie, genre, platform, time of play).

Methods: A systematic search of the literature was performed following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) guidelines. The search databases were PsycINFO, Web of Science, Medline, IEEExplore, and the Cochrane Library. The search string was: ["video game"] OR ["computer game"] AND ["stress"] OR ["anxiety"] OR ["relaxation"] AND ["study"] OR ["trial"] OR ["training"].

Results: A total of 28 studies met the inclusion criteria for the publication period 2006-2021. The findings demonstrate the benefit of commercial off-the-shelf video games for reducing stress in children, adults, and older adults. The majority of the retrieved studies recruited young adults, and fewer studies have involved children, middle-aged adults, and older adults. In addition to exergames and casual video games, other genres of commercial off-the-shelf games helped to reduce stress and anxiety.

Conclusions: Efficacy in reducing stress and anxiety has been demonstrated not only for exergames and casual video games but also for other genres such as action games, action-adventure games, and augmented reality games. Various gaming platforms, including consoles, PCs, smartphones, mobile consoles, and virtual reality systems, have been used with positive results. Finally, even single and short sessions of play had benefits in reducing stress and anxiety.

Trial Registration: International Platform of Registered Systematic Review and Meta-analysis Protocols INPLASY202130081; https://inplasy.com/?s=INPLASY202130081

(JMIR Ment Health 2021;8(8):e28150) doi:10.2196/28150
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Introduction

Background

Since the emergence of the COVID-19 pandemic in 2020, the frequency of stress and anxiety has markedly increased worldwide [1-6], with a prevalence of 29.6% and 31.9%, respectively [6]. The fear of contracting the virus, changes in lifestyle behaviors, social isolation, boredom, and uncertainty have exacerbated stress and anxiety in populations globally, which likely has long-lasting psychological and physical consequences [6-8]. Therefore, finding age-appropriate and cost-effective ways to support individuals in managing stress, anxiety, and their effects is urgently needed [9-11].
Video games represent one of the most appealing technological interventions for developing programs to reduce stress and anxiety since they are motivating, engaging, and easily accessible [12]. In 2020, the number of gamers worldwide was estimated at approximately 2.6 billion, and the games market is expected to exceed US $200 billion by the end of 2023 [13]. In contrast to popular belief, which views male children or teenagers as typical gamers, the average age range of video game players is 35–44 years, and across all players, 59% are male and 41% are female [14].

Computer games go far beyond the boundaries of entertainment. Video games are increasingly being used in sectors such as education [15-17] and mental health [18-21]. Some studies have highlighted the potential dangers of video games in terms of problematic use [22-25] and their relation to psychological functioning [23,26,27], whereas others have emphasized that the enjoyment and intrinsic motivation often associated with computer games make them a valuable and attractive new learning method [15-17] and offer psychological support to people [18-21].

Many schools, from the elementary to university level, adopt video games. Computer games can help to stimulate individuals in all of the transversal competencies collectively defined as “soft skills” (eg, creativity and the ability to deal with problems) and in teaching specific subjects such as mathematics or history [28-30]. Concerning mental health, several studies have demonstrated the usefulness of video games for training cognitive skills, including attentional processes, memory, and cognitive flexibility, especially in the elderly and adults [20,31-33].

Besides serving as useful tools for training cognitive processes [20,31,34], video games may also have a benefit in reducing stress and anxiety [35,36]. Computer games offer various positive emotions-triggering situations [12,18,36,37]. One of the most commonly reported motives for playing modern video games is the pleasure offered by digital games: people look for and are more willing to buy games that elicit positive emotions (eg, happiness and surprise) and enjoyment [38-40]. Like other pleasurable activities, video game playing stimulates dopamine release, a neurotransmitter linked to sensations of pleasure and reward [41].

The fundamental objective of video games is to entertain the player and elicit positive emotions [12,18], which, as stated by the “broaden-and-build” theory [42,43], have positive effects on the psychological well-being of the individual [44-46]. Positive emotions are considered to form the basis for the growth and flourishing self [46], and are especially important to increase subjective well-being [46-48]. Furthermore, video games can elicit the so-called “flow” state [49-51], defined as “the optimal experience when nothing else matters” [52,53], with benefits including increased self-efficacy, a stronger sense of self, and improved overall quality of life [54-56].

Moreover, in many cases, as is true for other entertainment media, video games play a role in distraction from undesirable emotions such as anxiety and stress by providing a temporary diversion from (real-world) adverse events or emotions [19,57-61].

Finally, video games, especially multiplayer games, offer the possibility of establishing a social connection in playing with friends or with people online [62,63]. This fact has become particularly relevant since the COVID-19 pandemic broke out. Gaming for social compensation might mitigate the experienced emotional distress during pandemic-related self-isolation [64,65].

**Commercial Off-The-Shelf Video Games for Relaxation**

Most of the studies performed to date on video games for stress and anxiety reduction have focused mainly on custom-made games (ie, games created ad hoc by researchers to educate, train, or change behavior) [66-68]. This type of game is often defined in the literature as a “serious game” [69], as gaming features are used as the primary medium for serious purposes [66]. Several custom-made video games for relaxation integrate biofeedback techniques into the game modes, such as Deep [70,71], Nevermind [72], MindLight [73,74], Dojo [75,76], and StressJam [77]. Furthermore, studies have shown that ad hoc video games could help adults with anxiety better handle emotional and physiological responses to stressors [78] and improve behavioral performance on anxiety-related stress tasks [79].

Interestingly, in addition to custom-made video games, commercial off-the-shelf (COTS) video games have also shown potential application for improving mental health [19], including the reduction of stress and anxiety (eg, [80-82]).

Using COTS video games rather than video games created ad hoc could have several advantages, including their low cost and ready-to-use format, advanced graphic quality, and the possibility to reach millions of players worldwide. As underlined in a recent paper, COTS games may disrupt health care over the coming decade [19]. Massive corporate funding for COTS games is often much higher than the budgets available to develop custom-made games, making it possible to reach a very high quality of video games in gameplay and user experience [19]. Besides, in contrast to the limited number of players that usually have the opportunity to try a custom-made game, millions of individuals can play a COTS game.

However, it is important to emphasize that not all COTS video games are equal, and their effects strongly depend on the specific characteristics of the game itself, such as its genre [83,84]. A recent systematic review [35] indicated that casual video games (CVGs), characterized by low cognitive loads and generally short time demands such as Tetris and Angry Birds, represent a particularly useful genre for diminishing stress and anxiety. Several other genres of COTS video games appear to be promising for decreasing stress and anxiety in individuals, including exergames [85] or survival horror games [86].

**Research Questions**

Within this context, the aim of this systematic review was to describe the literature on the use of COTS video games for decreasing stress and anxiety. The secondary objective was to organize the research with respect to critical variables related to video game characteristics (ie, genre, platform, time of play).
Methods

Databases Searched
A systematic search of the literature was performed on March 31, 2021 by two of the authors (FP and AP) following the Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) guidelines [87]. The study was preregistered (March 23, 2021) on the International Platform of Registered Systematic Review and Meta-analysis Protocols (INPLASY202130081). The search databases used were PsycINFO, Web of Science, Medline, IEEEExplore, and Cochrane Library.

Inclusion Criteria
In line with the PRISMA guidelines [87], the authors (FP, AP, FM) established clear inclusion criteria to determine a paper’s eligibility for inclusion in the review. Only studies meeting the following criteria were considered eligible for inclusion: (1) human participants (clinical and nonclinical populations); (2) COTS video games played on a console, mobile console, PC, smartphone/tablet, or virtual reality device; (3) the comparator group was usual care intervention, nonvideo game group, or none; (4) the outcomes measured were levels of stress, anxiety, or both; and (5) the study design was a randomized controlled trial (RCT; ie, participants are randomly assigned to an experimental group or a control group), quasiexperimental (ie, nonequivalent groups, pretest-posttest, and interrupted time series), or cross-sectional/correlational (ie, employing questionnaires and large samples).

Papers published in English in peer-reviewed journals were selected and subjected to a check for the above inclusion criteria. According to the PRISMA guidelines, the authors (FP, AP, FM) established a specific date range; studies published between January 2006 and March 2021 were selected. This period was chosen as the first reports of the effects of video games on stress and anxiety reduction appeared around the 2010s [36].

Exclusion Criteria
Studies were excluded if they: (1) did not focus on the use of COTS games for diminishing stress and/or anxiety; (2) focused on games that did not meet the definition of a COTS game (ie, “games that one can purchase on the high street” [19]) or could not be purchased in online or physical stores; (3) used a modified version in its mechanics or features of a COTS game that change a fundamental aspect of the game; (4) used custom-made games (ie, serious games); (5) did not specify the title of the game used; (6) did not specify the average age or age range of the participants.

Search Terms and Selection of Papers for Inclusion
The search string was: [“video game*”] OR (“computer game*”) AND [“stress”] OR (“anxiety”) OR (“relaxation”) AND [“study”] OR (“trial”) OR (“training”). Initially, two of the authors (FP and AP) checked the titles and abstracts of the identified articles to determine their eligibility. Subsequently, they independently reviewed the full texts of potentially eligible papers. Any disagreements between the two authors (FP and AP) were discussed until reaching a consensus. When papers provided insufficient data for inclusion in the analysis, the corresponding authors were contacted to provide additional data. No additional articles emerged via manual searching and reviewing the reference lists of relevant papers.

Data Extraction
Two authors (FP and AP) independently extracted data on study characteristics and video game characteristics.

The study characteristics included the populations included in the study (participants, mean age or age range); study design (RCT, quasirelational, cross-sectional/correlational study); measures used for the assessment of outcomes (eg, self-report questionnaires, physiological data, cognitive task); study outcomes (ie, stress, anxiety, or both, and differences in the outcome measures related to playing COTS games). The populations, study design, measures of outcomes, and study outcomes were considered relevant variables according to the approach adopted in previous reviews [35,37,88,89] to facilitate easily classified and comparable studies in the literature. An indication of the mean age or age range identified studies performed with children (ie, under 12 years old), adolescents (12-18 years old), young adults (18-35 years old), middle-aged adults (36-55 years old), and older adults (over 55 years old). The division of these age ranges also followed previous studies [90-92].

The video game characteristics extracted included the game genre categorized as CVGs, action, adventure, racing, sports, role-playing game (RPG), strategy, simulation, exergames, and augmented reality (AR) (see Table 1); the platform for the game (console, mobile console, PC, smartphone/tablet, virtual reality); and time spent playing (duration and the total amount of sessions). Video game genre classification was considered because not all video games are equal from many aspects, and their effects strongly depend on specific characteristics of the game itself [93,94]. Since there is no standard accepted taxonomy of genre, although one of the most commonly adopted is the system proposed by Herz [95], the above categorization was proposed to be as similar as possible to the Entertainment Software Association (ESA) classification [14,96] (see Table 1). In addition to the ESA classification genres, AR games were added since they appear to be essential to the main research questions of this review [97]. Delivery platforms were considered since they represent important information about how computer games can be accessed. Since new technologies such as mobile devices and virtual reality have recently expanded how games are played, we further considered the delivery devices. Finally, in the studies that indicated play time, this information was included in the analysis, which can offer valuable insights about how and for how long to use COTS to effectively reduce stress and anxiety.
Table 1. Definitions of the main genres of video games adopted in the systematic review.

<table>
<thead>
<tr>
<th>Video game genre</th>
<th>Definition</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action games</td>
<td>Require quick action and emphasize physical challenges, including hand-eye coordination and reaction time. This genre includes many subgenres such as fighting games, shooter games, and platform games</td>
<td>Super Mario Bros, Doom, Call of Duty, Mortal Kombat, Street Fighter</td>
</tr>
<tr>
<td>Adventure games</td>
<td>Characterized by complex plots and emphasize exploration and problem-solving. Typically, pure adventure games have situational problems for the player to solve, with very little or no action. If there is action, it generally includes isolated minigames</td>
<td>Zork, The Walking Dead, Until Dawn, Life is Strange, Heavy Rain, Beyond: Two Souls</td>
</tr>
<tr>
<td>Action-adventure games</td>
<td>A hybrid genre that combines core elements from both action and adventure game genres. These games require many of the same physical skills as action games, and offer a storyline, an inventory system, and other adventure games. This genre includes the subgenre of survival horror games, typically designed to scare the players</td>
<td>Tomb Raider, The Last of Us, Grand Theft Auto, Uncharted, Resident Evil, Left 4 Dead, Cyberpunk 2077</td>
</tr>
<tr>
<td>Casual video games</td>
<td>Short games with little or no plot that can be played in short sessions; they are quick and straightforward to learn</td>
<td>Bejeweled, Plants vs. Zombies, Tetris, FreeCell</td>
</tr>
<tr>
<td>Racing games</td>
<td>Racing competition with any vehicles (from real-world racing leagues to fantastical settings)</td>
<td>Gran Turismo, Need for Speed, Mario Kart</td>
</tr>
<tr>
<td>Sports games</td>
<td>Simulate the practice of sports, including team sports, combat sports, and extreme sports</td>
<td>FIFA 2020, NBA 2K20, Steep</td>
</tr>
<tr>
<td>Role-playing games</td>
<td>Players control an avatar and develop it over a certain period of time. This genre includes the subgenre of massively multiplayer online role-playing games, which are role-playing video games played online with large numbers of players</td>
<td>Final Fantasy, EverQuest, World of Warcraft, Dragon Quest, Diablo</td>
</tr>
<tr>
<td>Strategy games</td>
<td>Emphasize strategic thinking and resource management. This genre includes the multiplayer online battle arena. Each player controls a single character with unique abilities that improve throughout a game and contribute to the team’s overall strategy</td>
<td>Age of Empires, Civilization, Halo Wars, League of Legend, Dota II</td>
</tr>
<tr>
<td>Simulation games</td>
<td>Designed to closely simulate aspects of real life or fictional reality</td>
<td>The Sims, SimCity</td>
</tr>
<tr>
<td>Exergames</td>
<td>A combination of video gaming and physical exercise; these games require physical effort from the player to play the game</td>
<td>Just Dance, Ring Fit Adventure</td>
</tr>
<tr>
<td>Augmented reality games</td>
<td>Combine the use of mobile technology with physical exploration in the real world</td>
<td>Pokémon Go, Ingress</td>
</tr>
</tbody>
</table>

Study Quality and Risk of Bias Assessment
The Mixed Methods Appraisal Tool (MMAT) [98] was used to assess the methodological quality of studies included in this systematic review. The MMAT has high reliability and efficiency as a quality assessment protocol and is capable of concomitantly appraising methodological quality across various types of empirical research [99]. Two authors (FP and AP) independently assessed study quality. Interrater reliability (Cohen κ=0.816) [100], calculated using the software package SPSS, demonstrated substantial agreement [101]. Disagreements on study quality were resolved by discussion between the two authors.

Results
Retrieved Articles
The search strategy retrieved 5010 records. After deduplication and language examination, 991 studies were excluded from the review process, and 3923 studies were excluded after the first screening and title and/or abstract analysis. Ninety-six full-text copies of the remaining articles were obtained and subjected to further evaluation. After reading the full text, 68 studies were excluded from this review for the following reasons: 11 studies did not focus on the use of COTS games for diminishing stress and/or anxiety, 26 used custom-made video games, 15 did not specify the game’s title, 5 adopted a modified version of a COTS game, and 11 did not include specific outcome measures on stress or anxiety. Finally, 28 studies remained for inclusion in the review (see Figure 1 and Multimedia Appendix 1).
Quality Assessment Outcomes

An overall quality score was assigned to each study using the MMAT scoring system [98]. Studies could be awarded a score of 0, 25, 50, 75, or 100 (with 100 indicating the highest quality). The distribution of MMAT scores among the included studies varied substantially according to study design (Table 2).

Among the 28 studies, 5 (18%) scored 100, 12 (43%) scored 75, 5 (18%) scored 50, 5 (18%) scored 25, and 1 (4%) scored 0. See Multimedia Appendix 2 for details of quality assessment for each study.

Of the 17 studies employing a quantitative RCT methodology, 11 studies did not perform randomization appropriately (ie, inserted a simple statement such as “we randomly allocated”), 10 studies did not specify if outcome assessors were blinded to the intervention provided, and 5 studies did not check or specify if the groups were comparable at baseline.
None of the 8 studies that used a quantitative nonrandomized methodology accounted for confounders in the design and analysis. Two of these studies did not clearly describe the target population and the sample (inclusion and exclusion criteria) \cite{80,116}. One study did not adopt appropriate measurements and did not report complete outcome data \cite{116}.

Two of the three studies using a quantitative descriptive methodology did not report establishing an appropriate sampling strategy to address the research question \cite{123,124} and one failed to ensure that the sample was representative of the population under study \cite{123}.

Characteristics of Included Studies

Study Design

RCT was the design of choice for 17 of the included studies. Nine studies adopted a quasiexperimental design and 2 studies \cite{82,124} used a cross-sectional/correlational research design (see Table 2).

Populations

The number of participants ranged from 27 \cite{109} to 337 \cite{85,111} in RCT studies and from 1 \cite{123} to 40 \cite{120} in quasiexperimental studies. The two cross-sectional/correlational studies included 3915 \cite{82} and 133 participants \cite{124}, respectively. The majority of studies (n=19) recruited young adults, while four studies involved older adults \cite{105,109,112,117}, 3 studies involved children \cite{103,110,123}, and 2 studies focused on middle-aged adults \cite{82,102}. No study that recruited adolescents emerged in our final article list (Table 3).

Fifteen studies involved healthy participants, in most cases recruited from university staff and students, whereas three studies recruited participants among full-time workers \cite{82}, soldiers \cite{86}, and older adults in federal programs for assistance \cite{117}. The other studies included soldiers who had posttraumatic stress disorder \cite{113}; older adults who lived in a nursing home \cite{112} and with Parkinson disease \cite{109}; adults with at least minimal symptoms of depression \cite{114}, clinical depression, and comorbid anxiety \cite{102}, systemic lupus erythematosus \cite{122}, obesity \cite{108}, physical disabilities \cite{116}, and hematologic malignancies \cite{105}; women after emergency cesarean section \cite{115}; children with molar incisor hypomineralization–affected teeth \cite{103}, chronic wounds on the lower limbs that require active dressing changes \cite{110}, and who sustained second- and third-degree burns to the shoulders, neck, chest, bilateral forearms, and left thigh \cite{123} (Table 3).
### Characteristics of included studies (N=28).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>References</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health conditions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy</td>
<td>[36,80,82,85,86,104,106,107,111,117-121,124]</td>
<td>15 (54)</td>
</tr>
<tr>
<td>Dressing change pain</td>
<td>[110,123]</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>[113]</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Parkinson disease</td>
<td>[109]</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Minimal depression</td>
<td>[114]</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Clinical depression and anxiety</td>
<td>[102]</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Systemic lupus erythematosus</td>
<td>[122]</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Obesity</td>
<td>[108]</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Physical disabilities</td>
<td>[116]</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Hematologic malignancies</td>
<td>[105]</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Emergency cesarean section</td>
<td>[115]</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Routine dental treatment</td>
<td>[103]</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Institutionalized older people</td>
<td>[112]</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Study outcome</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress</td>
<td>[36,80,82,85,86,104,106-108,111,118,121,123,124]</td>
<td>14 (50)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>[102,103,105,109,110-114,117,119,120,122]</td>
<td>12 (43)</td>
</tr>
<tr>
<td>Both stress and anxiety</td>
<td>[115,116]</td>
<td>2 (7)</td>
</tr>
<tr>
<td><strong>Age range</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children (&lt;12 years)</td>
<td>[103,110,123]</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Adolescents (12-18 years)</td>
<td>None</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Young adults (18-35 years)</td>
<td>[36,80,85,86,104,107,108,110,111,113-116,118-122,124]</td>
<td>19 (68)</td>
</tr>
<tr>
<td>Middle-aged adults (36-55 years)</td>
<td>[82,102]</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Older adults (&gt;55 years)</td>
<td>[105,109,112,117]</td>
<td>4 (14)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both male and female</td>
<td>[36,85,102,104-107,109-112,114,116,117,119-121,124]</td>
<td>18 (64)</td>
</tr>
<tr>
<td>Male only</td>
<td>[80,86,108,113]</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Female only</td>
<td>[115,120,122,123]</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Unspecified</td>
<td>[103,118]</td>
<td>2 (7)</td>
</tr>
</tbody>
</table>

### Outcome Measures

All studies used self-reported quantitative measures of psychological constructs. Five studies used the State-Trait Anxiety Inventory [125], three studies [105,115,122] used the Hospital Anxiety and Depression Scale [126], and two studies [85,124] used the Perceived Stress Scale [127]. Ten studies included physiological measures, three adopted cognitive tasks [104,109,112], and four used other types of performance tasks [105,109,110,121].

### Study Outcomes

#### Stress

Fourteen studies focused primarily on investigating COTS games for reducing stress (Table 3). Eight studies reported that COTS games were superior for reducing stress when compared with basic stress management training [86], guided relaxation or sitting quietly [104], a traditional exercise program at a moderate intensity [118], surfing the web [36], a passive video game distraction [123], a standard distraction procedure [110], and not playing games [85,111]. By contrast, a study including adult men with overweight/obesity reported increased stress levels after playing COTS games, which were higher than those recorded after watching nonviolent television [108]. Two studies compared the effects of different video games on reducing stress [106,121], showing that playing an action game elicited higher arousal and stress than playing a CVG [106,121]. Another study compared two versions (ie, cooperative vs competitive) of the same action-adventure game, showing a decrease in stress levels after both [107]. One study showed that although an action game increased stress, it also elicited happiness in players [80]. Finally, two studies investigated the relationship between stress...
and the use of some COTS games. Psychological stress was significantly reduced among Pokémon Go players than among nonplayers [82]. Moreover, a relationship emerged between stress levels and the use of the massively multiplayer online role-playing game (MMORPG) World of Warcraft. In particular, individuals with a low level of stress reported playing this game to enhance their offline lives. By contrast, highly stressed individuals reported that playing this game magnified rather than relieved their suffering [124].

**Anxiety**

Twelve studies reported outcomes for decreasing anxiety (Table 3). Nine studies reported improvement after playing a COTS game compared to an eye movement desensitization and reprocessing (EMDR) therapy alone [113], watching a film [117], surfing the web [114], anxiolytic medication [102], physiotherapy alone [105], passive video game distraction [123], and not playing a game [103,109,112]. Furthermore, in two studies that did not include a control group, exergames diminished anxiety in only one session [120] and in a more extended program including a total of 30 sessions [122]. Another study compared the efficacy of an exergame and a CVG played in virtual reality; anxiety reduction was more significant in the case of the exergame [119].

**Combined Approach**

Only two studies focused on both stress and anxiety in a combined manner (Table 3) [115,116]. In the first study, exergames were efficacious in reducing anxiety in a sample of individuals with physical disabilities; however, no differences emerged in stress or depression [116]. In the other study, self-reported acute stress symptoms and the frequency of intrusive traumatic memories after traumatic childbirth reduced after engaging in the brief cognitive intervention, including playing Tetris; however, no differences emerged regarding anxiety and depression [115].

**Video Game Characteristics**

**Genre**

Twenty-four studies used only one video game, whereas the other four studies adopted two video games of different genres [106,108,119,121]. Twelve studies used exergames, whereas nine studies used CVGs. Four studies adopted an action game [80,106,108,121], which was a shooter game in three studies [80,108,121] and a fighting game in the other [106]. Three studies used action-adventure games [86,107,110], which was a survival horror game in one study [86]. The other studies used an MMORPG [124], sports game [108], racing game [103], and an AR game [82] (see Table 4).

### Table 4. Video game characteristics (N=28).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>References</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Genre</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exergames</td>
<td>[85,105,109,111,112,116-120,122,123]</td>
<td>12 (38)</td>
</tr>
<tr>
<td>Action games</td>
<td>[80,106,108,121]</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Role-playing games</td>
<td>[124]</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Action-adventure games</td>
<td>[86,107,110]</td>
<td>3 (9.4)</td>
</tr>
<tr>
<td>Sports games</td>
<td>[108]</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Racing games</td>
<td>[103]</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Augmented reality games</td>
<td>[82]</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Platform</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC</td>
<td>[36,80,86,102,104,106,114,121,124]</td>
<td>9 (32)</td>
</tr>
<tr>
<td>Smartphone</td>
<td>[82]</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Mobile console</td>
<td>[113,115]</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Virtual reality games</td>
<td>[103,110,119]</td>
<td>3 (11)</td>
</tr>
<tr>
<td><strong>Total time of play (minutes)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>[103,104,119,121]</td>
<td>4 (16)</td>
</tr>
<tr>
<td>11-60</td>
<td>[36,80,85,106-111,115-117,120,123]</td>
<td>14 (48)</td>
</tr>
<tr>
<td>61-180</td>
<td>[86,105,118]</td>
<td>3 (12)</td>
</tr>
<tr>
<td>&gt;180</td>
<td>[102,112-114,122]</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Unspecified</td>
<td>[82,124]</td>
<td>2 (8)</td>
</tr>
</tbody>
</table>
Platform
Games delivered via console were the most popular, with 13 studies using this game platform (Table 4). In particular, 7 studies used Nintendo Wii Fit, 5 studies used Microsoft Xbox 360 with Xbox Kinect, 1 study used tXbox One [107], and 1 study used Sony PlayStation 3 [108]. Nine studies used a PC, three studies used a virtual reality viewer [103,110,119], one study used a smartphone [82], and two studies used a portable console (ie, Nintendo DS and Nintendo DS XL) [113,115].

Time of Play
In the 26 studies that measured the effect of time playing COTS games on stress and anxiety levels, there was a heterogeneous result. The mean number of sessions was 6.6, ranging from 1 session (eg, [107,116,121]) to 30 sessions [122].

The actual time spent playing video games differed among studies, ranging from about 2 minutes [103] to up to 15 hours [112,122]. Only two studies (ie, the two cross-sectional studies) did not indicate the exact playing time (Table 4).

Discussion
Principal Findings
This systematic review examined studies performed to investigate the efficacy of COTS video games for diminishing stress and anxiety. After applying the inclusion criteria, 28 papers were included for analysis. Most studies were published after 2014, with many studies (almost 40%) published after 2018. Interest in this field was crucially fueled by publication of the first study on this topic in 2009 [36]. Seventeen studies (61%) met the MMAT quality assessment score of 75% or above. This suggests that much of the research in this area is of high quality; nevertheless, the quality scores varied substantially according to the study design.

With respect to the population of focus, the majority of studies involved young adults (ie, 18-35 years). This finding also emerged in a previous systematic review on the use of video games, including COTS and custom-made games, to train cognitive skills [20]. A possible explanation of this tendency could be that many studies have enlisted college students as participants for recruitment simplicity.

Three studies involved middle-aged adults (ie, 36-55 years old) [82,102,113]. Based on emerging results, the use of COTS games can offer essential support for people of this age group, who, besides representing the most significant percentage of video game players [14], are particularly susceptible to high stress and anxiety [128,129].

Three studies recruited older adults (ie, up to 55 years old). The results of these studies suggest that the use of COTS games can be helpful for the elderly population not only to improve cognition [130-132] or to enhance physical activity [133-135] but also for relaxation [105,109,117]. This fact appears relevant since, if older adults generally do have lower stress and anxiety and better emotional regulation than younger adults [136], given the COVID-19 pandemic, this age group is currently experiencing significant adverse psychological consequences [134,135,137]. The COVID-19 pandemic has exacerbated stressors for older adults because of the risk of becoming seriously ill and the need for social isolation to mitigate this risk.

With respect to younger age groups, two studies recruited children (ie, under 12 years old) [110,123]. Playing COTS games, mainly through consoles (ie, Nintendo Wii), helped to diminish anxiety and alleviated pain in even very young children during painful or invasive medical procedures such as burn dressing changes and dental treatment. This fact appears to be important because there is a need for therapeutic alternatives within this age range with relatively limited medication options [138].

Finally, no study emerged specifically focusing on adolescents (ie, 12-18 years old). A possible explanation could be related to the intense debate in the scientific community and the general public about the effect of video games, especially those characterized by high levels of violence, on young people’s mental health [139,140].

Concerning the health characteristics of the participants included in the studies, interestingly, COTS video games reduced stress and anxiety not only in healthy individuals (eg, [106,118,141]) but also in patients suffering from different mental disorders such as posttraumatic stress disorder [113]; Parkinson disease [109]; depression [102,114]; comorbid anxiety [102]; as well as physical problems such as physical disabilities [116], systemic lupus erythematosus [122], hematologic malignancies [105], or severe burns [123].

Regarding the experimental design, this systematic review showed that most studies (almost 60%) used an RCT design. Future studies should continue using this type of experimental design, representing the most reliable empirical design to prove a treatment’s effectiveness, thereby minimizing the impact of confounding variables [142].

The outcome measures adopted in the studies included in this systematic review predictably primarily constituted self-administered psychological questionnaires, which were used in all studies. Nonetheless, numerous studies also included physiological measures (eg, heart rate variability, blood pressure, concentration of salivary cortisol), cognitive tests, and performance tasks, which seem to be more reliable in assessing change over time. Therefore, openness to different methods of assessment is desirable from the perspective of empirical evidence. Moreover, since many different tools are used, especially self-report questionnaires, in the future, it will be essential to define a set of standard measures for the evaluation of stress and anxiety that are specific to the different age ranges of participants.

With respect to outcomes, 14 studies included in this systematic review primarily focused on investigating COTS games for reducing stress, 12 focused on anxiety, and 2 assessed both of these conditions [115,116]. Empirical evidence emerged concerning the efficacy of COTS video games in reducing both stress and anxiety.
Exergames represent one of the most appealing video game genres for inducing positive emotions and decreasing stress and anxiety. In addition to exergames and CVGs, this systematic review showed that other genres of COTS video games could also be helpful for the reduction of stress and anxiety, including action games [80,106,108,121], particularly shooter games [80,106,121] and a fighting game [106]; action-adventure games [86,107,110], including survival horror games [86]; RPGs, in particular MMORPGs [124]; sports games [108]; racing games [103]; and AR games [82].

Concerning action games, and in particular shooter games, a study performed using Counter-Strike reported a high physiological arousal response, accompanied by the perception of a positive emotional state and decreased negative emotions [80]. Based on this result, it appears possible that shooter games activate an intense arousal response in the player while improving their emotional state, likely because they require high cognitive resources [146,147]. However, this hypothesis requires further investigation.

Two other studies included in this review showed an increase in stress levels and a physiological arousal response after playing a shooter game (ie, Call of Duty), which were higher than those measured after watching nonviolent television [108] or playing a CVG (ie, Clusterz) [121].

This systematic review also offers evidence about the efficacy of action-adventure games for reducing stress, not only in young adults but also in children [86,107,110]. This fact is interesting because this genre of games includes titles suitable for children, such as those used in the two studies that emerged from the review (ie, Ice Age 2: Meltdown and Lego: Marvel Superheroes). A subgenre of action-adventure video games that reduced stress and anxiety in young adults was survival horror. One study performed on young adult male soldiers reported that playing a horror game (ie, Left 4 Dead) combined with biofeedback techniques reduced stress to a greater extent than training as usual [86]. Therefore, together with exergames and CVGs, horror games could represent another game type for effectively managing stress and anxiety.

One study in this review provides preliminary evidence that racing games could help decrease the players’ stress and anxiety, especially in children [103]. This video game genre shares many characteristics with CVGs, such as ease of learning and short duration. For this reason, it would be interesting to further explore the use of racing games for the reduction of stress and anxiety in other age groups such as adolescents and adults who could also obtain a benefit.

Based on the results of this review, another interesting genre to help reduce stress and anxiety is AR games [82], which combines smart mobile technology with physical exploration in the real world. In particular, the players of Pokémon Go, one of the most famous titles in this category released in 2016, reported a lower level of stress than nonplayers. These findings seem very intriguing since, unlike most video games, AR games such as Pokémon Go have unique features that encourage social interaction and physical movement [148-150]. They may have
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Two other studies included in this review showed an increase in stress levels and a physiological arousal response after playing a shooter game (ie, Call of Duty), which were higher than those measured after watching nonviolent television [108] or playing a CVG (ie, Clusterz) [121].

This systematic review also offers evidence about the efficacy of action-adventure games for reducing stress, not only in young adults but also in children [86,107,110]. This fact is interesting because this genre of games includes titles suitable for children, such as those used in the two studies that emerged from the review (ie, Ice Age 2: Meltdown and Lego: Marvel Superheroes). A subgenre of action-adventure video games that reduced stress and anxiety in young adults was survival horror. One study performed on young adult male soldiers reported that playing a horror game (ie, Left 4 Dead) combined with biofeedback techniques reduced stress to a greater extent than training as usual [86]. Therefore, together with exergames and CVGs, horror games could represent another game type for effectively managing stress and anxiety.
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a possible therapeutic role in helping stressed or anxious people deal with their everyday experiences.

Regarding the platform, 11 of the included studies delivered games via a console, especially Nintendo Wii Fit and Microsoft Xbox 360 with Xbox Kinect. Curiously, one of the most famous and popular consoles (ie, Sony PlayStation) was used in only one study in the PlayStation 3 version [108]. No study has used recent versions of this console, namely PlayStation 4 and PlayStation 5, released in 2013 and 2020. Nine studies included in the review used a PC as the platform and virtual reality systems were used in three studies [103,110,119]. Only one study adopted smartphones [82] or mobile consoles [113].

Finally, the effect of time of play was heterogeneous, both in terms of the number of sessions and the specific time spent playing video games. In particular, the number of sessions ranged from a minimum of 1 (eg, [36,110,117]) to a maximum of 30 or over 10 weeks [122], and the total playing time varied from a few minutes [102] to over 15 hours [122]. The fact that even single and short sessions (ie, 1 or 5 minutes) of play were effective in reducing stress and anxiety appears particularly interesting.

**Potential Risks in Using COTS Video Games for Relaxation**

In addition to offering data in favor of the effectiveness of COTS video games in reducing stress and anxiety, the results of this review also raise some critical reflections on the possible risks of using these games for this aim.

First, COTS games appear to be not always useful for relaxation. Some studies included in this review reported an increase in stress after playing a sports game (ie, FIFA 2013) [108], as well as a more intense stress and arousal response after an action game, in particular a fighting game (ie, Mortal Kombat: Komplete Edition), than a CVG (ie, Tetris Ultimate) [106]. In another study using an MMORPG (ie, World of Warcraft), highly stressed individuals reported that playing this game magnified rather than relieved their suffering [124].

Second, some gaming platforms are not suitable for all ages. In particular, concerning the use of video games played in virtual reality, it is important to emphasize the possible risks for children under 12 years old [151]. As indicated by all of the manufacturers of head-mounted displays, including Oculus VR, use in individuals under 12 years old is not recommended [151]. This decision connects to the fact that children are more vulnerable to virtual reality, as they are highly susceptible and can more easily confuse what is real and what is not real; thus, children may be less able or unable to distinguish between the real world and the virtual world [152,153]. To date, only one study focused on the safety of current virtual reality devices for children with respect to possible negative consequences on children’s eyes [154].

**Limitations**

This review does not claim to be comprehensive but rather summarizes the research on COTS video games for reducing stress and anxiety based on specific keywords used in the search string, the databases searched, and the time period under analysis. Moreover, this review analyzed video games using a specific categorization of their genres, although the best approach to classify video games is an ongoing discussion. Therefore, it is essential to emphasize the specificity of the classification used, which resembles the video games’ ESA classification as much as possible [14,96]. In addition, the included studies presented high heterogeneity for stress and anxiety levels and the recruited sample regarding age and health conditions. There was also considerable heterogeneity found in the COTS game genres, platforms, times of play, and methods used to assess stress and anxiety levels among the included studies. Therefore, the results from this systematic review require careful interpretation.

**Future Directions**

This systematic review provides several directions for future studies in this research field. First, given that COTS video games are used not only by young adults but also by people of all age groups [14], it seems necessary to further explore the use of video games to reduce stress and anxiety in diverse populations, especially in younger and older individuals. Furthermore, future studies should investigate the effectiveness of COTS video games in adolescents, a population that was not involved in any of the studies included in this review. This fact seems essential since the use of video games can favor adolescent adherence to psychological support programs more than traditional psychotherapy [155], and because young individuals often suffer from high levels of stress and anxiety, especially in this particular historical moment linked to the COVID-19 pandemic [155-157].

Second, since few studies performed to date used COTS games of a genre other than exergames or CVGs, future studies are needed to explore the efficacy of other genres in reducing stress and anxiety. In particular, based on the results that emerged from the review, the action, action-adventure, RPG, sports, racing, and AR games appear to be particularly interesting in this regard.

Third, these studies often adopted gaming platforms that are dated or not very accessible to the public. Future studies should also adopt more popular and widely used gaming devices (eg, PlayStation 4 or the newest PlayStation 5, Oculus Quest, or Oculus Quest 2). It also seems essential to investigate improved mobile gaming in the future, which could offer unique advantages over traditional tools such as a PC or console because of its potential ubiquity and real-time use.

Fourth, the most effective number of sessions and playing time required to achieve relaxation remain unclear. Future studies should address such aspects in detail, for instance by comparing shorter and longer times of play to identify the optimal playing time for reducing stress and anxiety. It also seems to be essential to verify how long the benefits of COTS games on anxiety and stress can last through follow-up studies.

Fifth, the quality assessment performed using the MMAT suggests that even if much of the research in this area is of high quality, methodological concerns are a significant issue for many studies. Researchers should follow reporting guidelines
to ensure the completeness of the dissemination of research findings.

Finally, future studies are needed to explore the relationship between the effectiveness of COTS games for reducing stress and anxiety, and individual preferences concerning the genre and the gaming platform. In fact, such characteristics can have a meaningful impact on the efficacy of specific video games for diminishing stress and anxiety [58,158,159]. Furthermore, in the future, it will be necessary to investigate how other individual characteristics may influence the efficacy of COTS games in reducing stress and anxiety, including personality and cognitive ability.

Implications for Clinical Practice

The findings of this review have some practical implications for health care practitioners. The COTS games that have more experimental evidence for their effectiveness in reducing stress and anxiety are the exergames and CVGs. Even short sessions of playing (eg, 1 or 5 minutes) can be helpful for relaxation. It is possible to use COTS video games for reducing stress and anxiety not only in healthy people but also in individuals with several mental and physical health problems. Finally, when selecting the gaming platform, it is essential to consider the player’s age (ie, avoiding virtual reality for children under 12 years of age).

Conclusions

To summarize, this systematic review provides evidence of the benefits of COTS video games for reducing stress in children, young adults, and older adults. Efficacy has been demonstrated not only for exergames and CVGs but also for other genres of video games including action games, action-adventure games, and AR games. Various gaming platforms (ie, consoles, PCs, smartphones, portable consoles) showed positive results, including the most innovative platforms represented by virtual reality systems. Given their low cost and popularity among millions of players worldwide, COTS games may be an important tool in reducing stress and anxiety for many individuals, diminishing the existing psychological support barriers.
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Abstract

Background: During the COVID-19 pandemic, we saw telehealth rapidly become the primary way to receive mental health care. International research has validated many of the benefits and challenges of telehealth known beforehand for specific population groups. However, if telehealth is to assume prominence in future mental health service delivery, greater understanding of its capacity to be used to provide psychosocial support to people with complex and enduring mental health conditions is needed.

Objective: We focused on an Australian community-managed provider of psychosocial intervention and support. We aimed to understand service user and worker experiences of psychosocial support via telehealth throughout the COVID-19 pandemic.

Methods: This study was jointly developed and conducted by people with lived experience of mental ill health or distress, mental health service providers, and university-based researchers. Semistructured interviews were conducted between August and November 2020 and explored participant experiences of receiving or providing psychosocial support via telehealth, including telephone, text, and videoconferencing. Qualitative data were analyzed thematically; quantitative data were collated and analyzed using descriptive statistics.

Results: Service users (n=20) and workers (n=8) completed individual interviews via telephone or videoconferencing platform. Service users received psychosocial support services by telephone (12/20, 60%), by videoconferencing (6/20, 30%), and by both telephone and videoconferencing (2/20, 10%). Of note, 55% (11/20) of service user participants stated a future preference for in-person psychosocial support services, 30% (6/20) preferred to receive a mixture of in-person and telehealth, and 15% (3/20) elected telehealth only. Two meta-themes emerged as integral to worker and service user experience of telehealth during the pandemic: (1) creating safety and comfort and (2) a whole new way of working. The first meta-theme comprises subthemes relating to a sense of safety and comfort while using telehealth; including trusting in the relationship and having and exercising choice and control. The second meta-theme contains subthemes reflecting key challenges and opportunities associated with the shift from in-person psychosocial support to telehealth.

Conclusions: Overall, our findings highlighted that most service users experienced telehealth positively, but this was dependent on them continuing to get the support they needed in a way that was safe and comfortable. While access difficulties of a subgroup of service users should not be ignored, most service users and workers were able to adapt to telehealth by focusing on maintaining the relationship and using choice and flexibility to maintain service delivery. Although most research participants expressed a preference for a return to in-person psychosocial support or hybrid in-person and telehealth models, there was a general recognition that intentional use of telehealth could contribute to flexible and responsive service delivery. Challenges to telehealth provision of psychosocial support identified in this study are yet to be fully understood.
The aims of this study were twofold—first, to understand the telehealth for people with complex mental health conditions. This project explored the provision of psychosocial support via and society [13].

Some of the most commonly cited barriers to implementing telehealth services before the pandemic included reduced opportunities for nonverbal cues and eye contact [8], reduced worker confidence in rapport-building and limited worker buy-in [11], technical issues (including poor audio quality, time lag, problems downloading software, and slow internet connection) [10]; inequitable access to internet, and reduced rapport between participants and workers [7-9]. Challenges notwithstanding, in the face of widespread international service disruption wrought by COVID-19, telehealth rapidly became, for many, the primary way to receive mental health care.

During the pandemic, extensive reporting of the benefits of telehealth consultations [12] for mental health assessment, treatment, interventions, and ongoing support largely validated the prepandemic experiences of psychiatrist- or psychologist-based services and psychoeducational programs (eg, chronic disease management, therapeutic support for anxiety and depression, and support groups). However, there has been less direct study of the impact on psychosocial support delivered to people with moderate to severe mental health problems. Psychosocial support aims to assist people make sense of what is going on for them, explore possibilities, and manage daily tasks in their natural environments—the effectiveness of which is typically reliant on strong relationships between service users and workers. These types of interventions frequently involve the provision of practical support and “walking alongside” people as they engage in work, home, and community life. The pandemic further tested the mental health of many people by creating a situation that restricted people from natural support, community connections, and the routines and rhythms of daily life that contribute to the well-being of individuals, communities, and society [13].

This project explored the provision of psychosocial support via telehealth for people with complex mental health conditions. The aims of this study were twofold—first, to understand the service user and workers experience of provision of psychosocial support via telehealth through the COVID-19 pandemic, and second, to use findings to inform planning for the incorporation of telehealth into future service delivery.

Methods

Study Setting

The study focus was an Australian community-managed provider of psychosocial intervention and support called Neami National. Neami community support workers provide tailored psychosocial interventions focused on supporting adults with moderate to severe mental health problems such as psychotic disorders and severe mood disorders, to live well in the community or navigate acute distress or ill health. Neami assists over 9000 people each year to work toward goals that may include community participation, managing daily tasks, undertaking work or study, finding housing, and strengthening social connections. These psychosocial supports and interventions are commissioned by federal or state governments or local health districts and are regularly described by service users as central to sustaining their mental health and well-being, increasing their ability to cope with the ups and downs of life, and reducing their need to access more intensive, clinical or acute mental health services.

Prior to the pandemic, Neami predominantly provided psychosocial supports for individuals or groups in face-to-face settings with infrequent telehealth offerings. During the COVID-19 response period, government lockdown restrictions affected Neami service provision across Australia, and almost overnight, in-person psychosocial support transitioned to telehealth (videoconferencing, text or instant messaging, and telephone). Nationally, staff continued to provide a range of service offerings including group and individual work via telehealth; however, the more practical face-to-face supports could not be provided in their usual way. This study took place between August and November 2020, during which Victoria was at the epicenter of Australia’s COVID-19 second wave crisis; Victoria experienced the most severe and prolonged lockdown in Australia (15 weeks). During this time, other Australian states and territories experienced fewer restrictions; however, telehealth was widely offered. Neami sought to learn from pandemic-forced changes to service delivery by understanding worker and service user experiences of these different ways of receiving psychosocial support and identifying the barriers, enablers, and opportunities for telehealth in psychosocial- or recovery-focused practice.

Design

We designed a qualitative exploratory methodology that reflected an interpretive approach [14] to understand service user and worker experience of psychosocial support via telehealth through the COVID-19 pandemic. The research was
Participants
A combination of purposive, convenience, and snowball sampling was used to recruit 2 participant groups—service users and workers—from a range of Neami sites across Australia. The study was promoted to service users (1) via information posted on a digital platform enabling direct contact with the research team, and (2) through conversation with Neami workers, who obtained permission to pass on contact details to the researchers. Workers were informed of the study through internal Neami channels and team meetings. Workers with experiences of service users being challenged by telehealth or who had become disconnected because of telehealth were intentionally sought out. Prospective participants who expressed interest in the research received detailed information about the study via an email or telephone call from a member of the research team (AV). A second contact was made with prospective participants to gain consent to participate and arrange a preferred time and modality for the interview—phone, videoconference, or a hard copy of the interview questions if they wished to respond in writing. Participants gave verbal consent at the commencement of the interview or signed and returned a written consent form prior to interview. The voluntary nature of participation was explicitly communicated, and people were advised that they could change their mind or withdraw at any time. They were also advised that their choice to not participate or to withdraw participation would not in any way affect their relationship with Neami, Neami workers, or the service they provide or receive.

Data Collection
A semistructured interview guide was used with both service users and workers. Questions explored participant experiences of receiving or providing psychosocial support via telehealth platforms including telephone, text, and videoconferencing. We were particularly interested in learning about the challenges and opportunities telehealth support offered during a global pandemic, how it differed from the types of support people had received or provided in the past, and what role they saw it playing into their future. The interviews were conducted by 5 researchers (AV, PE, SO, HR, GM) and took place between August and November 2020. They ranged in length from 30 to 60 minutes and were recorded and transcribed verbatim. Service user participants received a Aus $40 (approximately US $29.45) gift voucher as a token of appreciation.

Data Analysis
Interview data were analyzed thematically in keeping with the techniques described by Braun and Clark [15]. The process was inductive and began with 3 researchers (AV, HR, and SO) rereading the transcripts to increase familiarity with the data and noting ideas as preliminary codes. A discussion of these ideas with the whole research team then led to the generation of initial categories. Researchers (AV, HR, SO, and GM) returned to the transcripts and organized data relevant to each category. The categories were reviewed with the research team for input and feedback, and then, mapped to generate themes and subthemes. Themes were again reviewed, refined, and summarized by all researchers to ensure that they had clear parameters and fit with the coded extracts. Data extracts were checked for accuracy (SO, HR, AV). The study was approved by the University ethics committee (HRE20-115) and Neami.

Results
Table 1 provides a worked sample of the theme development.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Subtheme</th>
<th>Categories</th>
<th>Sample quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Creating safety and comfort</td>
<td>Trusting in the relationship</td>
<td>Trusting workers—feeling safe</td>
<td>“We did develop quite a good relationship, I would say. I feel quite comfortable being able to talk to her and, you know, let her know what’s happening” [Li, Service user]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>“she’s always been really good and dedicates a lot of time to me” [Christine, Service user]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>“we all started off a bit clunky and then as confidence increased and as I think you said before, you know, part of that rapport building is just kind of being a bit - you know, the genuineness and if people can do that, then that encourages rapport and then that encourages trust, and then that encourages the connection. So, it’s those things, isn’t it? It’s a package deal.” [Julia, Service user]</td>
</tr>
<tr>
<td>Determination to keep service users engaged</td>
<td></td>
<td></td>
<td>“They just found it too hard which was really disappointing because it's something I was quite excited about and they just found it too hard to do and I guess being able to sort of explain or sort of help someone navigate that process, it's kind of a bit ironic that, you know, I'm trying to do that via telehealth, sort of teach them how to use the telehealth and it just didn't work.” [Liam, Worker]</td>
</tr>
<tr>
<td>Equalizing power—mutual learning (and we are all in this pandemic together)</td>
<td></td>
<td></td>
<td>“I feel like they know more about the platforms than we do. So, I feel sometimes they’ve helped us out with using it than the other way around.” [Megan, Worker]</td>
</tr>
</tbody>
</table>
Participant Characteristics
Participaants included 20 service users and 8 workers. Detailed diagnostic information was not collected from individual service users; Neami supports people with enduring mental health challenges and diagnoses—typically psychotic disorders, mood disorders, or personality disorders. Half of service user participants (10/20, 50%) and 38% of worker participants (3/8) lived in Victoria, which was subject to a prolonged period of lockdown during 2020. Most service users (17/20, 85%) had not used telehealth services for psychosocial support prior to the pandemic. Service users ranged in age from 17 to 68 years, with 55% service user participants (11/20) under 40 years of age and 45% over 40 years of age (9/20). Of the 20 service user participants, 16 (75%) self-identified as female, 4 self-identified (25%) as male, and 0 (0%) self-identified as nonbinary. All service users (20/20, 100%) described English as the main language spoken at home; 1 service user self-identified as Aboriginal and/or Torres Strait Islander, 4 self-identified cultural backgrounds including Iranian, Lebanese and Malay/Chinese. Four service users disclosed health conditions that they felt affected their ability to engage with telehealth including mild hearing impairments, back injury, migraines, chronic pain, complex PTSD, sensory issues, ear issues, and fatigue. It was not possible for us to contact service users who had disengaged from mental health support during the pandemic and impressions of their experiences of telehealth relied upon reports from workers. Of the 8 worker participants, 5 self-identified as female, and 3 self-identified as male. All worked in direct psychosocial support roles, with duration of employment at the Neami ranging from 10 months to 6 years.

Current and Preferred Use of Telehealth Services
During the study period, 60% (12/20) of service user participants received psychosocial support services from Neami by telephone, 30% of service user participants (6/20) received support services by videoconferencing, and 10% of service user participants (2/20) received support services by both telephone and videoconferencing. For those who chose to disclose information about other teelth services with which they had engaged (for example medicine, psychiatry, psychology), 18% (3/17) received services via phone, 41% (7/17) via videoconferencing, and 41% (7/17) via a blend of approaches. Of note, 55% (11/20) of service user participants stated a future preference for in-person psychosocial support services, while 30% (6/20) preferred to receive a mixture of in-person and telehealth, and 15% (3/20) elected telehealth only.

Key Themes
Analysis of interview data revealed 2 major themes as integral to worker and service user experience of telehealth during the pandemic: (1) creating safety and comfort, and (2) a whole new way of working (Table 2).

Table 2. Themes, subthemes, and categories.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Creating safety and comfort</strong></td>
<td></td>
</tr>
<tr>
<td>Trusting in the relationship</td>
<td>• Trusting workers—feeling safe</td>
</tr>
<tr>
<td></td>
<td>• Determination to keep service users engaged</td>
</tr>
<tr>
<td></td>
<td>• Equalizing power—mutual learning (and we are all in this pandemic together)</td>
</tr>
<tr>
<td>Matching service offering with service user need</td>
<td>• Getting what I need (or not)</td>
</tr>
<tr>
<td></td>
<td>• Not getting practical support</td>
</tr>
<tr>
<td></td>
<td>• Recognizing and responding to the nature of distress</td>
</tr>
<tr>
<td></td>
<td>• The pros and cons of different platforms for different needs</td>
</tr>
<tr>
<td>Having and exercising choice and control</td>
<td>• Options made explicit; choices offered</td>
</tr>
<tr>
<td></td>
<td>• Choices in platforms</td>
</tr>
<tr>
<td></td>
<td>• Choices in ways and timing of engagement</td>
</tr>
<tr>
<td></td>
<td>• Choices in content/focus</td>
</tr>
<tr>
<td>Spaces and strategies that enable privacy and safety</td>
<td>• Private spaces to talk freely</td>
</tr>
<tr>
<td></td>
<td>• The value of physical therapeutic spaces</td>
</tr>
<tr>
<td></td>
<td>• Flexibility required for privacy and safety</td>
</tr>
<tr>
<td></td>
<td>• Digital security not really a concern</td>
</tr>
<tr>
<td></td>
<td>• Having time creates a sense of safety</td>
</tr>
<tr>
<td><strong>A whole new way of working</strong></td>
<td></td>
</tr>
<tr>
<td>Doing things differently</td>
<td>• Following the rules or making up the rules as we go</td>
</tr>
<tr>
<td></td>
<td>• Trying things out—Learning as we go and “winging it”</td>
</tr>
<tr>
<td></td>
<td>• Shifting assumptions about “good practice”</td>
</tr>
<tr>
<td></td>
<td>• Service users and workers showing flexibility</td>
</tr>
<tr>
<td>Good practice in telehealth takes time, effort and organizational support</td>
<td>• Building skills and confidence</td>
</tr>
<tr>
<td></td>
<td>• Developing and adjusting to new ways of working</td>
</tr>
<tr>
<td></td>
<td>• Resourcing workers</td>
</tr>
<tr>
<td></td>
<td>• Resourcing service users</td>
</tr>
</tbody>
</table>
Creating Safety and Comfort

**Trusting in the Relationship**

Trust was a feature of strong and safe worker and service user relationships. This, alongside worker skills and attributes, positively influenced service users’ feelings of safety and comfort with telehealth. Service users expressed appreciation for workers showing patience and focus, taking the time to listen, being respectful and understanding, and adapting to reduced visual cues. All but one service user felt that telehealth sessions benefited from having a preexisting relationship with their Neami worker; this was also the case for telehealth sessions with their general practitioner, psychiatrist, or other health professional. For many service users, their sense of safety and comfort with telehealth increased with a developing therapeutic relationship, time, and practice:

Yeah, it was hard first, like our first few sessions because I was like, oh, new person again… and I was like, "I'm scared I'm going to have to retell everything and be like kind of opening up trauma again." It wasn't like that at all. That was just my thoughts racing but our first session on the phone was like - she was very just like, "Get to know each other, don't really talk about the mental health side of it yet." Then our second session was more comfortable. I knew her name, she knows me, and then from then we kept having phone calls. [Carol, Service user]

Likewise, workers appreciated the trust service users placed in them and the generosity shown. For example, workers expressed some surprise that many service users

still rated it as a positive experience despite my misgivings about sort of like, you know, all the hiccups and interruptions and, you know, other headaches of the technology it wrought. [Aran, Worker]

Overall, there was an acknowledgment that both workers and service users were learning together and were simultaneously adapting to the impacts of the pandemic and varying forms of lockdown and restriction. These shared experiences appeared to equalize power in some service user–worker relationships.

**Matching Service Offering With Service User Need**

Different forms of telehealth were perceived to be more or less helpful, at different times, for recognizing and responding to varying degrees of distress. All participants acknowledged that telehealth offered a convenience that was not always possible with in-person support. It was handy to quickly and easily obtain scripts for medication, have a brief medical consultation, and gain emotional support:

...picking up the phone isn’t as hard as having to go out and drive all the way kind of to the other side of town to go sit in a waiting room and wait to see someone [Christine, Service user]

In addition to savings in time and effort, some service users found that the telephone provided a safer space for psychosocial support because you are not face-to-face with them in person. It feels more like a safer zone that, you know, you don’t see that person [Li, Service user]

However, for some service users, particularly those experiencing high levels of distress, telephone sessions felt far more challenging and unsafe than in-person support. One person in particular described feeling very alone and unsafe with all forms of telehealth:

Oh, I actually hate it. I was really surprised with hearing how it worked for other people because it just doesn’t work for me. It really doesn’t feel safe to me and, yeah….like, when I’m really distressed or going into heavy things or vulnerable things, it’s just I just often feel like I can’t do it and I can’t do it on my own and I need a lot of help and support and I just don’t feel the support through telehealth. [Anita, Service user]

Service users who found it more challenging to communicate distress over the telephone appreciated the visual cues offered by videoconferencing. This was very important for people who described having trouble expressing themselves when feeling unwell:

I end up losing a lot of language and so if they don’t have the visual cue, I feel like possibly they don’t actually pick up how not good I actually am. [Mia, Service user]

Videoconferencing platforms added an extra challenge for some service users who reported that seeing their own image on screen made them feel uncomfortable and unsafe. For 2 participants with eating disorders, this experience was at times so distressing and distracting they reported needing to end the session earlier than scheduled.

**Having and Exercising Choice and Control**

If I had an option to pick face-to-face or telehealth, I’d probably go face-to-face but if the question was, "What’s easier?" I’d say telehealth [Carol, Service user]

Participants told us that having some capacity to control the terms of engagement with telehealth led to more positive experiences. Although the organization encouraged the use of a specific digital teleconferencing platform, workers found that many service users did not have the equipment or sufficient data required to gain access. In response to these challenges, many workers chose to adopt the platform of the service user’s choice. Workers and service users reported that platform preferences were usually based on familiarity, ease of access, and confidence. In addition to choice in platform type (eg, phone, video, text messaging), workers also offered choice in the timing and availability of connection (eg, when and for how long, planned, short notice, spontaneous, asynchronous) and in the focus of the session (eg, putting some things on hold that did not feel right to focus on via telehealth, choosing matters of highest priority).

Workers told us that by offering choices, they hoped to increase service users’ engagement, safety, and comfort with telehealth. However, the reality was that a significant number of service
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users did not have real choices or the ability to exercise control. For example, some did not have the technology or the data available to them to engage with videoconferencing or even phone contact—

...they literally don’t have the tools to do it... [Violet, Worker]

or could not navigate platforms on their own. Workers were concerned that a significant number of people had dropped out of contact with the service, and although some service users had indicated that they would resume contact when meetings could be in-person, others just disappeared. This seemed to be particularly the case for people engaged with group-based psychosocial interventions:

I saw people just fall away. [Ava, Worker]

Spaces and Strategies That Enable Privacy and Safety

The physical space in which telehealth sessions occurred mattered to both workers and service users. A small number of service users noted that spaces in their homes did not afford the safe “therapeutic holding” they experienced in a physical office with a physically present support worker. This meant that those service users did not engage in the same therapeutic work they might have done had they attended in-person. Irrespective of the nature of the therapeutic work, feeling safe in a telehealth session for most service users meant that those they lived with could not overhear their sessions. Of equal importance for service users was the need to be reassured that their support worker was also engaging with them from a quiet and private place:

There’s been times where it’s been challenging and I was like, “Oh, am I actually - do I want to say stuff because I don’t want anyone else to hear…..” I would tell her I don’t feel comfortable saying some things when I can hear other people in the back. [Carol, Service user]

Challenges to safety and privacy seemed to be exacerbated in group-based work where both service users and workers had less control over the contexts of the other group participants;

I’ve had people ask me, who is listening to this? Is this being recorded? [Ava, Worker]

Notably, for all participants in this study, safety was also associated with the relational space afforded or restricted by telehealth;

I started to realize how much of my job isn’t actually about what people say but picking up on other things. [Violet, Worker]

Some service users sensed that their support workers had more time available when using telehealth; this created less time pressure during their exchanges, allowed for more conversation, and enhanced a sense of safety. Being able to control the level of anonymity in the exchange was also important for feelings of safety and comfort. This often meant that it was significant for service users to have the choice of turning their video on or off in sessions;

I could also have the option of turning off my camera but still being there, and they were very like accepting of that. [Carol, Service user]

Although all workers expressed support and understanding for service users who wanted to only show a blank screen, or be the voice at the end of a phone line, some expressed doubts about their ability to connect when working with very vulnerable people they could not see—

Really hard to do on the phone because there’s that whole disconnect. [Ava, Worker]

Of note, few workers reported the need to address the security of online platforms used for telehealth with service users. This may be because while the security of the online platform used was important for some service users, most of the people we interviewed stated that they either had not thought about it or were not concerned. For some of the service users, trust in their worker influenced their trust in the platform used for telehealth:

I trust that the people that I’m having the Zoom meeting with have done their homework and they’ve chosen a platform which is going to be secure and not be hacked... [Laura, Service user]

A Whole New Way of Working

Doing Things Differently

The data revealed that telehealth was not just about a different mode of connecting; it required a whole new way of working. Unable to rely on previously proven ways of providing psychosocial support, workers made great efforts to be flexible and responsive in maintaining engagement and meeting people’s needs. Workers told us they needed to think and work flexibly and differently.

While the flexibility of new and different ways of working was appreciated by many service users, for some, the increased flexibility came at the cost of predictability. For one participant, changes to service delivery meant that there was

way too much choice

and this left her feeling as though she

didn’t know the rules anymore. [Anita, Service user]

Workers told us that the loss of predictability and constant need for flexibility and adaptation left them feeling fatigued. Constantly adapting meant that changes to practice were often made in the moment. Sessions became shorter and sometimes more frequent; poor internet connections were managed by quickly switching to phone; and a lack of privacy or safety at home was accommodated by doing sessions in the car, or at a local park, or at a different time altogether. Most of the workers felt as though they were constantly “winging it”; this was the case even for those with self-described high-level technological skills.

A number of service users told us that despite workers’ best efforts, the real value of psychosocial support was lost in telehealth because it did not give them the social interaction and practical support important for their well-being. As one participant said,
I still don’t know how to handle life- for me to do this I need practice. [Hannah, Service user]

Workers were particularly concerned that telehealth was not suitable for people experiencing financial hardship, unstable accommodation, homelessness, or in prison:

So, although we’ve got the platforms available...I think they really need that sort of practical face-to-face engagement, like either center based or outreach. [Liam, Worker]

**Good Practice in Telehealth Takes Time, Effort, and Organizational Support**

Although most service users identified time savings as one of the major benefits of telehealth, workers described many aspects of telehealth as taking considerable time and effort. Being responsive to service user needs and working flexibly meant that extra time was required for planning, building technical skills, and developing supportive relationships. Workers spent time providing technical support to service users while simultaneously learning how to use new platforms themselves. They reported variable levels of organizational recognition of the time required to engage via telehealth and expressed a need for being able to maintain valued elements of telecommunication platforms used. Rather, this appeared to involve transitions to new settings and technologies, such as remote communication modalities to use and how to use them. This also allowed for opportunities presented by telehealth to be capitalized upon, such as convenience of access and appointments being less rushed. In line with other reports of the use of telehealth [1-7], using more remote communication channels sometimes overcame discomfort associated with in-person interaction. There also appeared to be a potential to increase the power and control the client had within the relationship through these choices, which may be especially important in this often-disempowered client group.

**Discussion**

**Principal Findings**

We examined the experiences of Australian community mental health service users with the transition to telehealth service delivery during the COVID-19 pandemic. Overall, our findings highlighted that most service users experienced telehealth positively, but this was dependent on them continuing to get the support they needed in a way that was safe and comfortable. The first of 2 themes was ensuring telehealth was a safe means of interacting. Among a population with high rates of prior trauma and past experiences of involuntary or coerced treatment, trust, and safety are especially important in service delivery [16].

In common with previous telehealth implementations [5,7,17], service users indicated a need to adapt to new ways of interacting with services, and workers expressed concerns that technical difficulties and a lack of in-person presence would interfere with maintaining an effective helping relationship. We found that during this pandemic, when telehealth was typically the only way to receive psychosocial support, service users were generally willing to adapt, and adjustment to a new service delivery model could be navigated for most. Generating a sense of safety and ensuring needs could still be met appeared important to successful telehealth service delivery. Notably, safety did not seem to be related to security or usability of the telecommunication platforms used. Rather, this appeared primarily related to being able to maintain valued elements of supportive relationships with workers. However, it appeared that workers could foster this sense of safety and continuity of support by ensuring clients could exercise choices about which communication modalities to use and how to use them. This also allowed for opportunities presented by telehealth to be capitalized upon, such as convenience of access and appointments being less rushed. In line with other reports of the use of telehealth [1-7], using more remote communication channels sometimes overcame discomfort associated with in-person interaction. There also appeared to be a potential to increase the power and control the client had within the relationship through these choices, which may be especially important in this often-disempowered client group.

The service user’s own environment was also a major factor in the creation of a sense of safety, with privacy being raised as an issue, consistent with the findings of some other examinations of telehealth [18,19]. Potentially, this can be navigated by problem solving—finding a suitable location for telehealth calls to take place. However, it is also important to note that workers reported disengagement from a number of service users who
were unable to use telehealth and concern in meeting the needs for persons without stable accommodation, who may be most in need. This is in line with international reports of experiences, for example, a major survey of UK mental health practitioners found the majority had lost contact with some service users due to the shift to remote working [12].

The second overall theme highlighted some of the demands that the shift to telehealth resulted in for both service users and workers, including a need for flexibility, and tolerance of unpredictability. Several worker participants cited technological issues experienced by both themselves and service users as a key challenge to providing effective support via telehealth. This emphasizes the importance of services that ensure supporting systems are prioritized at an organizational level in order to allow workers to have the technical support and equipment needed, in good time [20]. In common with previous research findings [7], workers also experienced telehealth as fatiguing. This partly appeared attributable to having to adapt to a new mode of practice, but also to having to meet the additional out-of-session work required and facing greater challenges in reading nonverbal cues to maintain rapport. It is notable that randomized controlled trials have not found formal client ratings of therapeutic rapport to be lower with telehealth than with in-person delivery [5,6,21]. On the other hand, the demand on workers in maintaining rapport can be greater in the absence of nonverbal cues.

Notably, the challenges to telehealth provision of psychosocial support identified in this study, in particular creating the sense of walking alongside people in life, are yet to be fully understood. Unexpectedly, however, the need for different communication approaches also appeared to create a positive change in the way that both workers and service users thought about the nature of service interaction. This appeared to open up the possibility of new ways of practice, by embracing remote communication as a previously underutilized means of connecting with and supporting clients. This aligns with hopes that the rapid introduction of telehealth may create opportunities to transform care [22,23]. Overall, this study highlighted that, for participants, the introduction of telehealth represented a fundamental change in practice rather than a mere change in means of communication.

Findings highlight a range of enablers and opportunities that can inform service delivery during the immediate postpandemic period and beyond. They demonstrate that more flexible ways of providing support, including hybrid approaches combining face-to-face and telehealth options, are welcome and should be embraced. However, service changes must be accompanied by acknowledgment that telehealth involves a different way of working together and not simply a different platform. Adequate supports—resources; training; coaching and encouragement; and time to practice, build skills, and confidence—are required to enable both service users and workers in navigating the new way of working and the new rules of engagement. Positive early telehealth interactions are critical in supporting people, to persist and overcome any technical issues that arise; therefore, organizations need to foster positive attitudes and skills in staff around the potential and practice of telehealth [24] for psychosocial service delivery. Resistance to more hybrid modes of psychosocial service delivery is likely to persist from some workers and service users; however, witnessing or hearing about the benefits and being adequately supported to adapt to new ways of working may overcome this hesitation. The ongoing use of telehealth in psychosocial interventions and supports will likely see continuing creative adaptations that will benefit those using these services; however, our findings highlight the crucial role of choice and caution against wholly telehealth service provision; most service users did not want this.

**Strengths and Limitations**
Our study strengths were the naturalistic examination of telehealth implementation, with a research team combining lived experience and multidisciplinary expertise. However, while the researchers tried to source people who had less positive experiences of telehealth, workers informed us that many of these service users had ceased contact with Neami. Furthermore, the use of telephone or videoconferencing to conduct interviews were barriers to including a sample representing all views, and impressions of these experiences relied upon reports from workers. It should also be noted that experiences of telehealth implementation during the unique circumstances of the COVID-19 pandemic may not be generalizable to other situations. Indeed, the government restrictions on in-person contact were especially strict and prolonged for many participants in this study.

**Conclusions**
The findings of this study suggest that the rapid transition to telehealth created the opportunity for a whole new way of thinking about and providing psychosocial support. While access difficulties of a subgroup of service users should not be ignored, most service users and workers were able to adapt to telehealth adoption by focusing on maintaining the relationship and using choice and flexibility to maintain service delivery. Together with opportunities for increasing access, this suggests that within community mental health services, telehealth has value as a new domain of practice.
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Our recently published paper [1] that analyzed tweets about mental health crisis teams in the United Kingdom has sparked debate and some objections on social media, and we would like to clarify our position.

Our intention in conducting this research was to amplify voices and perspectives that may not be captured in more traditional qualitative research. Our findings highlight how, compared to views obtained using interviews and focus groups [2], Twitter users reported more negative experiences of mental health crisis services and described difficulties not identified by more standard qualitative methods. Social media research enables access to a broader range of voices, as it does not rely on recruitment via services. This has potential to usefully inform service developments, particularly in highlighting problems of access, engagement, or acceptability, and can help providers become more aware of how their services could be improved.

In planning this study, we obtained university ethics approval and followed guidance for social media research [3,4]. Only tweets from public accounts were included, and we did not record Twitter usernames or profiles. To avoid tweets being traceable to specific individuals, we paraphrased tweets rather than quoting them directly, using forms of words that were common across a body of similar material, and avoided using material about specific personal difficulties or circumstances.

Although we took care with our approach and felt we were able to reflect important concerns about a major service model, the publication of our paper has raised concerns that we feel other researchers should be aware of. The paper has divided opinion, with some social media users from a range of backgrounds strongly feeling that this form of social media data use is intrusive and that, even though material was in the public domain and was paraphrased, obtaining more specific consent was warranted. Conversations on Twitter may blur public and private, especially where it is used to share experiences among a community that includes people in vulnerable states.

Acceptability of research approaches, especially to people with relevant lived experience is clearly important. We would therefore not ourselves use a similar approach again without clear guidance being available that reflects what is acceptable to a fuller range of stakeholders. We recommend to other researchers being aware that use of material from public tweets may not be found acceptable even where ethical approval has
been obtained and guidance followed. We hope this letter can contribute to the development of consensus and clear guidance on how researchers should navigate the complexity and variety of views that exist about social media content.
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Abstract

Background: Accumulating evidence suggests that the COVID-19 pandemic has negatively impacted the mental health of individuals. However, the susceptibility of individuals to be impacted by the pandemic is variable, suggesting potential influences of specific factors related to participants’ demographics, attitudes, and practices.

Objective: We aimed to identify the factors associated with psychological symptoms related to the effects of the first wave of the pandemic in a multicountry cohort of internet users.

Methods: This study anonymously screened 13,332 internet users worldwide for acute psychological symptoms related to the COVID-19 pandemic from March 29 to April 14, 2020, during the first wave of the pandemic amidst strict lockdown conditions.
A total of 12,817 responses were considered valid. Moreover, 1077 participants from Europe were screened a second time from May 15 to May 30, 2020, to ascertain the presence of psychological effects after the ease down of restrictions.

Results: Female gender, pre-existing psychiatric conditions, and prior exposure to trauma were identified as notable factors associated with increased psychological symptoms during the first wave of COVID-19 (P<.001). The same factors, in addition to being related to someone who died due to COVID-19 and using social media more than usual, were associated with persistence of psychological disturbances in the limited second assessment of European participants after the restrictions had relatively eased (P<.001). Optimism, ability to share concerns with family and friends like usual, positive prediction about COVID-19, and daily exercise were related to fewer psychological symptoms in both assessments (P<.001).

Conclusions: This study highlights the significant impact of the COVID-19 pandemic at the worldwide level on the mental health of internet users and elucidates prominent associations with their demographics, history of psychiatric disease risk factors, household conditions, certain personality traits, and attitudes toward COVID-19.

(MJMIR Ment Health 2021;8(8):e28736) doi:10.2196/28736
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Introduction

The emergence of novel SARS-CoV-2 in December 2019 and the global spread of COVID-19 have become the most severe and publicized human crises in recent history. As of June 29, 2021, the global burden of COVID-19 has exceeded 180 million cases worldwide [1].

The impact of COVID-19 on mental health has recently emerged as a matter of enormous concern [2]. A number of factors related to the pandemic can adversely affect the mental health of individuals, with an even higher risk in those predisposed to psychological conditions [3]. Being in quarantine or isolation for extended periods of time has been associated with depression, anger, anxiety, and suicide as reported in several studies. Similarly, the uncertainty of economic recovery and loss of job security are important factors previously associated with psychological conditions [4-6]. Concerns have also been raised about an increase in the incidents of domestic violence and “screen time” of individuals during the COVID-19 pandemic [7-9], both of which are known risk factors for the development or worsening of psychological conditions [10]. Furthermore, the fear and paranoia of being infected with SARS-CoV-2 and social discrimination could negatively impact mental well-being [11]. The fear of losing a loved one and the grief following loss are other potential disturbances to mental health accompanying serious disease outbreaks [12,13].

Therefore, an assessment of the mental health impact of the COVID-19 pandemic on a global scale is paramount for optimization of mental health services to reduce the long-term morbidity and mortality related to the COVID-19 crisis. Furthermore, this information could aid policymakers in improving the compliance of the general public to lockdown measures [3]. Importantly, COVID-19 and the resulting physical distancing measures have established an unprecedented need to implement and optimize digital mental health services. The experiences and opinions of computer-literate individuals could help in tailoring the services according to their needs, as they are the most likely beneficiaries of digital mental health services [14-16]. The identification of specific individual or community-based vulnerability patterns could also assist in developing strategies to more efficiently deliver mental health services to vulnerable groups. Similarly, by elucidating potential resilience factors that are negatively associated with psychological symptoms, digitally-based strategies could be developed to guide susceptible individuals toward activities that could lessen their distress.

To address this, we assembled a team of health professionals (neuroscientists, psychiatrists, psychologists, data scientists, and medical students) across multiple countries to develop a global online study on the mental health impact of the COVID-19 pandemic. Our first assessment employed a fully anonymous online survey screening individuals in multiple countries for indicators and/or risks of general psychological disturbance, posttraumatic stress disorder (PTSD), and depression. The prevalence of these conditions was then cross-analyzed with participants’ demographics, opinions/outlooks, certain personality traits, current household conditions, previous psychiatric disease history, and factors associated with COVID-19 to identify specific risk and resilience factors. The analysis revealed alarming trends for general psychological disturbances, and risks for PTSD and depression that were specifically associated with participant demographics, personality traits, household conditions, previous psychiatric disease and/or risk factor history, and prediction about COVID-19 resolution. One month later, a limited second assessment was performed targeting European participants when lockdown restrictions had been slightly eased.

Methods

Study Design

The study included two assessments separated by 1 month. The first assessment involved a cross-sectional electronic survey–based assessment of individuals above the age of 18 years willing to participate in the study. The anonymous survey was conducted among participants from diverse demographic groups across several continents using standardized self-report scales to screen for general psychological disturbance, risk for PTSD, and symptoms of depression. The survey was available online for a period of 15 consecutive days starting at 6 pm Central European time (CET) on March 29, 2020, and...
concluding at 6 pm CET on April 14, 2020. The second assessment was performed 1 month after completion of the first assessment for a period of 15 consecutive days starting at 6 pm CET on May 15, 2020, and concluding at 6 pm CET on May 30, 2020. The second assessment was limited to European participants, and the participants were asked to fill the survey only if they had completed the first assessment.

Questionnaire Development

The questionnaire was developed via close consultation among a neuroscientist, a neuropsychologist, a psychiatrist, a data scientist, and a psychiatry clinic manager. The questionnaire included closed-ended questions that assessed participant characteristics and opinions, and screened for psychological conditions through standardized and validated self-report scales. The questionnaire prototype was prepared in English (Multimedia Appendix 1) and translated into 10 additional languages (Arabic, Bosnian, French, German, Greek, Italian, Persian, Polish, Spanish, and Turkish) by bilingual native speakers and vetted by volunteers native to those countries. The feasibility of each questionnaire was confirmed using pilot studies of 10 participants each. These responses were excluded from the final analysis.

The questionnaires (Multimedia Appendix 1) included a section on participant demographics (age, gender, country, residential setting, educational status, and current employment status), household conditions (working/studying from home, home isolation conditions, pet ownership, level of social contact, social media usage, and time spent exercising), COVID-19–related factors (knowing a co-worker, friend, or family member who tested positive for COVID-19 or was thought to have died due to COVID-19, and prediction about pandemic resolution), certain personality traits (level of optimism and level of extroversion), history of psychiatric disease and/or trauma, previous exposure to human crisis, and levels of satisfaction with the actions of the state and employer during the current crisis. All questionnaires were rated on binary (yes/no) responses or Likert-type scales.

The other sections contained assessments based on the World Health Organization (WHO) Self-Reporting Questionnaire-20 (SRQ), Impact of Event Scale (IES), and Beck Depression Inventory II (BDI) [17-19]. These scales were chosen based on their common usage and efficacy in previously employed work studying the psychological impact of human crises including the SARS epidemic [20-29]. The IES was purposefully adjusted to assess the impact of an ongoing event rather than a past event. For this purpose, the past tense was converted to the present tense in each question without changing the subject matter. This adjustment was performed in consultation with an independent neuropsychologist not involved in the study. For all scales, participants were prompted to think of and report their physical and psychological states during the preceding week. The second assessment was only limited to the SRQ.

Ethical Considerations

Informed consent was obtained from each participant to allow for anonymous recording, analysis, and publication of their answers. The data were collected in a completely anonymous fashion without recording any personal identifiers, ensuring that the confidentiality of the participants was maintained in all phases of the study. The study procedures were reviewed and approved by the University of Zurich Research Office for Scientific Integrity and Cantonal Ethics Commission for the canton of Zurich (Switzerland; Multimedia Appendix 2), BRAINCITY Centre of Excellence for Neural Plasticity and Brain Disorders, Nencki Institute of Experimental Biology, Warsaw (Poland; Multimedia Appendix 3), and Faculty of Medicine, University of Tuzla, Tuzla (Bosnia and Herzegovina; Multimedia Appendix 4).

Data Collection

First Assessment

Using a nonrandomized referral sampling (snowball sampling) method, participants were contacted by a team of 70 researchers of diverse nationalities (study authors and volunteers who have been acknowledged in the Acknowledgment section) via electronic communication channels that included posts on social media platforms, direct digital messaging, and personal and professional email lists. For this assessment, the data collection procedures were repeated at least thrice during the data collection period (March 29 to April 14, 2020).

The data collection strategy resulted in a total of 13,332 responses during the first assessment. Surveys in which participants were younger than 18 years (n=34), responses were missing for any dependent variables (n=112), individuals had participated a second time (n=325), and geographic location was missing (n=20), as well as those that originated from the WHO African region (n=24) were excluded from the final analysis. When the responses were missing for individual items, the missing data were considered null and excluded from the analysis for that particular variable. The number of participants for 12 featured countries and the regions encompassing the other countries is represented in Multimedia Appendix 5.

Second Assessment

For the second assessment, data collection was limited to European participants only. The data collection team from Europe called upon potential participants using the same electronic communication channels that were used for data collection during the first assessment. The participants were prompted to fill the survey only if they had previously completed the first assessment. Data collection procedures were repeated three times during the data collection period, resulting in a total of 1077 responses during the second assessment. Against the 6207 responses collected from Europe during the first assessment, this established a response rate of 17.35%.

Statistical Analysis

All statistical analyses were performed using R version 3.6.3 and Rstudio [30]. All figures were produced using the packages ggplot2 [31] and CGFfunctions [32].

Nonadjusted Analysis for SRQ, IES, and BDI scores

Mean scores with standard deviations were calculated for the SRQ, IES, and BDI from all valid responses (n=12,817) and compared across all of the below categorical factors via Kruskal-Wallis tests with the chi-square function. The
categorical factors included gender, residential status, education level, employment status, being a medical professional, working remotely from home, satisfaction with the response of the employer to the pandemic, satisfaction with the response of the state (country government) to the pandemic, home isolation status, level of interaction with family and friends, social media usage, ability to share concerns with a mental health professional, ability to share concerns with family and friends, prior exposure to a human crisis situation, previous exposure to trauma, level of extroversion, optimism about COVID-19 resolution, and one’s self-determined role in the pandemic.

Multiple Regression Models for the SRQ, IES, and BDI

Multiple linear and logistic regression models were built for the SRQ, IES, and BDI, using mean scores and cutoffs for respective categorical classification.

For linear regression, generalized linear models with the \textit{glm} function were devised using the \textit{lme4} package [33]. The three univariate linear regression models, one each for the SRQ, IES, and BDI, were fitted and corrected for multiple comparisons followed by \textit{glm} function analyses. Following Bonferroni correction for multiple comparisons, the \(P\)-value threshold was set to \(P=0.017\). For each linear regression model, “age” was entered as a continuous independent predictor, whereas all aforementioned predictors were entered as categorical fixed effects. Poisson family and log link function were used to model BDI and SRQ factors. In order to choose the best model (based on Akaike information criterion [AIC] or Bayesian information criterion [BIC]) from the set of predictors, stepwise model selection was performed from the \textit{MASS} package [34].

Logistic regression was performed to generate odds ratios (ORs) for the SRQ, IES, and BDI using the following categorization scheme: SRQ: 0=normal (0-7 points), 1=concern for general psychological disturbance (8-20 points); IES: 0=normal (0-23 points), 1=PTSD is a clinical concern (24-32 points), 2=threshold for a probable PTSD diagnosis (33-36 points), 3=severe condition (high enough to induce immunosuppression) (≥37 points), and for generating ORs, the variables were regrouped as 0=no concern versus any type of concern (levels 1/2/3); BDI: 0=these ups and downs are considered normal (1-10 points), 1=mild mood disturbance (11-16 points), 2=borderline clinical depression (17-20 points), 3=severe depression (21-30 points), 4=extreme depression (>30 points), and for generating ORs, the variables were regrouped as 0=no concern versus any type of concern (levels 1/2/3/4/5). Cutoffs for the SRQ, IES, and BDI were defined using least stringent thresholds for each of these measures from previous literature to ensure high sensitivity of the screening [17-20,35]. Furthermore, separate OR analysis was performed with the reference level set to 0=absence of symptom compared to presence of symptom (varying severity levels of the symptom regrouped into one category). Correlations among the SRQ, IES, and BDI were assessed through the Pearson correlation test and illustrated as x-y plots. For the second assessment, a generalized linear model with the \textit{glm} function was fitted using the \textit{lme4} package [33]. All predictors were entered as categorical fixed effects. Poisson family and log link function were used to model the SRQ factor. An interaction effect was introduced to inspect whether the second assessment and working from home, satisfaction with the employer, having a pre-existing psychiatric condition, closely knowing someone who died of COVID-19, and residence (urban or rural) had a significant effect on SRQ score progression during the first and second assessments.

Results

First Assessment

A total of 12,817 valid responses were divided across the United States (n=1864), Iran (n=1198), Pakistan (n=1173), Poland (n=1110), Italy (n=1096), Spain (n=972), Bosnia and Herzegovina (n=885), Turkey (n=539), Canada (n=538), Germany (n=534), Switzerland (n=489), and France (n=337). The remaining countries were grouped according to WHO regions, that is, the European region (EURO; n=784), East Mediterranean region (EMRO; n=459), Western Pacific region (WPRO; n=326), South East Asian region (SEARO; n=259), and region of the Americas (PAHO; n=254). Overall, a prominent psychological impact of COVID-19 was evident worldwide with the highest SRQ scores (indicating general psychological disturbance) in Bosnia and Herzegovina, Canada, Pakistan, and the United States, and highest IES (indicating risk of PTSD) and BDI (indicating risk of depression) scores in Canada, Pakistan, and the United States (Figure 1).

There was an evident disproportion in valid responses overall, with higher numbers from those participants who reported being female (n=9314, 72.4%), residing in urban areas (n=10,666, 82.9%), having an advanced educational qualification (ie, bachelor’s degree or higher) (n=9653, 75.0%), working/studying remotely from home (n=8289, 64.4%), and being under home isolation with a partner/family (n=10,691, 83.1%). Moreover, of notable prevalence were factors such as expressing satisfaction with the COVID-19–related employer response (n=4364, 33.9%), being somewhat satisfied with the COVID-19–related state response (n=4772, 37.1%), and spending less than 15 minutes on daily physical exercise (n=6306, 49.0%). A majority of participants also reported increased social media usage (n=8385, 65.1%), less than usual or minimal interaction with family and friends (n=7723, 60.0%), and feeling a sense of control in protecting themselves and others during the COVID-19 pandemic (n=10,408, 80.9%). Details of participant demographics, household conditions, history of psychiatric conditions, previous exposure to trauma/crisis, personality traits, and COVID-19–related factors and opinions are presented in Multimedia Appendix 6.
Figure 1. Geodemographic representation of global mental health burden. The three maps present mean scores from the World Health Organization (WHO) Self-Reporting Questionnaire-20 (SRQ), Impact of Event Scale (IES), and Beck Depression Inventory II (BDI). The means were calculated separately for each of the countries and for each WHO region. The total number of responders is 12,817. First panel: mean scores for the SRQ, indicating general psychological disturbance; Second panel: mean scores for the IES, indicating risk for posttraumatic stress disorder (PTSD); Third panel: mean scores for the BDI, indicating risk for depression. All mean scores were calculated separately for the featured countries and WHO regions.

Unadjusted Analysis of Risk and Resilience Factors for General Psychological Disturbance (SRQ), PTSD Risk (IES), and Depression (BDI)

Unadjusted analyses of SRQ, IES, and BDI scores between different participant demographics-characteristics showed a significantly greater prevalence ($P<.017$) of psychological symptoms in participants who were female, unemployed, working remotely from home, dissatisfied with the response of their employer/state to COVID-19, home isolated alone or with a pet, interacting with friends/family less than usual, and using social media more than usual, as well as those with a less than usual ability to share concerns with friends/family. Significantly higher scores ($P<.017$) on the SRQ, IES, and BDI were also seen in participants who self-reported being a pessimist or introvert, not feeling in control during COVID-19, and having an overall negative prediction about COVID-19 resolution. The means and standard deviations for all comparisons are presented in Table 1.
<table>
<thead>
<tr>
<th>Factor</th>
<th>Score(^a), mean (SD)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SRQ(^b)</td>
<td>IES(^c)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>5.29 (4.64)(^e)</td>
<td>23.57 (14.06)(^e)</td>
<td>9.17 (9.07)(^e)</td>
</tr>
<tr>
<td>Female</td>
<td>7.62 (5.05)(^e)</td>
<td>30.22 (14.16)(^e)</td>
<td>12.88 (10.05)(^e)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>9.98 (5.87)(^e)</td>
<td>34.18 (16.81)(^e)</td>
<td>18.58 (11.78)(^e)</td>
</tr>
<tr>
<td>Not disclosed</td>
<td>7.09 (5.32)(^e)</td>
<td>27.78 (15.80)(^e)</td>
<td>13.11 (10.61)(^e)</td>
</tr>
<tr>
<td><strong>Residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>6.88 (5.08)</td>
<td>28.07 (14.58)</td>
<td>11.74 (9.60)</td>
</tr>
<tr>
<td>Urban</td>
<td>7.08 (5.06)</td>
<td>28.63 (14.43)</td>
<td>12.04 (10.04)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compulsory</td>
<td>7.05 (5.09)(^e)</td>
<td>27.64 (14.58)(^e)</td>
<td>12.56 (10.51)(^e)</td>
</tr>
<tr>
<td>Advanced</td>
<td>7.05 (5.07)(^e)</td>
<td>28.87 (14.42)(^e)</td>
<td>11.84 (9.81)(^e)</td>
</tr>
<tr>
<td><strong>Work status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private employed</td>
<td>6.35 (4.84)(^e)</td>
<td>26.54 (14.05)(^e)</td>
<td>10.30 (9.02)(^e)</td>
</tr>
<tr>
<td>Public employed</td>
<td>6.63 (5.17)(^e)</td>
<td>28.22 (14.71)(^e)</td>
<td>11.02 (9.56)(^e)</td>
</tr>
<tr>
<td>Freelancer</td>
<td>6.30 (4.81)(^e)</td>
<td>27.19 (14.42)(^e)</td>
<td>10.67 (9.32)(^e)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>8.14 (5.26)(^e)</td>
<td>29.90 (15.07)(^e)</td>
<td>13.96 (11.12)(^e)</td>
</tr>
<tr>
<td><strong>Medical or health care professional</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.09 (5.09)(^e)</td>
<td>28.61 (14.44)</td>
<td>12.12 (10.04)</td>
</tr>
<tr>
<td>Yes</td>
<td>6.50 (4.87)(^e)</td>
<td>28.01 (14.89)</td>
<td>10.76 (9.19)</td>
</tr>
<tr>
<td><strong>Remotely working from home</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>6.63 (5.01)(^e)</td>
<td>27.60 (14.88)(^e)</td>
<td>11.70 (10.10)(^e)</td>
</tr>
<tr>
<td>Yes</td>
<td>7.25 (5.08)(^e)</td>
<td>29.04 (14.22)(^e)</td>
<td>12.15 (9.91)(^e)</td>
</tr>
<tr>
<td><strong>Opinion about employer response to COVID-19</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not satisfied</td>
<td>8.70 (5.22)(^e)</td>
<td>32.39 (15.24)(^e)</td>
<td>15.18 (11.31)(^e)</td>
</tr>
<tr>
<td>Somewhat satisfied</td>
<td>7.64 (5.01)(^e)</td>
<td>29.80 (14.18)(^e)</td>
<td>12.71 (9.76)(^e)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>5.92 (4.83)(^e)</td>
<td>26.42 (14.15)(^e)</td>
<td>9.83 (8.99)(^e)</td>
</tr>
<tr>
<td><strong>Opinion about state response to COVID-19</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not satisfied</td>
<td>7.78 (5.14)(^e)</td>
<td>30.83 (14.76)(^e)</td>
<td>13.74 (10.66)(^e)</td>
</tr>
<tr>
<td>Somewhat satisfied</td>
<td>7.08 (4.96)(^e)</td>
<td>28.55 (13.88)(^e)</td>
<td>11.89 (9.42)(^e)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>6.25 (5.00)(^e)</td>
<td>26.31 (14.48)(^e)</td>
<td>10.37 (9.61)(^e)</td>
</tr>
<tr>
<td><strong>Home isolation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not isolated</td>
<td>5.29 (4.58)(^e)</td>
<td>25.20 (14.68)(^e)</td>
<td>9.44 (9.01)(^e)</td>
</tr>
<tr>
<td>Individual home isolation</td>
<td>7.68 (5.37)(^e)</td>
<td>30.04 (15.15)(^e)</td>
<td>13.25 (10.58)(^e)</td>
</tr>
<tr>
<td>Home isolation with family or partner</td>
<td>7.14 (5.05)(^e)</td>
<td>28.70 (14.34)(^e)</td>
<td>12.10 (9.97)(^e)</td>
</tr>
<tr>
<td><strong>Presence of a pet at home</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No pet at home</td>
<td>6.81 (5.00)(^e)</td>
<td>27.92 (14.37)(^e)</td>
<td>11.55 (9.85)(^e)</td>
</tr>
<tr>
<td>Factor</td>
<td>Score(^a), mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SRQ(^b)</td>
<td>IES(^c)</td>
<td>BDI(^d)</td>
</tr>
<tr>
<td>Pet at home</td>
<td>7.48 (5.16)</td>
<td>29.74 (14.57)</td>
<td>12.85 (10.16)</td>
</tr>
<tr>
<td><strong>Interaction with family or friends</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than usual</td>
<td>7.57 (5.02)</td>
<td>29.77 (14.18)</td>
<td>12.62 (9.87)</td>
</tr>
<tr>
<td>Minimal interaction</td>
<td>7.34 (5.26)</td>
<td>28.69 (14.69)</td>
<td>12.74 (10.64)</td>
</tr>
<tr>
<td>Like usual</td>
<td>6.41 (4.89)</td>
<td>27.45 (14.38)</td>
<td>10.89 (9.42)</td>
</tr>
<tr>
<td><strong>Use of social media</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than usual</td>
<td>7.61 (5.37)</td>
<td>29.89 (16.06)</td>
<td>13.47 (11.42)</td>
</tr>
<tr>
<td>Like usual</td>
<td>5.56 (4.70)</td>
<td>25.28 (14.20)</td>
<td>10.17 (9.33)</td>
</tr>
<tr>
<td>More than usual</td>
<td>7.64 (5.07)</td>
<td>29.89 (14.22)</td>
<td>12.69 (10.03)</td>
</tr>
<tr>
<td><strong>Time dedicated to physical exercise</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 15 minutes</td>
<td>7.70 (5.17)</td>
<td>29.33 (14.82)</td>
<td>13.22 (10.61)</td>
</tr>
<tr>
<td>More than 15 minutes</td>
<td>6.65 (4.90)</td>
<td>28.26 (13.91)</td>
<td>11.06 (9.04)</td>
</tr>
<tr>
<td>More than 1 hour</td>
<td>5.72 (4.75)</td>
<td>26.56 (14.30)</td>
<td>10.06 (9.27)</td>
</tr>
<tr>
<td><strong>Close person positive for COVID-19</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>6.97 (5.09)</td>
<td>28.25 (14.55)</td>
<td>12.00 (10.07)</td>
</tr>
<tr>
<td>Yes</td>
<td>7.26 (5.02)</td>
<td>29.43 (14.16)</td>
<td>12.01 (9.71)</td>
</tr>
<tr>
<td><strong>Close person died due to COVID-19</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.04 (5.08)</td>
<td>28.53 (14.52)</td>
<td>12.00 (9.99)</td>
</tr>
<tr>
<td>Yes</td>
<td>7.07 (4.95)</td>
<td>28.71 (13.67)</td>
<td>11.76 (9.81)</td>
</tr>
<tr>
<td><strong>Psychiatric condition</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No psychiatric condition</td>
<td>6.21 (4.70)</td>
<td>26.80 (13.88)</td>
<td>10.34 (8.83)</td>
</tr>
<tr>
<td>No change in pre-existing psychiatric condition</td>
<td>6.16 (4.31)</td>
<td>25.74 (13.14)</td>
<td>10.63 (8.53)</td>
</tr>
<tr>
<td>Worsening of pre-existing psychiatric condition</td>
<td>12.5 (4.12)</td>
<td>40.57 (12.84)</td>
<td>22.53 (10.75)</td>
</tr>
<tr>
<td><strong>Ability to share concerns with a health professional</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>8.44 (5.16)</td>
<td>31.79 (14.46)</td>
<td>14.50 (10.74)</td>
</tr>
<tr>
<td>Yes</td>
<td>7.52 (5.11)</td>
<td>30.09 (14.87)</td>
<td>12.88 (10.35)</td>
</tr>
<tr>
<td><strong>Ability to share concerns with family or friends</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9.32 (5.69)</td>
<td>31.59 (16.29)</td>
<td>17.87 (13.25)</td>
</tr>
<tr>
<td>Less than usual</td>
<td>9.78 (4.99)</td>
<td>34.68 (14.23)</td>
<td>17.06 (10.60)</td>
</tr>
<tr>
<td>Like usual</td>
<td>5.95 (4.59)</td>
<td>26.37 (13.67)</td>
<td>9.78 (8.35)</td>
</tr>
<tr>
<td><strong>Previous exposure to a crisis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.05 (5.02)</td>
<td>28.52 (14.21)</td>
<td>11.99 (9.92)</td>
</tr>
<tr>
<td>Yes</td>
<td>7.03 (5.20)</td>
<td>28.79 (15.12)</td>
<td>12.11 (10.15)</td>
</tr>
<tr>
<td><strong>Previous exposure to traumatic experiences</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>6.21 (4.75)</td>
<td>26.40 (14.05)</td>
<td>10.46 (9.07)</td>
</tr>
<tr>
<td>Yes</td>
<td>8.03 (5.30)</td>
<td>31.48 (14.80)</td>
<td>13.99 (10.87)</td>
</tr>
<tr>
<td>Yes (before the age of 17 years)</td>
<td>7.81 (5.10)</td>
<td>29.57 (13.87)</td>
<td>12.92 (10.04)</td>
</tr>
</tbody>
</table>
Adjusted Analysis of Factors Associated With General Psychological Disturbance (SRQ), PTSD Risk (IES), and Depression (BDI)

Adjusted analysis using different general linear models for each of the questionnaires is reported in Figure 2. Across all three questionnaires, we found the following factors increasing general psychological disturbance, PTSD, and depression: a psychiatric condition that worsened during the COVID-19 pandemic (SRQ mean coefficient: 0.36, 95% CI 0.33-0.39; IES mean coefficient: 7.36, 95% CI 6.26-8.46; BDI mean coefficient: 0.38, 95% CI 0.36-0.40), previous exposure to trauma (SRQ mean coefficient: 0.19, 95% CI 0.16-0.22; IES mean coefficient: 4.08, 95% CI 3.14-5.03; BDI mean coefficient: 0.20, 95% CI 0.17-0.22), and working remotely from home (SRQ mean coefficient: 0.07, 95% CI 0.05-0.10; IES mean coefficient: 1.91, 95% CI 1.01-2.82; BDI mean coefficient: 0.03, 95% CI 0.01-0.05).

Moreover, significant gender differences were observed, with higher risk in women versus men for general psychological disturbances (SRQ mean coefficient: 0.23, 95% CI 0.20-0.26), PTSD (IES mean coefficient: 4.99, 95% CI 4.03-5.95), and depression (BDI mean coefficient: 0.19, 95% CI 0.17-0.21).

Having an optimistic attitude, having a positive prediction about COVID-19, and being able to share concerns with family/friends decreased SRQ, IES, and BDI scores, indicating the protective effect of these factors against general psychological disturbance, PTSD, and depression (as shown in Figure 2 and Figure 3). Furthermore, daily physical activity/sports decreased both SRQ (mean coefficient: −0.19, 95% CI −0.23 to −0.15) and BDI (mean coefficient: −0.15, 95% CI −0.18 to −0.12) scores, with greater reductions resulting from the duration of physical activity/sports (exercise for ≥1 hour was more effective in decreasing SRQ and BDI scores compared to exercise for >15 minutes but <1 hour). In addition, health care professionals reported significantly lower BDI scores compared to nonhealth care professionals, suggesting this status to have a protective effect against depression (mean coefficient: −0.09, 95% CI −0.12 to −0.06).
The logistic regression analyses performed after classifying SRQ, IES, and BDI scores into categorical cutoffs confirmed the primary results from the linear regression models (Multimedia Appendix 7). An individual with pre-existing psychiatric conditions that worsened during COVID-19 showed seven times higher odds of being depressed (OR 7.10, 95% CI 6.03-8.35), 1.6 times higher odds of having PTSD (OR 1.60, 95% CI 1.38-1.84), and two times higher odds of having general psychological disturbance (OR 2.64, 95% CI 1.99-3.48). As expected, individuals with previous trauma exposure exhibited greater ORs than their counterparts for these conditions according to the BDI (OR 1.61, 95% CI 1.46-1.76) and SRQ (OR 2.62, 95% CI 2.08-3.30). Still, an optimistic attitude and the opportunity to share concerns with family/friends like usual served as protective factors for general psychological disturbance according to the SRQ (OR 0.51, 95% CI 0.43-0.62 and OR 0.19, 95% CI 0.15-0.23, respectively) and depression according to the BDI (OR 0.23, 95% CI 0.20-0.26 and OR 0.39, 95% CI 0.33-0.45, respectively).

For visual aid, the association of participant-related factors with categorical classifications for general psychological disturbance (SRQ), PTSD (IES), and depression (BDI) are indicated through box plots in Multimedia Appendix 8. Owning a pet, having a pre-existing psychiatric condition, having previous exposure to trauma, considering oneself an introvert, and working remotely from home were associated with decreased percentages of responses in the unaffected (“normal”) category based on the SRQ, IES, and BDI, suggesting these as risk factors. In contrast, a majority of responses from health care professionals landed in the unaffected (“normal”) category for the BDI.
Figure 3. Violin plots indicating the effects of selected factors on general psychological disturbance (Self-Reporting Questionnaire-20 [SRQ]), risk for posttraumatic stress disorder (PTSD) (Impact of Event Scale [IES]), and depression (Beck Depression Inventory II [BDI]). These plots provide a relation between the participant scores on the SRQ, IES, and BDI and participant characteristics (previous history of a psychiatric condition, past exposure to trauma, prediction about COVID-19 resolution, level of optimism, gender, and daily physical activity/sports) adjusted for confounding variables through multiple regression models. Boxplots display the distribution of the selected factors with the visualization of five summary statistics (minimum, maximum, median, first quartile, and third quartile), and all outliers individually. Violin plots added behind the boxplots visualize the probability density of selected factors. Parallel to the x-axis, dashed lines present cutoffs for the scales used. For the BDI, Ext is “extreme,” 40+ points, extreme depression; Sev is “severe,” 31–40 points, severe depression; Mod is “moderate,” 21–30 points, moderate depression; Brd is “borderline,” 17–20 points, borderline clinical depression; Mld is “mild,” 11–16 points, mild mood disturbance; and Nrm is “normal,” 1–10 points, considered normal. For the SRQ, Con is “concern,” 8–20 points, clinical concern for general psychological disturbance and Nrm is “normal,” 0–7 points. For the IES, Sev is “severe,” 37+ points, symptoms high enough to suppress the immune system; PTSD is “posttraumatic stress disorder,” 34–36 points; Con is “clinical concern for possible PTSD,” 24–33 points; and Nrm is “Normal,” 0–23 points.

Correlation Among Scales
The continuous scores of all responses on the SRQ, BDI, and IES were also analyzed by Pearson correlations using all possible combinations on x-y plotting (SRQ vs IES, IES vs BDI, and BDI vs SRQ). All combinations yielded significant correlations, with the strongest correlation (R=0.79) between the BDI and SRQ (Multimedia Appendix 9).

Second Assessment
The demographic distribution of European participants included in the second assessment was similar to that in the first assessment, with higher number of responses from those participants who were female (n=803, 74.6%), working/studying remotely from home (n=613, 56.9%), and currently under home isolation with a partner/family (n=703, 65.3%). A majority of participants also reported increased social media usage (n=667, 61.9%), less than usual or minimal interaction with family and friends (n=703, 65.3%), and feeling a sense of control in...
protecting themselves and others during the COVID-19 pandemic (n=666, 61.9%).

Unadjusted analyses of SRQ scores between different participant demographics/characteristics showed a significantly higher prevalence of psychological symptoms ($P<.05$) in participants who were female, medical or health care professionals, dissatisfied with the response of their employer/state to COVID-19, interacting with friends/family less than usual, and using social media more than usual, as well as those with a less than usual ability to share concerns with friends/family. Significantly higher scores on the SRQ ($P<.05$) were also seen in participants with pre-existing psychiatric conditions and previous exposure to traumatic experiences, and those who self-reported being a pessimist or introvert. Means and standard deviations for all comparisons are presented in Multimedia Appendix 10.

Adjusted analysis utilizing a generalized linear model for the SRQ is reported in Figure 4. The following factors were independently associated with increased SRQ scores on the second assessment: a psychiatric condition that worsened during the COVID-19 pandemic (SRQ mean coefficient: 0.41, 95% CI 0.33-0.48), previous exposure to trauma before and after age 17 years (SRQ mean coefficient: 0.13, 95% CI 0.06-0.19 and SRQ mean coefficient: 0.14, 95% CI 0.08-0.19, respectively), and isolating at home alone (SRQ mean coefficient: 0.22, 95% CI 0.12-0.31). In addition, increased social media usage, working from home, and death of a family member due to COVID-19 significantly increased SRQ scores (SRQ mean coefficient: 0.19, 95% CI 0.07-0.32; SRQ mean coefficient: 0.17, 95% CI 0.12-0.23; and SRQ mean coefficient: 0.17, 95% CI 0.07-0.26). Moreover, significant gender differences were observed, with higher scores in women versus men (SRQ mean coefficient: 0.27, 95% CI 0.22-0.32). Having an optimistic attitude and feeling a sense of control in protecting oneself and others during the COVID-19 pandemic were associated with decreased SRQ scores in the second assessment, indicating a potentially protective effect of these factors against persistent general psychological disturbance (SRQ mean coefficient: $-0.26$, 95% CI $-0.32$ to $-0.20$ and SRQ mean coefficient: $-0.25$, 95% CI $0.12$ to $0.23$, respectively). Furthermore, participants who were satisfied with the employer/state response to COVID-19 and were able to share concerns with family/friends had lower SRQ scores overall (SRQ mean coefficient: $-0.21$, 95% CI $-0.27$ to $-0.15$; SRQ mean coefficient: $0.17$, 95% CI $-0.23$ to $-0.11$; and SRQ mean coefficient: $-0.10$, 95% CI $-0.19$ to $-0.02$, respectively). Furthermore, daily physical activity/sports significantly decreased the SRQ score (mean coefficient: $-0.29$, 95% CI $-0.37$ to $-0.22$), with a greater protective effect associated with a higher duration of the physical activity/sport (exercise for $\geq 1$ hour was more effective in decreasing the SRQ score compared to exercise for $>15$ minutes but $<1$ hour).

Finally, by including interaction terms in our regression model, we found that there was a relationship between residence type and SRQ score changes between the first and second assessments. Notably, SRQ scores increased in people living in urban areas compared to those living in rural areas (mean coefficient of interaction between acute/persistent and residence type: 0.27, 95% CI 0.13-0.41). Additionally, both people working from home and not working from home demonstrated a difference in responses between the two surveys (mean coefficient of interaction between acute/persistent and working from home: $-0.27$, 95% CI $-0.41$ to $-0.12$). Moreover, people who reported worsening of pre-existing psychiatric conditions during the first assessment reported lower SRQ scores in the second assessment, whereas those with no pre-existing psychiatric condition or a psychiatric condition that did not worsen showed an increase in SRQ scores in the second assessment (mean coefficient of interaction between acute/persistent and psychiatric condition: $-0.45$, 95% CI $-0.64$ to $-0.28$).
**Figure 4.** Factors associated with general psychological disturbance in the second assessment. These foster plots show the mean estimates and the 95% CIs for adjusted coefficients affecting the Self-Reporting Questionnaire-20 (SRQ) generated through multiple regression. Panel A shows fixed factors for SRQ scores during the second assessment. Panel B indicates interaction terms included in our regression model, indicating a significant difference between the fixed effects and SRQ scores during the first phase of the data collection and the second assessment. Factors increasing the SRQ score are shown in red, and factors decreasing the SRQ score are shown in blue.

**Data and Material Availability**

All data presented in the main text and supplementary items are deposited in a repository [36].

**Discussion**

This study, performed on a global scale, highlights the significant impact of the COVID-19 pandemic on the mental health of internet users during the first wave of the pandemic when the strictest lockdown restrictions were in place. It also provides evidence for the presence of these effects in a population subset of European participants 1 month later when restrictions were comparably less strict.

A major aim of this study was to identify specific factors that were positively or negatively associated with psychological perturbations in the immediate aftermath of the COVID-19 pandemic. Notably, the study was conducted when the strictest lockdown measures were in place, and the internet became the default mode of personal and professional communication. Worsening of a pre-existing psychiatric condition, female gender identification, previous exposure to trauma, and working remotely were associated with higher risks for general psychological disturbance, PTSD, and depression. Additionally,
considering oneself an introvert was associated with the heightened risk of general psychological disturbance and depression, as was being unemployed, living alone, and having limited interaction with family and friends. An overall protective effect against all major psychological conditions was observed for the following factors: increasing age, considering oneself an optimist, optimism about the COVID-19 pandemic outcome, ability to share concerns with family and friends like usual, daily physical exercise/sports for 15 minutes or more, and being satisfied with the actions of the employer and state in the response to COVID-19.

To ensure that the psychological symptoms assessed in this study were related to the COVID-19 pandemic, the participants were repeatedly prompted to consider COVID-19 and their feelings during the preceding week while filling in the survey. Furthermore, the phrase “this crisis” was present in all the screening questions, for example, “I am unable to sleep well during this crisis.” Further considerations about the attributability of psychological symptoms to the COVID-19 pandemic include the difference in the proportion (22%) of participants who reported pre-existing psychiatric conditions versus those who reported general psychological disturbance (43%) assessed through the SRQ during the first assessment. Furthermore, we compared the prevalence of depression in all of our featured countries based on different BDI cutoffs for depression versus the most recent available statistics from the WHO (2017) and found a remarkable difference.

To the best of our knowledge, this study is one of the few worldwide assessments of the mental health effects of COVID-19 performed during the first global wave of COVID-19. Earlier studies on the psychological impact of the COVID-19 outbreak were mostly from China [9,17,35,37-42]. However, a large number of studies on pandemic-related psychopathology have since been published, mostly focusing on populations from specific cities or countries [43-45]. Nevertheless, assessments performed on a global scale have been accumulating [46-51]. A study of almost 30,000 individuals across four South Asian countries showed that anxiety and depression were more common in those with chronic diseases and lower socioeconomic status [47]. Another study (n=4612) across eight countries showed that excessive and contradictory health information related to COVID-19 contributed to the psychological effects reported during the pandemic [46]. Another study (n=7091) across 13 countries found that, in alignment with our results, female individuals were more likely to report distress during the pandemic [48]. Similarly, a study of 9565 participants from 78 different countries showed that social support, finances, and psychological flexibility were the strongest predictors of being psychologically impacted by the pandemic [50]. Finally, our results are in agreement with findings from a recent study performed across Europe (n=15,790), which showed that lack of social contact has been a major stressor for individuals during the pandemic [51].

Identification of specific factors that are associated with an increased or decreased susceptibility to being psychologically affected by the pandemic could be crucial to mitigate the negative mental health impact of the COVID-19 pandemic at regional and global levels. For example, the vulnerability of females indicated in this study warrants further investigation for both the contributing factors and the resulting implications of such an increased risk. These include social factors, such as increased reporting of domestic violence in relation to COVID-19 [52], possible caregiver stress, and the impact of changes in familial roles and responsibilities secondary to the current health emergency. Furthermore, an increased risk of psychological symptoms in individuals with pre-existing psychiatric conditions and/or previous trauma exposure necessitates the initiation and/or expansion of mental health support systems available remotely [53]. Emerging evidence now supports the efficacy of web and social media–based interventions in promoting mental health via paradigms based on mindfulness, positive psychology, and exercise [54-56]. Such interventions could be developed at the governmental and institutional levels and delivered to the general public via mainstream and social media. Indeed, media outlets could play a major role in promoting optimism and a positive attitude toward COVID-19 resolution, both of which were identified in our study as important resilience factors. Furthermore, the association between remote working and increased psychological symptoms calls for optimization of the work-from-home model and a greater emphasis on the general well-being of employees. This is further corroborated by the observation in this study that participant satisfaction with the employer response to the COVID-19 pandemic is associated with reduced psychological symptoms.

Specifically, the results of this global online survey could be beneficial in the optimization of digital mental health services tailored to the needs of the target populations. Importantly, the study included lower- and middle-income countries such as Pakistan, Iran, and Bosnia and Herzegovina, where telemedicine/telepsychiatry services are likely less represented. The results of our study could help facilitate the organization and implementation of such services and their delivery to vulnerable populations. Furthermore, the administered measures in our study allowed for simultaneous screening of some psychiatric comorbidities that were found to be correlative to one another. These findings can provide invaluable insights for improving digital mental health services, whereby the presence of one psychopathology could prompt screening for the other. Regarding the optimization of digital mental health services, it is also important to note that the availability of the questionnaire in 11 different languages in this study provides insights to help extrapolate the results to individuals using web tools in different languages. Furthermore, the timing of this study is an important strength. The initial assessment was performed from March 29 to April 14, 2020. This timing coincides with the peak of the COVID-19 pandemic in North America and Europe, a time when almost one-half of the world remained in complete lockdown [57]. The second assessment, targeted at participants in Europe, was performed after a 1-month period when the situation had improved considerably in Europe and lockdown measures had been relatively eased. Finally, the identification of resilience factors identified in this study could have implications for digital mental health services. For example, the protective effect of exercise calls for efforts to promote exercise and physical activity through web-based outlets such as mobile health apps. Similarly, the protective effects of having...
a positive prediction and an optimistic attitude about the resolution of the COVID-19 pandemic should be taken into consideration when designing applications for information related to the pandemic or general promotion of positive psychology. The protective effect of maintaining contact with friends and family could also be incorporated into such resources. As an example, health apps that allow individuals to coordinate physical exercise with their friends and/or family members could be designed. It is noteworthy that a volunteer-based telehealth program for supporting the mental health of the elderly during the COVID-19 pandemic referred to many of our findings, including those related to pre-existing psychiatric conditions and impact on the elderly [58].

The study has potential limitations that warrant consideration when interpreting the results. First, the study employed a nonrandomized sampling strategy, and we advise caution in generalizing the findings of the study. The disproportionate demographic representation combined with the online nature of the study raises the potential for some level of participation bias. The association between self-reports of increased social media use and increased psychological symptoms must be interpreted with caution considering the study itself was conducted online. Furthermore, the unexpected result regarding medical or health care professionals reporting lower SRQ scores than the rest of the participants could have resulted from the disproportionate demographic representation; only 102 medical professionals participated in our survey.

The second considerable limitation is the use of self-report scales rather than clinical verification. However, the anonymous nature of the survey and widespread social distancing measures precluded such verification. Additionally, it is not possible to adjust for the confounding effect of non-COVID-19-related individual crisis situations on participant responses. We tried to reduce this effect by formatting survey questions in such a way that would prompt participants to consider their mental state specific to the COVID pandemic. Finally, any interpretation of the results from the second assessment warrants even more caution, as (1) the anonymous nature of the survey prevents verification of whether these are the same participants who filled the first survey; (2) it is unclear if the symptoms have persisted or are newly developed in the interval between the two assessments; and (3) only a fraction of individuals took part in the second assessment despite repeated reminders, leaving a viable possibility of participation bias.

In conclusion, this effort highlights the impact of the COVID-19 pandemic at both the regional and global levels on the mental health of internet users. Further, our study elucidates prominent associations with participant demographics, history of psychiatric disease risk factors, household conditions, personality traits, and attitudes toward COVID-19. These results could serve to inform health professionals and policymakers across the globe, aiding in dynamic optimization of digital mental health services during and following the COVID-19 pandemic, and potentially reducing its long-term morbidity and mortality.
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