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Abstract

Background: Suicide is a recognized public health issue, with approximately 800,000 people dying by suicide each year. Among the different technologies used in suicide research, closed-circuit television (CCTV) and video have been used for a wide array of applications, including assessing crisis behaviors at metro stations, and using computer vision to identify a suicide attempt in progress. However, there has been no review of suicide research and interventions using CCTV and video.

Objective: The objective of this study was to review the literature to understand how CCTV and video data have been used in understanding and preventing suicide. Furthermore, to more fully capture progress in the field, we report on an ongoing study to respond to an identified gap in the narrative review, by using a computer vision–based system to identify behaviors prior to a suicide attempt.

Methods: We conducted a search using the keywords “suicide,” “cctv,” and “video” on PubMed, Inspec, and Web of Science. We included any studies which used CCTV or video footage to understand or prevent suicide. If a study fell into our area of interest, we included it regardless of the quality as our goal was to understand the scope of how CCTV and video had been used rather than quantify any specific effect size, but we noted the shortcomings in their design and analyses when discussing the studies.

Results: The review found that CCTV and video have primarily been used in 3 ways: (1) to identify risk factors for suicide (eg, inferring depression from facial expressions), (2) understanding suicide after an attempt (eg, forensic applications), and (3) as part of an intervention (eg, using computer vision and automated systems to identify if a suicide attempt is in progress). Furthermore, work in progress demonstrates how we can identify behaviors prior to an attempt at a hotspot, an important gap identified by papers in the literature.

Conclusions: Thus far, CCTV and video have been used in a wide array of applications, most notably in designing automated detection systems, with the field heading toward an automated detection system for early intervention. Despite many challenges, we show promising progress in developing an automated detection system for preattempt behaviors, which may allow for early intervention.

(JMIR Ment Health 2021;8(5):e27663) doi:10.2196/27663
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Introduction

Suicide is a recognized public health priority, with approximately 800,000 people dying by suicide each year [1]. The use of different means of suicide can vary by geographic region, with public means such as jumping from a height being more common in certain areas [2]. Data from reviews of coronial records in the UK suggest approximately 30% of all suicide
deaths occur in public places [3]. Suicides in public places can attract media attention, potentially introducing a degree of “notoriety” about a specific location, and thus increase its frequency of use [4]. Furthermore, these incidents can adversely affect bystanders [5]. Thus, efforts to prevent suicide in public places are of particular importance.

A range of suicide prevention initiatives in public places have been evaluated, with the use of CCTV cameras being proposed as a means to increase the likelihood of a third-party intervention [6], for example, by initiating a police call-out after climbing a safety fence [7]. Studies from the metro/underground railway settings have retrospectively analyzed behaviors which precede a suicide attempt, with observable behaviors being identified [8,9]. These studies have further suggested that it may be possible to automatically detect behaviors prior to a suicide attempt, potentially allowing for earlier intervention and the interruption of a suicide attempt.

This paper builds on these foundations by addressing 2 core aims. First, it provides a scoping review on the existing use of CCTV and other video data to understand and prevent suicide. Second, it reports progress on an ongoing study to respond to an identified gap in this literature, by using a computer vision–based system to identify behaviors prior to a suicide attempt.

Methods

Searches of the literature were performed using the PubMed, Inspec, and Web of Science databases, as pilot searches indicated that these databases provided unique literature from medical and computer science publications. Searches were performed using the terms “(video OR cctv) AND suicid*” on all fields. Searches were performed on August 26, 2020, and included all entries from conception to that date.

We sought to understand the broad use of video, and therefore included studies which (1) related to understanding suicide or suicide prevention; (2) described the use, analysis, or consideration of video footage or CCTV; and (3) related to the understanding of risk factors for suicide, used video monitoring to detect suicide or suicide risk, or used video data pertaining to individuals. We excluded studies of video gaming (with no use of video data), video-based interventions (ie, showing a video to a person or group, or portrayal of suicide in video), or video-based telehealth interventions, suicide bombing, music videos, video vignettes, nonhuman subjects, or EEG-CCTV. Furthermore, we excluded any commentaries and opinion pieces without data or studies described, or studies which were not reported in English.

Abstracts were independently screened for eligibility by 2 reviewers (SO and ML), with disagreements resolved by discussion until consensus was achieved. Eligible papers were then downloaded for full-text review, and 1 reviewer (SO) extracted a narrative summary of the reported use of video data.

Results

Database Search and Review of Articles Retrieved

Database searches identified 544 unique articles to screen, as indicated in Figure 1. Following review of the title and abstracts, 33 articles were downloaded for full-text review. Two studies were excluded as they did not report relevant use of video or CCTV data, and 1 was excluded as it was not available in English. The remaining 30 articles were retained for the narrative synthesis.

In the review, we identified 3 main categories of papers corresponding to their temporal relationship with suicidal behavior. These are characterized as (1) studies that use CCTV and video to understand risk factors for suicide (6 papers); (2) studies that describe and evaluate interventions using CCTV or video footage (16 papers); and (3) studies that use CCTV or video footage to understand suicide after an attempt (8 papers). In this section, we discuss the findings of the review in these categories; however, we discuss the studies within the second category, that is, using CCTV or video as an intervention, last due to its length.

As many of the studies described below use machine learning and computer vision techniques to obtain desired results, for example, predicting depression from facial cues, a short introduction to relevant computer vision techniques is provided below.
Computer Vision Overview

In this section we describe some basic concepts in computer vision to aid understanding of the described studies. Computer vision is a subfield of artificial intelligence that trains computers to interpret and develop a high-level understanding of the visual world. It seeks to replicate the workings of human perception by extracting semantic information from image data. It aims to automate the time-consuming human processes, analyzing a much larger volume of data with real-time efficiency. Two examples of its application discussed in this paper include pedestrian tracking, in which the algorithm is able to identify people within a scene and interpret their behavior, as well as facial analysis, in which the algorithm detects key points on a face and attempts to infer emotional states from the configuration of these points.

Applications of computer vision techniques in analyzing video footage to understand human behaviors in a natural environment (such as outdoor scenes captured by CCTV cameras) have typically followed a processing pipeline involving object detection, object tracking, and action recognition. Object detection refers to the ability to recognize and locate objects of interest in each frame of a video [10]. Object tracking is the process of locating the object of interest in multiple sequential frames over time [11]. Action recognition aims to identify the actions and goals of the objects of interest from a series of observations [12]. There are numerous algorithms and methods available to achieve a single goal, introducing the need for experimentation, which involves applying a variety of different methods to the same data and measuring the outputs against relevant performance metrics.

Paramount to the success of the aforementioned pipeline is the ability to gather a considerable amount of relevant data for a given task. This relates to the fact that these algorithms can be “taught” the required task by training them with annotated data, which is denoted as supervised learning in the field of machine learning. The data are annotated with labels that denote the location of the object of interest within the image and other semantic information about the object in the video frame. These annotations also help in adapting the models to the characteristics of the CCTV data such as camera environment, camera angle, and key object features. Overall, this increases the accuracy of the algorithm on the task at hand, for example, identification, tracking as well as action recognition.

In the following sections, we note specific names of algorithms for thoroughness. However, we do not go into their technical details, and the names are mentioned alongside their functionality.

Understanding Suicide Risk Factors

As described above, the first category of studies identified in this review related to the use of video and CCTV data to understand suicide risk factors. Within this category, 2 main types of studies were identified. The first analyzed videos of individuals who died by suicide, in order to understand risk factors. In one study, researchers searched video footage of suicides posted on Facebook in Bangladesh to understand the circumstances that may have contributed to the suicides [13]. The authors found 19 videos, predominantly of male students. Hanging was the most frequently used means, with relationship problems, academic stress, and mental health disorders being commonly identified causes.
The second type of study attempted to infer depression from facial cues using both human and computer vision. For example, in one study [14], the authors attempted to assess whether humans are able to perceive depression in another person at both a conscious and a physiological level. Participants viewed videos of individuals with depression while various physiological responses of the viewer were recorded (eg, galvanic skin response, temperature, and heart rate). The study found that despite not being able to consciously determine whether the person they were viewing had depression, the viewer’s physiological response differed as a function of that person’s depressive state.

Beyond manually assessing footage, automatic video analysis from the field of computer vision and machine learning has been used. Many studies in this category attempt to identify depression from facial cues [15-18]. For example, in one study [17] participants were shown a sad video, a neutral video, and a text to read and were interviewed while their facial expressions were analyzed using a Microsoft Kinect camera. The study found that when watching a neutral video, and using information primarily from the eyebrows and mouth, it was possible to predict the presence of depression above chance level (86.8% for females and 79.4% for males).

While different studies adopted different methodological approaches, the critical difference between the reported studies is in the experimentation protocols adopted when applying various computer vision algorithms and approaches to best achieve the desired outcome. For example, to infer depression from facial expressions, Girard et al [19] used video to locate 66 facial points and extract facial features surrounding those points, converting the visual stimuli into features. After extracting this information, the authors used a dimension-reduction approach to reduce the amount of data processed. Following that, a support vector machine with a radial basis function kernel classifier (a machine learning algorithm that classifies data into categories) was trained using the data, which was then able to detect depression comparable to manual coding of facial features present in individuals with depression. In another approach, Scherer et al [20] used MultiSense, a system built upon a combination of a variety of head and facial tracking algorithms, to analyze the following behaviors: head gaze (orientation), eye gaze, smile intensity, and smile duration. Features such as gaze direction, duration, and intensity of smiles were measured and their correlation with distress, depression, anxiety, and posttraumatic stress disorder analyzed. Therefore, different algorithms and approaches can be used for the same goal, with differing rates of success.

Understanding Suicide After an Attempt

In the third category of using videos and CCTV to understand suicide after an attempt, all the studies related to forensic examinations. As a result of this, many of these studies are quite graphic in nature, and while we attempt to describe these studies as simply as possible, there may be text that readers may find disturbing. If this is the case, please skip over this to the next section.

Most videos sought to understand the sequence of bodily reactions from the suicide attempt to eventual death, called the *agonal sequence*. Understanding these sequences can help forensic scientists to retrospectively determine details surrounding an individual’s death. By far, the most commonly reported means of suicide was hanging, in which researchers viewed recorded hangings and analyzed the process by which the individual dies [21-24]. All the studies noted that despite hanging being the most common method of suicide, there is little known about the sequence of events leading to eventual death. In all studies, the researchers viewed the hangings and noted how long it took for certain events to occur (eg, loss of consciousness, convulsions, rigidities).

In addition to death by hanging, some studies examined other cases of suicide to understand details of interest. For example, in one study, forensic experts studied a case of self-immolation [25]. In another, researchers studied the death of an individual at a Swiss right-to-die organization by oxygen deprivation [26]. The organization typically used barbiturates, and the researchers were assessing the feasibility of using oxygen deprivation, noting ways to improve the process.

Two forensic studies highlighted the importance of CCTV and video footage in determining whether a death was due to homicide or suicide. In one study, an individual presented with stab wounds to the neck, which was initially assessed as a homicide. However, the authors noted that due to the presence of CCTV, they were able to conclude that the individual had died by suicide [25]. In another study, an individual was found to have died due to impact by a motor vehicle [26]. While the individual presented with self-harm scars and prior substance use, the CCTV of a neighboring business was able to definitively conclude that this was in fact a suicide. This is incredibly important as certain deaths are difficult to rule as suicide, and thus CCTV can enable us to determine them as such.

Describing and Evaluating Interventions Using CCTV or Video Footage

In the second category of studies, researchers sought to develop new ways to utilize CCTV and monitoring to identify persons in crisis or to allow an intervention during an attempt. This has been identified as 1 of 3 key interventions outlined in a meta-analysis of suicide prevention interventions at hotspots (ie, increasing the possibility of an intervention by a third party) [6]. This often takes the form of CCTV monitoring with or without an accompanying automated alert system or analyzing past CCTV footage to understand crisis behaviors.

Studies have shown that having human-monitored CCTV cameras at a site may reduce the incidence of suicide. For example, in prisons where hangings occur, a study compared the incidence of various behaviors in areas covered and not covered by CCTV and found that there were fewer incidents of suicides in monitored areas [27]. However, this conclusion is undermined by the fact that hangings may most likely occur in areas that do not have CCTV cameras (eg, cells). In another study, the authors investigated the effect of CCTV at metro stations in the state of Victoria in Australia [28]. The authors found that CCTV was able to reduce the incidence of suicides. It is not known whether this is due to individuals being more wary in the presence of cameras or the station staff being able to intervene earlier. Finally, another study investigated the...
efficacy of a virtual monitoring system for patients with psychiatric disorders in a general hospital setting, in which 1 person was able to monitor up to 10 rooms with patients. While the study results were not conclusive, it appeared that the system allowed staff to monitor the safety of more patients at the same time [29].

One key factor associated with the systems described above is that they rely heavily on manual monitoring. Therefore, automated or semiautomated systems have been developed and tested. For example, a study examined a bridge in Seoul which used manual CCTV monitoring along with infrared motion sensors [30]. The sensors would detect when a person climbs over the fencing or jumps into the water below, alerting the guards stationed close by.

Another similar approach to automated monitoring is to draw regions of interest in a static CCTV scene. For example, Mukherjee and Ghosh [31] described an automated detection system in a metro station. The system detects movement within a predefined region of the video footage. Any movement in that region beyond the arrival of trains would send an alert to station staff. Similarly, 2 other studies described a similar approach at a cliff located in Sydney, Australia [5,7]. Unlike the metro station, this outdoor site was much larger and with extremely uneven geography, leading to less complete CCTV coverage. The region beyond the fence is specified as a region of interest and if movement is detected on the wrong side of the fence, an alarm is triggered at a monitoring station. While this approach of identifying static regions of interest within scenes has allowed the successful delivery of suicide prevention interventions, this method is only effective in locations where the means of suicide relied on individuals crossing over a boundary or a fence (eg, a cliff or metro station).

Another form of automated detection uses behavioral identification using automated vision methods to detect a hanging. Rather than using motion sensors or an outlined region of interest in the CCTV scene, these methods use computer vision analysis to detect a person in the scene, their limbs, as well as when the position and movement of those limbs indicate a suicide attempt by hanging [32-36]. In one study, the authors developed a video surveillance system to detect a suicide attempt by hanging using color cameras that can also detect depth (red, green, blue—depth cameras; RGB-D) to understand the three-dimensional positions of body joints [33]. Hand-crafted features are extracted based on the joint positions. More specifically, pair-wise joint distances within each frame and between 2 consecutive frames are used as feature vectors for classification. A linear discriminant classifier (LDC) was trained to classify 2 groups of actions: nonsuspicious actions (such as move, sit, wear clothes) and suicide by hanging. However, the training data set was only based on simulated video recordings taken in a room environment rather than genuine, unplanned events. Similar methods have also been adopted in other studies [20,36].

With the increased emergence of multipurpose intelligent computer vision systems, a paper proposed hierarchical evaluation metrics to evaluate such a system at metro stations, using three dimensions of performance [37]. The first dimension is object detection, which is the system’s ability to accurately detect an object of interest (eg, a person or a bicycle). This is important to prevent triggering false alarms if a nonhuman object is identified within a defined region of interest. The second dimension is object tracking, which is whether the object of interest is able to be tracked within the scene across time and different image frames. Within this object tracking, there are 3 factors: trajectory similarity, which identifies the path taken within the frame; ID changing, which is whether an object is consistently identified as the same object during tracking; and latency, which is how quickly the system can track the object. Finally, the third performance dimension is context awareness, which is how accurately the system is able to identify the situation (eg, a person currently in an unsafe location, such as walking on railway tracks).

However, even when using automated systems, the ability to intervene is limited to when an attempt is made or a very short period prior to an event, such as entering an unsafe location. As a previous study [33] notes, the next step forward is to find ways to detect presuicidal behaviors to reach out to people in crisis prior to an attempt, and a necessary step is to first and foremost identify these behaviors. By investigating predictive behaviors, a third party may be able to intervene earlier or more quickly, which could greatly reduce the incidence of suicide. Thus far, there have been only 3 studies investigating such predictive behaviors, including 1 study using videos from social media, and 2 studies at metro stations.

In the first study, the authors used videos of livestreamed suicides posted on social media and observed behaviors preceding the suicide [38]. In particular, the authors investigated 3 behavioral markers: verbal markers to investigate whether the individual talks more about self-harm and uses more negative language; acoustic markers to investigate whether pitch and pauses in speech are indicative of suicide; and visual behavior markers to investigate whether there are any visually identifiable markers (eg, frequently shifting eye gaze or pose changes). The analysis revealed that frequent silences, slouched shoulders, and use of profanity are indicative of elevated suicide risk.

In one study, over the course of 2 experiments, the authors attempted to identify behaviors indicative of a subsequent suicide attempt at metro stations, and tested how well these behaviors predict an attempt [8]. In the first experiment, the authors identified key behaviors by having 2-3 observers code both easily observable behaviors (eg, standing near the edge of the platform) and those behaviors requiring interpretation (eg, looking depressed). In the second experiment, the authors identified several behaviors by analyzing 5-minute segments of a video footage, with or without an attempt at the end, to check whether these behaviors were indeed present in individuals who were in crisis. The results suggested that 2 behaviors (pacing back and forth from the edge of the platform, and leaving belongings on the platform) could identify 24% of the attempters with no false positives. This suggests that there are indeed crisis behaviors that can be observed, and within 5 minutes prior to an attempt.

Another study [9] expanded on the findings from the aforementioned study [8] and used semistructured interviews
and questionnaires administered to railway staff in addition to CCTV footage to identify these potential indicator behaviors. The process identified 5 main behaviors: station hopping and platform switching, limited contact with people, allowing trains to pass by, where they stood on the platform, and repetitive behaviors such as walking up and down the length of the platform.

CCTV and videos have been used in a variety of ways to understand and to prevent suicide. Studies provide evidence that manual CCTV monitoring may in fact reduce incidence of suicide in various settings, such as in a hospital or in metro stations. Newer approaches utilize automated systems, such as using thermal motion sensors or defining a region of interest in CCTV scenes, while others utilize computer vision to detect behaviors indicative of a suicide attempt by hanging [20,33,36]. Finally, others have examined crisis behaviors as a starting point to develop interventions that are able to reach out even earlier [8,9].

**Discussion**

**Interim Findings**

This review shows that CCTV and video data are an important addition in understanding and preventing suicide. This review focused on the peer-reviewed literature, and did not include gray literature such as reports, working papers, government documents, white papers, and evaluation. Future reviews may seek to additionally include such gray literature. Nevertheless, we found that computer vision was able to objectively identify depression, an important risk factor for suicide, above chance level. This may potentially provide new avenues for screening or triage, given its objectivity and ability to process large amounts of data at once.

Other uses help forensic scientists understand how death occurs during certain means of suicide, and critically was able to provide evidence that helped rule distinct incidents as suicides. One of the challenges in understanding suicide is ruling when it has occurred. By incorporating CCTV and video into this process, we are able to better understand when and how suicides occur. Without fully understanding the means by which people die by suicide, we are unable to prevent it. CCTV and video are able to help with this process.

Finally, CCTV has been used in preventing suicide, with novel approaches being developed or investigated. These approaches include the use of thermal sensors, defining a region of interest in the scene, and more recently using computer vision. Thus far, while studies have been able to identify behaviors of a hanging attempt using computer vision, and some other studies have been able to identify signs of a subsequent attempt [8,9], there have been no studies published that identify crisis behaviors and attempt to identify them using computer vision.

**Current Work: Integration of CCTV and Machine Learning at Hotspots**

**Aims**

As identified in the preceding review of the literature, the use of CCTV has the potential to play a crucial role in suicide prevention at certain locations. While computer vision has been used to identify hanging, it has not yet been used to identify presuicidal behaviors in public places such as suicide hotspots. Critically, while available systems are able to send an alert once an attempt is in progress (e.g., after climbing a fence or entering the railway tracks), our work aims to detect early behavioral indicators that may precede a suicide attempt, which will may therefore allow more time for intervention and prevention. In this section, we briefly discuss our work in progress, where we use CCTV data and machine learning to identify crisis behaviors at hotspots. We present our approach to fill this gap for automated presuicide action detection.

**Setting**

Data are collected from a coastal tourist destination in Sydney, Australia. In 2010, the local council, along with several partners, implemented a multilevel self-harm and suicide prevention strategy, which included installing various types of fencing, improving amenities, installing signage and hotline booths, as well as installing CCTV cameras. At this location, there are 3 key types of cameras: static RGB color cameras; pan, tilt, and zoom (PTZ) RGB color cameras; and thermal cameras. The thermal cameras primarily cover the fences where people often cross over and thus have a much wider range. Further, given that many incidents happen at night, thermal cameras are used to trigger an alert if an individual crosses the border, by defining a region of interest. Once an alert has been sent, the police are notified. During daytime, PTZ RGB cameras can be used to locate the person of interest. This study has been approved by the UNSW Human Research Ethics Committee.

**Methodology**

To identify signs of a person in crisis, we propose conducting a human coding study similar to previous studies [8,9] and adapting the findings to a computer vision–based framework. The identification of these behaviors is critical to the design and structure of the information pipeline. In earlier works from metro settings [8,9], several key behaviors were identified, including pacing back and forth from the edge, neatly placing shoes and bags on the platform, and standing at the end of the platform where the train would approach. One challenge this poses is that while as humans we can identify these patterns as noted by Mishara and colleagues [8], in computer vision identifying different types of behaviors may require different approaches. Within each behavior type, the underlying system has different levels of complexity. For instance, placing items on the platform would require the algorithm to identify that the person has interacted with another, separate object. Methods to detect pacing back and forth from the edge, by contrast, would require pedestrian tracking along with formulating a trajectory—a path illustrating the object’s movement within the scene. To recognize multiple humans’ actions in untrimmed videos from CCTV cameras, 3 levels of vision processing are required: human detection (low-level vision), human tracking (intermediate-level vision), and behavior understanding methods (high-level vision) [39]. To identify certain high risk and potential indicator behaviors, a human coding study is required to provide annotated data for training the subsequent machine learning processes.
Behavioral Annotation

Incidents where an individual has climbed the safety fence and triggered an alarm will be retrospectively identified from site incident logs. Incidents which are noted as a noncrisis incident (e.g., on the wrong side of the fence to take photos) will be excluded. Recordings of incidents will be extracted, and individuals traced back, as far as possible, to their entry to the site. Based on the 2 human coding studies [8,9] that previously reported analyses of 60 and 16 clips, respectively, we aim to analyze 16 incident clips. These will be matched by an equal number and duration of control clips of routine behaviors.

Following again the 2 studies identifying crisis behaviors at metro stations [8,9], relevant behaviors which have been identified from the metro setting will be generalized to form a codebook of behaviors which are likely to be relevant to this setting. Two researchers will review each clip and note any observable behaviors, their time of onset, and duration. Whether a behavior is thought to be positively or negatively associated with distress will also be recorded. These behavioral annotations will then be used as training data for the computer vision algorithms.

Behavior Identification Through Computer Vision

In this stage, we aim to develop an automated system that can detect specific human behaviors in real time for suicide prevention. The video clips will be fed through a data pipeline consisting of 4 layers of function modules, each with their own goal: the first is a pedestrian detection module to detect objects and persons in the clip; the second is a pedestrian tracking module to track the individual in the scene; the third is a pose estimation module to outline the location and configuration of the human joints and limbs (similar to that used by [32-36] to identify hanging); and the fourth is action recognition which interprets the configuration and motion of the joints and limbs to infer behavior (Figure 2). Using this approach, we are able to cover a wide range of behaviors. For example, if the individual is taking a photograph (a hypothetical routine behavior), the action recognition module should be able to identify it and eliminate that person from interest, or if the person walks back and forth from the fence, a hypothetical crisis behavior, then tracking should be able to capture this back-and-forth trajectory. We briefly discuss the 4 stages, noting the selected algorithms. These algorithms were not selected on the basis of their performance alone, as each camera, location, and context is different. Rather it is the result of extensive experimentation, the full details of which are out of the scope of this review.

Figure 2. Proposed Pipeline for Footage Processing.

In the first level, the algorithm should detect pedestrians or objects of interest. In order to do this, we use a deep learning–based object detector named YOLOv5 (You Only Look Once, version 5; [40]), as it provides a good balance between accuracy and processing speed in our context and reflects the most recent progress in the field. As noted above, these algorithms require training, and the algorithm is pretrained on a large public data set named MSCOCO [41]. However, the camera parameters such as angle and depth in the public data set differ largely from those of the cameras used at the site. This results in large differences in the visual appearance of pedestrians in the scene (such as shape and scale); therefore, we further trained (fine-tuned) the model using annotated footage from the location for customized pedestrian detection.

The algorithm output before retraining on our data set is illustrated in Figure 3, and Figure 4 illustrates the output after retraining on our data set. In both figures, pedestrians are indicated using bounding boxes, which are the smallest possible enclosing box around the individual. A confidence score (0-1) is shown above each pedestrian, indicating the level of confidence that the algorithm has detected a person within the box. As can be observed, the algorithm without fine-tuning (Figure 3) identified 3 individuals with a relatively low confidence (0.50-0.58), whereas after fine-tuning by training the algorithm with an annotated footage from this location (Figure 4) 4 individuals were correctly identified with higher confidence (0.86-0.88).
The output of the pedestrian detection module is then used as the input of the pedestrian tracking module that can track the same individual through multiple frames of footage. To that end, we chose a classical detection-based tracking method, named DeepSORT [42], which is a tracking algorithm with good speed and accuracy. The inputs to this module are the detected pedestrian regions (in the form of bounding boxes). The tracking algorithm assigns a unique identifier to each pedestrian, and tracks each target throughout the duration when it is visible in the scene. A challenge in tracking is ID switching, which is when 2 people overlap and thus 1 person is occluded in the camera’s view, and the algorithm switches their initially allocated IDs. The current DeepSORT algorithm is able to alleviate such problems by including association metrics that use similarities between appearance features extracted by deep neural networks.

At this stage, we also include 2 other modules, namely, grouping and trajectory analysis. We include grouping analysis, as individuals who travel in a group are hypothesized to have a...
substantially lower risk of being in crisis compared with individuals. These groupings are calculated by measuring how far apart individuals are from each other and whether they travel at similar speeds, as well as their scale differences. If the algorithm perceives that they are in the group, a bounding box is used to group them together—see Figure 5 for an example output.

**Figure 5.** Pedestrian Tracking with Group Functionality. Three groups of people are detected in the scene: (1,2), (5,7), and (9,12). Each pedestrian is represented by a unique ID, and groups enclosed by blue rectangles.

A second functionality for this module is trajectory analysis. The trajectory for each pedestrian is stored for a predefined duration. This functionality is included as past studies investigating crisis behaviors have found that walking or pacing back and forth may be indicative of a future attempt. Figure 6 shows example trajectories for groups of stationary and walking individuals.

**Figure 6.** Pedestrian Tracking with Trajectory Functionality. Pedestrians 1 and 2 have been stationary, so the trajectories are collapsed to green dots. Pedestrians 5 and 6 have walked along the fence line, as shown by the green path.
The third component of our pipeline is pose estimation, which is the estimation of the joint positions in the human body and connecting them. Using information from the previous modules, the pose estimation module analyses the areas within the bounding boxes and estimates the position of various joints. This is shown as stick-figure outlines overlaid on top of the individual (Figure 7). The accuracy of the pose estimation algorithm depends on the image quality, with a closer view, of higher resolution, resulting in more accurate estimates.

**Figure 7.** Pose Estimation Module Output. The joint locations and limbs are identified by a pose estimation model. For better visibility, the other visualizations for grouping and trajectory analysis have been omitted.

In previous modules, each pedestrian has been detected, tracked, and their joints located. In the final module, pose-based features are extracted from each individual pedestrian over a time window and used to detect behavior. Once features have been extracted from video footage containing different actions, they are used to train machine learning–based classifiers to classify the actions, such as support vector machines [43], random forests [44], and multilayer perceptrons [45].

We have thus far integrated 4 preliminary actions or behaviors: standing, walking, taking a photo, and waving. These are actions which are readily observed in routine footage and will be augmented with actions identified through the behavioral annotation of incident footage upon completion of data collection.

In summary, our current pipeline is able to detect an individual, track, and illustrate his/her path through the scene, identify groups, estimate the configuration of his/her limbs, and infer behaviors. **Figures 8 and 9** show visual summaries of the overall analysis pipeline.
**Figure 8.** Example Output of the Analysis Pipeline. Individual pedestrians are shown with their unique IDs, recent trajectories, and action class (stand/walk). No groups were identified in this frame. Pose estimation has been omitted to improve visibility of the other outputs.

**Figure 9.** Example Output of the Analysis Pipeline 2. In this frame, five pedestrians within two groups have been identified. Their actions have been identified, with four individuals standing ("stand") and one individual taking a photo ("take photo"). Their trajectories (in the form of dots and short lines at the centre of each person) indicate that they have remained in their current positions for the recent duration.
Thermal Cameras

The pipeline described in the previous section was implemented using footage from the RGB color cameras. However, a number of cameras at the site are thermal based, and the algorithms cannot be directly applied to these cameras. Therefore, a similar pipeline is also currently being developed for the thermal cameras. To date, pedestrian detection has been implemented using the EfficientDet algorithm [46]. This algorithm was selected based on its comparatively high accuracy performance compared with other available object detection algorithms on thermal data. Similar to YOLOv5 [40], this algorithm is pretrained on the large MSCOCO [41] public data set, and Figure 10 illustrates the output. Further data collection and annotation are required to allow fine-tuning to increase the accuracy of the algorithm (similar to the improvement shown between Figures 3 and 4).

As with the RGB color camera recordings, following pedestrian detections, the DeepSORT [42] algorithm is applied to track multiple individuals in the thermal footage. An ID is assigned to each individual who is then tracked through subsequent video frames, as illustrated in Figure 11.

Figure 10. Pedestrian Identification using Thermal Cameras. The output of the EfficientDet pedestrian detection algorithm using data from a thermal camera. Individuals in the foreground are shown within bounding boxes with confidence levels between 61-80%.
Challenges and Future Directions

This above section described the computer vision pipeline which will be used to identify behaviors associated with crisis incidents. However, several challenges remain which require further consideration.

While previous studies have examined footage from metro settings, our study location is a very large outdoor space which experiences large variations in lighting and weather conditions. This can have a large impact on the performance of the detection algorithms, to the extent that RGB color cameras provide no footage for unlit areas at night. Furthermore, as a significant proportion of incidents occur after dark, the use of footage from thermal cameras is critical. However, thermal cameras provide less visual information that can be used in vision-based analysis. They also typically have a much lower resolution, resulting in additional challenges for pedestrian detection and tracking, and also suffer from blooming (blurred borders and outlines), and thus may not be suitable for pose estimation approaches that require identification of human limbs.

Therefore, a different strategy for identifying individual in crisis may need to be used using thermal cameras. For example, if the human coding study confirms that some individuals in crisis crouch down to leave possessions on the ground (a behavior which can be detected using pose estimation), or pace back and forth from the fence (a behavior that could be detected using trajectory analysis, and not requiring pose estimation), a thermal camera may only be able to detect the latter crisis behavior. Given that behaviors which rely on location—and not limb—analysis have been identified as key crisis behaviors in previous papers [8,9], this approach alone is likely to provide good accuracy in identifying individuals in crisis.

While thermal cameras provide less information for computer vision algorithms, thermal cameras of sufficient quality and minimal distance may still be able to identify behaviors through pose estimation. However, this requires experimental testing of the computer vision algorithm and possible postprocessing to improve the clarity of the image.

It is also important to consider the diversity of camera angles and distances to pedestrians within the scenes. These angles and distances are different for each camera at the site, and these may differ considerably from those which have been used to pretrain the selected algorithms, thus negatively affecting performance. Further annotations and fine-tuning may therefore be required for each scene included in the analysis.

Our current implementation uses a supervised learning approach to train models to recognize certain unit actions, such as walking, standing, waving, and taking a photo. However, a substantial human time effort is required to annotate these behaviors across video frames. It may be possible to incorporate...
unsupervised as well as active learning methods in conjunction with transfer learning to optimally leverage the existing annotated data without requiring additional manual annotations. To detect and differentiate between longer and more complex activities, higher-level reasoning may be required to aid the decision-making process. Not only will unit actions be detected, but also our system will learn movement patterns to allow the identification of individuals who appear to be in crisis. These results will be reported elsewhere upon the conclusion of data collection.

In addition to the technological aspects identified in this review, it is also important to assess the acceptability of this approach with decision makers, people with lived experience, and other stakeholders. For example, the Joint Commission in the United States released a statement prohibiting the use of video monitoring of patients with high suicide risk unless in-person monitoring is also present [47]. However, the statement notes that this decision is due to inability to immediately intervene with video monitoring alone. Therefore, future studies will also need to understand the concerns surrounding implementing such technologies, as well as how to address them.

Conclusions
This paper has reviewed the existing literature pertaining to the use of CCTV and video data in understanding and preventing suicide. The narrative review found that studies have reported on 3 broad approaches: assessing depression risk by facial cues as a suicide risk factor; using CCTV and video to understand suicide after the fact through agonal sequences and determining suicidal intent; and finally using CCTV as a suicide prevention initiative. Studies have reported systems to generate alerts when a suicide attempt is detected, for example detecting hanging or jumping from a bridge; however these focus on the period after an attempt is made. Others have reported human coding studies to describe behaviors which can be observed in individuals during crisis prior to a suicide attempt. Building on these previously reported research themes, we reported progress on a current project to identify behaviors associated with crisis incidents at a specific site. The proposed methodology for a human annotation study is described, along with the development of a computer vision processing pipeline. We describe several challenges and considerations which are required to extend computer vision techniques to different settings. Ultimately, this research aims to automatically detect behaviors which may be indicative of a suicide attempt, allowing earlier intervention to save lives.
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Abstract

Background: Previous studies have shown that suicide reporting in mainstream media has a significant impact on suicidal behaviors (eg, irresponsible suicide reporting can trigger imitative suicide). Traditional mainstream media are increasingly using social media platforms to disseminate information on public-related topics, including health. However, there is little empirical research on how mainstream media portrays suicide on social media platforms and the quality of their coverage.

Objective: This study aims to explore the characteristics and quality of suicide reporting by mainstream publishers via social media in China.

Methods: Via the application programming interface of the social media accounts of the top 10 Chinese mainstream publishers (eg, People’s Daily and Beijing News), we obtained 2366 social media posts reporting suicide. This study conducted content analysis to demonstrate the characteristics and quality of the suicide reporting. According to the World Health Organization (WHO) guidelines, we assessed the quality of suicide reporting by indicators of harmful information and helpful information.

Results: Chinese mainstream publishers most frequently reported on suicides stated to be associated with conflict on their social media (eg, 24.47% [446/1823] of family conflicts and 16.18% [295/1823] of emotional frustration). Compared with the suicides of youth (730/1446, 50.48%) and urban populations (1454/1588, 91.56%), social media underreported suicides in older adults (118/1446, 8.16%) and rural residents (134/1588, 8.44%). Harmful reporting practices were common (eg, 54.61% [1292/2366] of the reports contained suicide-related words in the headline and 49.54% [1172/2366] disclosed images of people who died by suicide). Helpful reporting practices were very limited (eg, 0.08% [2/2366] of reports provided direct information about support programs).

Conclusions: The suicide reporting of mainstream publishers on social media in China broadly had low adherence to the WHO guidelines. Considering the tremendous information dissemination power of social media platforms, we suggest developing national suicide reporting guidelines that apply to social media. By effectively playing their separate roles, we believe that social media practitioners, health institutions, social organizations, and the general public can endeavor to promote responsible suicide reporting in the Chinese social media environment.

(JMIR Ment Health 2021;8(5):e26654)  doi:10.2196/26654
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Introduction

Suicide is a public health problem of global concern. More than 800,000 suicide deaths occur every year, meaning that more than 2000 people die by suicide every day [1]. To deal with this problem, the World Health Organization (WHO) has proposed the need to highly prioritize suicide prevention on global public health and public policy issues [2]. Suicide is a multidimensional issue related to various factors that can be facilitated by psychological, biological, social, and environmental factors [3,4]. Mass media coverage is a significant agent in the social construction of reality in today’s world, which may affect people’s exposure to suicide behaviors, especially for vulnerable groups [5]. Accordingly, researchers have determined that the role of mass media in suicidal behavior warrants serious and focused attention [6].

Research on the negative effect of suicide reporting (commonly known as the Werther effect) in the academic field can be traced back to 1974. Philips [7] found that publishing suicide stories in British and American newspapers led to an immediate increase in the number of suicides in the region. Since then, studies have confirmed the imitation effect caused by media reporting [8,9] and further illustrated that this imitation effect can be aggravated when suicide is repeatedly reported [10] or depicted sensationalistically and graphically [11] or when the subject is a celebrity [12,13]. Subsequently, scholars have noted the potential effect of the media on suicide prevention. Empirical research conducted in Switzerland [14], Australia [15], and Hong Kong [16] has indicated that promoting education by introducing reporting guidelines to media practitioners could effectively improve the quality of suicide reporting. By conducting long-term experiments in Austria, researchers found that the application of media guidelines and media campaigns in the city of Vienna led to a reduction of more than 80% in the subway suicide rate in 6 months [17-19].

Given the effectiveness of media guidelines in suicide prevention, in 2008, WHO and the International Association for Suicide Prevention released professional criteria for suicide reporting for media practitioners [20]. Consequently, some scholars have begun to evaluate the extent to which suicide reporting followed these guidelines; these evaluation studies were concentrated in Western countries and showed that the implementation of the guidelines varied [21,22]. Recently, research and evaluation on suicide reporting in Asia has increased; generally, studies have found a low level of compliance with WHO guidelines [23-26]. When assessing the quality of suicide reporting in Indian newspapers, Armstrong et al [24] found a considerable amount of harmful information and minimal educational information. If we consider that Asia has the largest suicide numbers on the globe [27], however, we find that the amount of empirical evidence we have on the quality of suicide reporting in the continent is quite limited.

Overall, the literature on the evaluation of suicide reporting has focused on traditional media, especially newspapers; with the emergence of Web 2.0 technology, however, social media is becoming an indispensable part of public information dissemination [28]. In the health field, people increasingly rely on social media for health communication, and social media plays a crucial role in the construction of general cognition, attitude, and behavior in the field [29,30]. Thus, many media outlets have allocated their resources toward social media platforms [31], and these accounts have shown tremendous influence. The Twitter account of the New York Times has nearly 500 million followers; similarly, People’s Daily has more than 100 million followers on Sina Weibo. Language style, staff structure, and frequency of posting of mainstream media on social media platforms differ from traditional media platforms [32-34], and research has shown that mainstream media’s language style on social media is more vivid, concise, and easy to understand [34]. Do the differences between traditional and social media platforms affect mainstream media’s reporting preferences or content quality? Based on this question, investigating how the mainstream media reports on public issues via social media has recently become a challenging research topic.

An empirical study found that American mainstream outlets showed preferential interest in disseminating information related to psychiatric disorders on Twitter, and media attention to different mental health disorders determines followers’ retweet responses [35]. Regarding suicide, a recent study evaluated news publishers’ reporting of suicide on Facebook and found that news articles often provided harmful elements to readers, whereas positive elements were relatively rare [36]. To the best of our knowledge, the study has been the only one to investigate news publishers’ suicide reporting on a social media platform, and it focused primarily on English-speaking countries. It remains unknown how mainstream media reports suicide via social media in different cultural contexts, especially in China.

Suicide remains a significant public health issue in China today. In 2019, nearly 140,000 people died by suicide in China, second only to India in the world [37]. Although a few scholars have assessed suicide reporting in China, these studies were limited to specific regions or focused on traditional media [23,25,38]. Using WHO guidelines, Fu et al [23] compared suicide reporting of newspapers in Hong Kong, Taiwan, and Guangzhou; the findings indicated that reports in the three regions were mostly inconsistent with WHO recommendations. Chu et al [25] evaluated suicide reporting in China’s most influential newspapers and internet-based media, and the results showed that compliance with the guidelines was very low for 4 of the 12 recommendations (eg, less than 5% of stories provided information on where a person could go for help). To the best of our knowledge, no nationwide research has investigated the compliance of suicide reporting published by Chinese mainstream publishers on social media platforms. Thus, the aim of this study is 2-fold and the research questions are as follows: What are the characteristics of suicide reporting of mainstream publishers via social media? What is the extent to which their suicide reporting follows WHO guidelines?

Methods

Newspapers Selected

We obtained the top 100 media list of comprehensive communication power from a 2018 national online survey [39].
Since the number of followers directly affects the visibility of reports, the number of followers on Weibo, one of the most popular platforms in China [40,41], can represent the publisher’s influence. We ranked publisher Weibo accounts according to the number of followers on November 1, 2019, and categorized them as national or local. We then selected the top 5 national (People’s Daily, China Daily, Global Times, Guangming Daily, and China Youth News) and local (Beijing News, Shanghai Morning Post, New Express, Yangtze Evening Post, and Southern Metropolis Daily) newspapers for further study. Due to access restrictions, we were not able to collect data from New Express and replaced it with Chutian Metropolis Daily, which ranked sixth in local newspapers. Each publisher had more than 10 million followers on their Weibo accounts.

**Data Extraction**

We used the open-source web data crawling tool Octopus to crawl the data by keyword search via the application programming interface of Weibo. Specifically, we designed a keyword search strategy that contained a core word (ie, “suicide”), a synonym (ie, “Zijin,” which means suicide in Chinese), and 8 hyponyms of common suicide methods in China (ie, “jumping off a building,” “jumping off a bridge,” “jumping into a river,” “drinking pesticides,” “taking drugs,” “wrist cutting,” “hanging,” and “charcoal burning”) [42]. Initially, we obtained 5956 posts published between August 11, 2011, and November 16, 2019, with at least one of the above keywords. These posts were then filtered based on the following criteria taken from prior research: event depicted in the post must have been a completed suicide or suicide attempt [24,25]; event must have occurred in China and among the Chinese population (ie, posts on foreigners who died by suicide in China and on Chinese people who died by suicide overseas were omitted) [23]; suicide events associated with murder or violence were omitted [25]; post must have been a narrative (ie, fictional, editorials, and single-sentence posts, called flashes, were omitted) [23]; and posts irrelevant for our study were omitted (eg, a post that stated “Staying up late equals to chronic suicide”). In total, we obtained 2366 posts (2363 original posts and 3 reposts) about suicide reporting (Figure 1).

![Flowchart of mainstream publishers selected and data extraction.](https://mental.jmir.org/2021/5/e26654/figure1.png)
Content Analysis
We conducted content analysis based on prior evaluation research [21-26]. First, we extracted descriptive data to address the first research question that included the following 3 categories of suicide reporting characteristics: (1) text characteristics (ie, publisher name, publication time, and whether the post contained pictures or videos); (2) suicide event characteristics, including the type (ie, completed suicide or attempt), site (ie, urban or rural area), method (ie, jumping off a building, jumping off the bridge, jumping into the river, drinking pesticides, taking drugs, wrist cutting, hanging, charcoal burning, other ways, or multiple ways), and cause (ie, family conflict, emotional frustration, financial difficulty, interpersonal conflict, mental disorder, study or work pressure, to avoid responsibility, physical disease, loneliness or solitude, other causes, or multiple factors) [42]; and (3) demographic characteristics of people who die by suicide, including gender (ie, female, male, or group suicidal event), age (ie, juvenile, youth, middle-aged, or older adults group), marital status (ie, unmarried, married, divorced, or widowed), and economic activity status (ie, student, economically active–employed, economically active–unemployed, or economically inactive) [43].

Second, we designed a social media evaluation framework based on the WHO guidelines to assess the quality of suicide reporting by mainstream publishers. We divided the content of the suicide reports into the categories harmful and helpful information [20,24,36]. The harmful information category included level of detail of the suicide description, disclosure of private information, and vividness of the reporting. Despite their usefulness, the WHO guidelines were derived from press practices of traditional media, and the recommendations were not aligned with the features of social media. Hence, we adjusted several of the original items to improve the flexibility and applicability of the evaluation framework; for example, because social media posts do not have a layout order, avoid the prominent placement of suicide reporting was modified to avoid the inclusion of suggestive signs or emojis in suicide reporting. To improve the evaluation framework’s scientificity and operability, we removed the item about disclosure of private information about the person who died by suicide from harmful information after consulting with relevant experts because the meaning of information is too broad to operationalize. Finally, we achieved an evaluation framework containing 11 dichotomous items (ie, present=1, absent=0). The structure of the evaluation framework and item definitions and examples are shown in Table 1.

Table 1. Evaluation framework for the quality of social media suicide reporting.

<table>
<thead>
<tr>
<th>Dimension, subdimension, and item</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmful information</td>
<td></td>
</tr>
<tr>
<td>Level of detail of the suicide description</td>
<td>“She took nearly 500 tablets of chlorpheniramine in her car.”</td>
</tr>
<tr>
<td>Provides specific information about the site of suicide event, such as the exact name of the bridge, street, community, and so on.</td>
<td>“Weikang Hotel, Nuijiang Town, Tongjiang County, Sichuan Province.”</td>
</tr>
<tr>
<td>Disclosure of private information</td>
<td></td>
</tr>
<tr>
<td>Includes photographs or videos showing images of the person who died.</td>
<td>□</td>
</tr>
<tr>
<td>Describes the content of the suicide note in detail.</td>
<td>“He expressed his apology to parents and left his bank card password in the suicide note.”</td>
</tr>
<tr>
<td>Includes interviews of immediate family members of the person who died by suicide.</td>
<td>“His father said in the interview that his daughter was often depressed after the accident.”</td>
</tr>
<tr>
<td>Vividness of the reporting</td>
<td></td>
</tr>
<tr>
<td>Attaches hashtags at the beginning or end of the post.</td>
<td>#The 13-year-old boy left home after being blamed by his father#</td>
</tr>
<tr>
<td>Uses suggestive characters or emoji to highlight the content.</td>
<td>“!!!,” “--”</td>
</tr>
<tr>
<td>Includes the word suicide directly in the headline or discloses the cause of suicide.</td>
<td>“Confession failed, a man climbed to a high building to suicide.”</td>
</tr>
<tr>
<td>Helpful information</td>
<td></td>
</tr>
<tr>
<td>Relates suicidal behaviors with mental disorders such as depression.</td>
<td>“This pregnant woman suffered from postpartum depression.”</td>
</tr>
<tr>
<td>Provides information on where to seek help such as a psychological consultation hotline or other public health service.</td>
<td>“Beijing Huilongguan Hospital psychological crisis intervention hotline: 800-810-1117.”</td>
</tr>
<tr>
<td>Provides professional knowledge about suicide prevention from psychologist experts or scholars.</td>
<td>“The psychiatrists said that [positive psychological intervention] can completely change the situation of mental illness.”</td>
</tr>
</tbody>
</table>

*Not applicable.*
We selected 3 well-trained graduate students who had majored in journalism and communication for coding; they used an explicit coding framework. We conducted a reliability test based on 100 sample data items, finding the following: the interrater reliability of suicide reporting characteristics ranged from 0.78 to 0.98 with an average of .91 and that of suicide reporting quality ranged from 0.73 to 1.0, with an average of 0.88. Based on prior research, both parts of the framework indicated strong interrater reliability [44]. To bridge understanding deviations regarding the coding and reach consensus throughout the research process, we held regular meetings with the coders.

**Results**

### Analysis of Suicide Reporting

The number of suicide reports varied considerably among the analyzed media accounts (see Table 2). Overall, the Global Times showed the largest number of suicide reports (21.26%, 503/2366), whereas Guangming Daily showed the smallest number (0.89%, 21/2366), both being national publishers. In local publishers, the Shanghai Morning Posts showed the largest number (19.65%, 465/2366), second only to the national publisher Global Times. From the perspective of time, the number of suicide reports varied considerably between 2011 to 2019; the year 2018 showed the largest number of suicide reports (19.57%, 463/2366) and 2011, the lowest (1.61%, 38/2366).

### Characteristics of Suicide Reporting on Social Media

Most reported suicide events occurred in urban areas (1454/1588, 91.56%; excluding 778 posts lacking information on site; see Table 3). Almost all suicide reporting disclosed the suicide method (2195/2366, 92.77%), with jumping off buildings (884/2195, 40.27%) and jumping into rivers (391/2195, 17.81%) being the most commonly reported. Despite being one of the most popular suicide methods in South and East Asia [45], reported events of drinking pesticide ranked fourth (172/2195, 7.84%).

Nearly 80% (1823/2366, 77.05%) of the reporting described the suicide attribution as stated in media reports, among these family conflict (446/1823, 24.47%), followed by emotional frustration (295/1823, 16.18%), financial difficulty (199/1823, 10.92%), and interpersonal conflicts (196/1823, 10.75%).

Regarding the demographic characteristics of people who died by suicide (Table 3), the number of females (1096/2326, 47.12%) was very close to males (1117/2326, 48.02%), and 4.86% (113/2326) reports were group suicidal events. More than 60% (1446/2366, 61.12%) of suicide reporting disclosed the person’s age, of which the youth group accounted for more than half (730/1446, 50.48%), followed by the juvenile (424/1446, 29.32%), middle-aged (174/1446, 12.03%), and older adults groups (118/1446, 8.16%). In addition, suicide reports on social media more frequently reported on suicidal behaviors of unmarried groups and students.

**Table 2.** Suicide reporting by national and local Chinese publishers (n=2366).

<table>
<thead>
<tr>
<th>Newspaper name</th>
<th>Suicide reports, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Times</td>
<td>503 (21.26)</td>
</tr>
<tr>
<td>Shanghai Morning Post</td>
<td>465 (19.65)</td>
</tr>
<tr>
<td>Chutian Metropolis Daily</td>
<td>420 (17.75)</td>
</tr>
<tr>
<td>Beijing News</td>
<td>330 (13.95)</td>
</tr>
<tr>
<td>Yangtze Evening Post</td>
<td>246 (10.40)</td>
</tr>
<tr>
<td>People’s Daily</td>
<td>121 (5.11)</td>
</tr>
<tr>
<td>Southern Metropolis Daily</td>
<td>92 (3.89)</td>
</tr>
<tr>
<td>China Daily</td>
<td>87 (3.68)</td>
</tr>
<tr>
<td>China Youth News</td>
<td>81 (3.42)</td>
</tr>
<tr>
<td>Guangming Daily</td>
<td>21 (0.89)</td>
</tr>
</tbody>
</table>
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Table 3. Descriptive characteristics of suicide reporting on social media (n=2366).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Suicide event characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Event (n=2366)</td>
<td></td>
</tr>
<tr>
<td>Suicide attempt</td>
<td>1308 (55.28)</td>
</tr>
<tr>
<td>Suicide death</td>
<td>1058 (44.72)</td>
</tr>
<tr>
<td>Site (n=1588)</td>
<td></td>
</tr>
<tr>
<td>Urban area</td>
<td>1454 (91.56)</td>
</tr>
<tr>
<td>Rural area</td>
<td>134 (8.44)</td>
</tr>
<tr>
<td>Method (n=2195)</td>
<td></td>
</tr>
<tr>
<td>Jumping off building</td>
<td>884 (40.27)</td>
</tr>
<tr>
<td>Jumping into river</td>
<td>391 (17.81)</td>
</tr>
<tr>
<td>Other way</td>
<td>212 (9.66)</td>
</tr>
<tr>
<td>Drink pesticide</td>
<td>172 (7.84)</td>
</tr>
<tr>
<td>Jumping off bridge</td>
<td>165 (7.52)</td>
</tr>
<tr>
<td>Hanging</td>
<td>119 (5.42)</td>
</tr>
<tr>
<td>Taking medicine</td>
<td>94 (4.28)</td>
</tr>
<tr>
<td>Wrist cutting</td>
<td>60 (2.73)</td>
</tr>
<tr>
<td>Charcoal burning</td>
<td>58 (2.64)</td>
</tr>
<tr>
<td>Multiples ways</td>
<td>40 (1.82)</td>
</tr>
<tr>
<td>Attribution (factor) as stated in media reports (n=1823)</td>
<td></td>
</tr>
<tr>
<td>Family conflict</td>
<td>446 (24.47)</td>
</tr>
<tr>
<td>Emotional frustration</td>
<td>295 (16.18)</td>
</tr>
<tr>
<td>Financial difficulty</td>
<td>199 (10.92)</td>
</tr>
<tr>
<td>Interpersonal conflict</td>
<td>196 (10.75)</td>
</tr>
<tr>
<td>Mental disorder</td>
<td>172 (9.43)</td>
</tr>
<tr>
<td>Study or work pressure</td>
<td>168 (9.22)</td>
</tr>
<tr>
<td>Other cause</td>
<td>157 (8.61)</td>
</tr>
<tr>
<td>Avoid responsibility</td>
<td>60 (3.29)</td>
</tr>
<tr>
<td>Physical disease</td>
<td>55 (3.02)</td>
</tr>
<tr>
<td>Loneliness or solitude</td>
<td>42 (2.30)</td>
</tr>
<tr>
<td>Multiple factors</td>
<td>33 (1.81)</td>
</tr>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Gender (n=2326)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1117 (48.02)</td>
</tr>
<tr>
<td>Female</td>
<td>1096 (47.12)</td>
</tr>
<tr>
<td>Group suicidal event</td>
<td>113 (4.86)</td>
</tr>
<tr>
<td>Age group (years; n=1446)</td>
<td></td>
</tr>
<tr>
<td>Youth (19 to 35)</td>
<td>730 (50.48)</td>
</tr>
<tr>
<td>Juvenile (below 18)</td>
<td>424 (29.32)</td>
</tr>
<tr>
<td>Middle-age (36 to 65)</td>
<td>174 (12.03)</td>
</tr>
<tr>
<td>Older adults (over 65)</td>
<td>118 (8.16)</td>
</tr>
<tr>
<td>Marital status (n=1292)</td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>927 (71.75)</td>
</tr>
</tbody>
</table>
Assessing Suicide Reporting Quality on Social Media Against WHO Guidelines

Our study demonstrated that harmful reporting practices were widespread on Chinese social media (Table 4); 41.50% (982/2366) of suicide reporting contained 3 or more harmful instances of information, while only 5.92% (140/2366) of the suicide reporting did not have any harmful information. Further, the vividness of the reporting subdimension had the highest mean (mean 0.35), followed by disclosure of private information (mean 0.27), and level of detail of the suicide description (mean 0.22).

Regarding vividness of the reporting, more than half of the suicide reporting either directly used the word “suicide” or disclosed the reasons for suicide in the headlines, practices that deviate considerably from the WHO guidelines to word headlines carefully. It is worth noting that the use of internet elements has become common on social media platforms; on the topic, this study showed that 37.19% (880/2366) of the suicide reporting used suggestive symbols (eg, multiple exclamation points or emojis). Furthermore, 13.99% (331/2366) of suicide reporting attached hashtags at the beginning of the articles. These hashtags were highly visible because they were discussed by the public to a certain extent (eg, the hashtag #26-year-old female teacher fell off the building#).

Regarding the disclosure of private information, half (1172/2366, 49.54%) of the suicide reporting exposed images of the people who died, and nearly 30% (313/1172, 26.71%) were not pixelated. Additionally, 11.33% (268/2366) of suicide reporting disclosed the suicide note, with 41.8% (112/268) of the notes coming from the person’s social media platform (eg, on Weibo or WeChat). According to the WHO guidelines, social media posts and email information of people who die by suicide should not be disclosed, as these suicide notes may contain sensitive private information (eg, their debts or information on their interpersonal relationships).

Regarding level of detail of the suicide description, almost 24% (568/2366, 24.01%) of the suicide reporting described the suicide methods in detail (eg, “She closed the window, locked the door, and lit the charcoal fire”). Moreover, 20.08% (475/2366) of the suicide reporting provided specific information on the suicide site (eg, the exact names of streets, communities, or bridges).

Our results also indicated that Chinese mainstream publishers’ suicide reporting on social media has significant deficiencies regarding the provision of helpful information: only 1 of all 2366 suicide reports included all the helpful information outlined in evaluation framework for this study; in contrast, more than 85% (2017/2366, 85.25%) of the reporting did not provide any helpful information. WHO considers it important to emphasize the causal relationship between suicidal behavior and mental illness for suicide prevention efforts [20]. However, only 10.86% (257/2366) of the analyzed suicide reporting highlighted this relationship. Moreover, less than 6% (137/2366, 5.79%) of the suicide reporting provided suicide prevention knowledge for the public (eg, psychology experts’ advice on suicide prevention or official suicide statistics to highlight the importance of the suicide issue). Furthermore, only 2 reports provided direct information about support programs, which are essential for vulnerable groups seeking help; in contrast, the WHO guidelines suggest mass media publishers list available sources of support (eg, psychological intervention hotlines and community resources) for those in need [20].
Table 4. Assessing suicide reporting quality on social media against the WHO guidelines (n=2366).

<table>
<thead>
<tr>
<th>Items</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Harmful information</strong></td>
<td></td>
</tr>
<tr>
<td>Vividness of the reporting</td>
<td></td>
</tr>
<tr>
<td>Headline contains suicide-related words</td>
<td>1292 (54.61)</td>
</tr>
<tr>
<td>Suggestive symbols or emojis used</td>
<td>880 (37.91)</td>
</tr>
<tr>
<td>Hashtag used</td>
<td>331 (13.99)</td>
</tr>
<tr>
<td>Disclosure of private information</td>
<td></td>
</tr>
<tr>
<td>Exposure of images of people who died by suicide</td>
<td>1172(49.54)</td>
</tr>
<tr>
<td>Interviews with relatives of people who died by suicide</td>
<td>376 (15.89)</td>
</tr>
<tr>
<td>Disclosure of the suicide note</td>
<td>268 (11.33)</td>
</tr>
<tr>
<td>Level of detail of the suicide description</td>
<td></td>
</tr>
<tr>
<td>Detailed description of the suicide method</td>
<td>568 (24.01)</td>
</tr>
<tr>
<td>Detailed description of the suicide site</td>
<td>475 (20.08)</td>
</tr>
<tr>
<td><strong>Helpful information</strong></td>
<td></td>
</tr>
<tr>
<td>Emphasize relationship between suicide and mental disorders</td>
<td>257 (10.86)</td>
</tr>
<tr>
<td>Provide suicide prevention knowledge</td>
<td>137 (5.79)</td>
</tr>
<tr>
<td>Provide information about support programs</td>
<td>2 (0.08)</td>
</tr>
</tbody>
</table>

**Discussion**

Principal Findings

This study analyzed the characteristics of suicide reporting of the top 10 publisher accounts (in terms of number of followers) on Sina Weibo and assessed their suicide reporting quality against the WHO guidelines. Our analyses yielded the following findings: (1) Chinese mainstream publishers on social media most frequently reported on suicides that were stated to be associated with conflict and underreported suicides in older adults and rural residents, (2) these suicide reports provided widespread harmful information, especially concerning vividness of the reporting and disclosure of private information, and (3) these reports provided limited helpful information such as direct information about suicide support programs.

Analysis of suicide reporting characteristics revealed two features. First, the reporting of suicide events was found to be clickbait oriented, in which publishers tried their best to attract readers with a sensational and dramatic reporting style. Suicide is a complex phenomenon with multiple contributing factors. However, in this study, almost all suicide reports interpreted suicide as an unexpected event caused by a single factor, with interpersonal conflicts and conflicts leading to suicide (e.g., family conflict or emotional frustration) being the most commonly reported causes. Only 1.81% of posts published a multicausal explanation of suicides. This may be explained by the publisher intention to catch the reader’s eye and gain clicks by describing suicide news in a conflicted and dramatic manner [38].

Second, suicides of older adults and rural residents were underreported. Our study demonstrated that the analyzed social media accounts put a disproportionate amount of focus on young adult suicide while rarely reporting on suicides among older adults; in contrast, according to China’s official health data reports, the suicide rate of people aged over 65 years is the highest among all age groups. For example, the average suicide rate of urban residents aged 65 to 85 years in 2018 was about 5.5 times higher than that of people aged 20 to 40 years (13.10 vs 2.39 per 100,000) [46]. In addition, the suicide rate of rural residents in China has always been higher than that of urban residents [46]. The underreporting of older adult suicide found in this study is consistent with the findings of Fu et al [23] for traditional newspapers. This reporting bias may pose a considerable risk for suicide prevention efforts; for example, policymakers may acknowledge the lack of reports and promote an unbalanced distribution of health resources. This type of bias may lead to the neglect of the suicides of vulnerable people by the general population, thus hindering people’s ability to intervene and support those at risk for suicide. Given the specific context of the Chinese population, which has been experiencing rapid aging [47], such bias and the risk that it produces warrant great focus from researchers and practitioners.

In terms of suicide reporting quality, our results revealed that the analyzed social media accounts had low adherence to the WHO guidelines; this result echoed results found in previous Asian research [23-26]. Regarding harmful information, vividness of the reporting showed the worst performance; for traditional printed media, to reduce the risk of imitative suicide, publishers are advised to avoid placing suicide reporting in prominent positions of the printed news [20,38]. The research of Chu et al [25] found low compliance—23% for newspaper articles—with the guideline to avoid prominent placement like the front page, boxes, or similar, but 85% for internet-based media articles. Our findings are likely to explain these differences further. Namely, although there is no fixed layout...
on social media, our results indicated that it uses alternative ways to capture readers’ attention, such as using diverse internet elements (e.g., hashtags and emojis). However, there are currently no standardized guidelines for their use. We are worried that this type of reporting style may be turning a serious public health issue into something that may be entertaining or even frivolous.

We also found that disclosure of private information showed a moderately problematic performance; almost half of the suicide reporting on the analyzed social media accounts exposed images of the person who died by suicide. This finding is concordant with the study of Fu et al. [23] of Chinese newspapers (57.5%) [23]; one possible explanation is that, as prior studies showed, Chinese people may be generally insensitive to privacy issues [48,49]. This conclusion can also be supported by research conducted in India, where 21.5% of the reporting contained photos of the person who died by suicide [24]. Also, a study on Facebook found that only 24% of suicide news disclosed a photo or video with information about the suicide site [36].

Our findings demonstrated that level of detail of the suicide description showed relevant noncompliance ratios; specifically, 24.01% of the suicide reporting provided an explicit description of the suicide method. This result is roughly consistent with prior studies on print newspapers in China and India [23,24]; however, since the speed and breadth of social media is greater than that of traditional media, we believe that even if it is roughly an equal proportion, social media may have a more profound negative impact.

Regarding helpful information, we found that the analyzed Chinese social media accounts provided very limited information on suicide prevention. WHO has suggested that mass media endeavor eliminate the general public’s misconception about suicide and convey the view that mental illnesses and suicide are inseparable [20,50]. Unfortunately, less than 11% of the suicide reports in this study emphasized the relationship between mental health and suicidal behaviors. This result is consistent with previous research by Chu et al. [25] which showed that less than 20% of the reported suicides (including in newspapers and websites) acknowledged the relationship between suicidal behavior and mental illness. However, in New Zealand, this proportion was more than 30% [51] and in Australia, it was more than 50% of the analyzed samples [15]. To some extent, this shows the different attribution patterns of suicidal behavior in Chinese and Western media. Regarding information on support programs, our results showed that only 2 reports attached direct information on support programs like psychological intervention hotlines. This result echoes the findings on traditional media, suggesting that both traditional and social media do an inefficient job of providing information about support programs [23-25]. In addition, a US study on suicide reporting on Facebook revealed that 16% of suicide news contained a hotline phone number, a higher percentage than in China but still low overall [36]. In summary, while social media has tremendous convenience, such as link support resources, the potential of mainstream publishers to provide helpful information on suicide is currently underused.

Implications

For decades, academic and practical fields have been concerned with the quality of suicide reporting in the mainstream media. However, we have little information on how mainstream publishers report suicide via social media platforms. Although a recent study assessed suicide news on Facebook in English-speaking countries [36], empirical evidence on suicide reporting on Asian social media platforms, especially in China, is still very limited. Thus, we endeavored to examine adherence to WHO suicide guidelines on Chinese social media platforms; we intended to address the above mentioned gap by empirically investigating these reporting qualities.

Various studies have indicated that the degree of compliance with the WHO guidelines are affected by complex factors, including economic and media policy issues present in different countries [24,36,52]. Among them, culture is an important factor that cannot be ignored. This is evident in the Chinese and Western attributions regarding suicide. It is generally believed that China is an acquittance society that attaches great importance to interpersonal relations. Therefore, Chinese society (including the media) focuses on suicide caused by interpersonal conflicts such as marriage and family conflicts. In contrast, the West tends to explain suicide in terms of pathology, emphasizing suicides that occur due to mental illness [53]. Our findings also confirm the cultural differences in suicide attribution between China and the West. Our study complements the current literature on suicide reporting in different cultural contexts, thereby indirectly supporting the cross-cultural study of suicide.

Our study has enormous practical implications for national—and potentially international—suicide prevention programs. First, for media practitioners, since we found that there was generally low compliance with WHO guidelines, we reiterate Chinese mainstream publishers’ role as gatekeepers on social media platforms by encouraging the strengthening of editorial review policies to limit harmful information and disseminate helpful information. Since media practitioners’ understanding and support of the guidelines will also affect the implementation of the guidelines [52], these publishers should focus on training and educating their social media professionals to enhance their knowledge of critical public health issues (e.g., suicide).

Second, our study clarifies the role of the Ministry of Health in promoting responsible media practices; given that in China there are currently no national suicide reporting guidelines [54], one of the first tasks may be to develop national guidelines that align with the current condition of the media in the country. We suggest that an updated suicide reporting guideline document should fully consider the internet elements. Furthermore, considering that social media is constantly evolving and richer forms of media are likely to emerge in the future, the Ministry of Health should support the implementation of these guidelines and the development of supervisory tools to monitor and evaluate the quality of suicide reporting on social media on an ongoing basis.

Third, social organizations (e.g., mental health institutions) can actively cooperate with mainstream publishers to increase dissemination of helpful information related to suicide on social media platforms. Prior studies have shown that stakeholders’
active participation in the development of guidelines effectively boosts compliance with the guidelines [52,55]. Therefore, while social organizations provide professional knowledge on suicide prevention, social media can ensure that this knowledge is highly disseminated.

Last, users can play an active role in suicide prevention. On an interactive information platform, every click made by social media users can be regarded as a second transmission. The promotion and discussion of suicide topics on social networks may increase negative thoughts of suicide by members of vulnerable groups. It is necessary to help users safely convey information about suicide through social media [56]. Our results suggest that users should refrain from retweeting suicide reports that contain harmful information, such as those containing the private information of the people who died by suicide, and instead spread suicide-related articles with rich educational materials (eg, on psychological interventions and suicide prevention-related knowledge).

Limitations

This study has some limitations. First, since our data on suicide reporting came exclusively from the 10 most influential Chinese mainstream media accounts on Weibo, we did not include data from small-size media accounts, which may still play a meaningful role in particular and local issues. Thus, future evaluation research may include a greater variety of media types. In addition, our study only assessed the suicide reporting of the analyzed publishers on Weibo; thus, future research can extend the analysis to other Chinese social media platforms (eg, WeChat) and attempt to conduct cross-cultural research on the topic of suicide on English-language social media platforms.

Conclusions

This study analyzed the characteristics of suicide reporting published by Chinese mainstream publishers via a social media platform and assessed the suicide reporting quality against WHO guidelines. Our findings illustrated that suicide reporting on social media by mainstream publishers in China disseminated too much harmful information, especially concerning the vividness of the reporting and disclosure of private information. Conversely, they provided minimal helpful information. Considering the tremendous information dissemination power of social media platforms, we highlight the need for the development of national suicide reporting guidelines that apply to the new media environment and local cultural backgrounds. We also recommend that social media practitioners, health care institutions, social organizations, and the public work together to promote responsible suicide reporting in the social media environment.

Acknowledgments

This work was partially supported by grant 19ZDA332 from the Major Project of the National Social Science Foundation of China.

Conflicts of Interest

None declared.

References


9. Stack S. Suicide in the media: a quantitative review of studies based on non-fictional stories. Suicide Life Threat Behav 2005 Apr;35(2):121-133. [doi: 10.1521/suli.35.2.121.62877] [Medline: 15843330]


Abbreviations

WHO: World Health Organization
Please cite as:
Lai K, Li D, Peng H, Zhao J, He L
Assessing Suicide Reporting in Top Newspaper Social Media Accounts in China: Content Analysis Study
JMIR Ment Health 2021;8(5):e26654
URL: https://mental.jmir.org/2021/5/e26654
doi:10.2196/26654
PMID:33983127

©Kaisheng Lai, Dan Li, Huijuan Peng, Jingyuan Zhao, Lingnan He. Originally published in JMIR Mental Health (https://mental.jmir.org), 13.05.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Mental Health, is properly cited. The complete bibliographic information, a link to the original publication on https://mental.jmir.org/, as well as this copyright and license information must be included.
Intention to Use Behavioral Health Data From a Health Information Exchange: Mixed Methods Study

Randyl A Cochran¹, PhD; Sue S Feldman², RN, MEd, PhD; Nataliya V Ivankova², MPH, PhD; Allyson G Hall², PhD; William Opoku-Agyeman³, MSc, MPH, PhD

¹Department of Health Sciences, College of Health Professions, Towson University, Towson, MD, United States
²Department of Health Services Administration, School of Health Professions, University of Alabama at Birmingham, Birmingham, AL, United States
³School of Health and Applied Human Sciences, College of Health and Human Services, University of North Carolina Wilmington, Wilmington, NC, United States

Corresponding Author:
Randyl A Cochran, PhD
Department of Health Sciences
College of Health Professions
Towson University
8000 York Road
Linthicum Hall 121C
Towson, MD, 21252
United States
Phone: 1 410 704 2345
Email: rcochran@towson.edu

Abstract

Background: Patients with co-occurring behavioral health and chronic medical conditions frequently overuse inpatient hospital services. This pattern of overuse contributes to inefficient health care spending. These patients require coordinated care to achieve optimal health outcomes. However, the poor exchange of health-related information between various clinicians renders the delivery of coordinated care challenging. Health information exchanges (HIEs) facilitate health-related information sharing and have been shown to be effective in chronic disease management; however, their effectiveness in the delivery of integrated care is less clear. It is prudent to consider new approaches to sharing both general medical and behavioral health information.

Objective: This study aims to identify and describe factors influencing the intention to use behavioral health information that is shared via HIEs.

Methods: We used a mixed methods design consisting of two sequential phases. A validated survey instrument was emailed to clinical and nonclinical staff in Alabama and Oklahoma. The survey captured information about the impact of predictors on the intention to use behavioral health data in clinical decision making. Follow-up interviews were conducted with a subsample of participants to elaborate on the survey results. Partial least squares structural equation modeling was used to analyze survey data. Thematic analysis was used to identify themes from the interviews.

Results: A total of 62 participants completed the survey. In total, 63% (n=39) of the participants were clinicians. Performance expectancy (β=.382; P=.01) and trust (β=.539; P<.001) predicted intention to use behavioral health information shared via HIEs. The interviewees (n=5) expressed that behavioral health information could be useful in clinical decision making. However, privacy and confidentiality concerns discourage sharing this information, which is generally missing from patient records altogether. The interviewees also stated that training for HIE use was not mandatory; the training that was provided did not focus specifically on the exchange of behavioral health information.

Conclusions: Despite barriers, individuals are willing to use behavioral health information from HIEs if they believe that it will enhance job performance and if the information being transmitted is trustworthy. The findings contribute to our understanding of the role HIEs can play in delivering integrated care, particularly to vulnerable patients.

(JMIR Ment Health 2021;8(5):e26746) doi:10.2196/26746
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Introduction

Background

Behavioral health conditions adversely affect an individual’s well-being, quality of life, and life expectancy. Behavioral health conditions are defined as mental illnesses (eg, depression, anxiety, schizophrenia, and bipolar disorder) and substance use disorders that impair the functioning of an individual [1]. Patients with these conditions require the delivery of team-based care to achieve optimal health outcomes [2,3]. Nearly half of the adult population will meet the criteria for a mental illness during their lifetime [4]. Recent projections indicate that in the United States, approximately 19% of the adult population may have a mental illness at any point in time [5-7]. Behavioral health conditions are expected to surpass chronic medical conditions to become the leading cause of disability worldwide [8], with depression alone projected to become the second most prevalent cause of disability [7].

The relationship between physical health and mental health is complex [9-11]. Patients diagnosed with a behavioral health condition frequently have chronic medical comorbidities [4,5,12-15]. The association of mental illness with chronic disease contributes to the inefficient use of health care services (eg, increased inpatient hospital utilization) [5,16-18]. Other factors such as infrequent use of primary care and preventive services, poor chronic disease management, and the use of antipsychotic medications [19-23] also contribute to the overutilization of hospital services. Patients with behavioral health conditions, coupled with chronic medical comorbidities, contribute substantially to health care spending. A population-based cohort study in Alberta, Canada, revealed that patients with a chronic medical illness and a co-occurring mental health condition had a higher mean of 3-year adjusted health care costs (Can $38,250 [US $31,700]) than chronically ill patients without a mental health condition (Can $22,250 [US $18,440]) [24]. A similar pattern is expected in the United States. In fact, the costs are likely to be higher [25]. The costs alone indicate that it is both financially and clinically prudent to consider new ways to manage behavioral health conditions in chronically ill patients [25]. A novel approach to control costs is a coordinated care delivery system.

Behavioral health patients require coordinated care but often fail to receive it [17,26]. This level of care requires better communication and information sharing between general medical and behavioral health care providers. Therefore, it is necessary to develop new approaches that facilitate the effective treatment of both medical and behavioral health conditions [27]. Health information exchanges (HIEs), a component of health information technology (IT), can facilitate the integration of different health care services provided to behavioral health patients with chronic conditions.

HIEs are organizations that enable the digital exchange of health-related data [28], and they are one type of health IT thought to facilitate such integration. The exchange of health information through HIEs has many benefits, including safer, more efficient care that effectively manages both the behavioral and physical health needs of individual patients [13,29-31]. HIEs lead to efficient information sharing between providers in emergencies that require prompt, accurate diagnosis and treatment [29]. The effectiveness of HIEs has been studied in care coordination in general, especially in chronic disease management, but there are few studies that examine HIEs in the context of behavioral health [6,32-35]. The dearth of studies in behavioral health and HIE is a result of rising challenges with behavioral health data. Specifically, there is a disjoint between the clinical language, codes, and data reporting between behavioral health and general medicine among providers [6]. In addition, federal regulations complicate behavioral health information sharing. One of these regulations, that is, Section 42 Part 2, was adopted in the Code of Federal Regulations (42 CFR Part 2) in 1972 to ensure privacy protection for individuals receiving treatment for substance use disorders. It prohibited the disclosure of records related to substance use treatment without express authorization from the patient (with certain exceptions in emergency situations) [36]. Revisions of 42 CFR Part 2 in 2017 and 2018 have aimed to modernize the regulation and to facilitate the integration of behavioral health in general medical settings. Despite these efforts, challenges remain [6,36]. Taken together, these factors create barriers to exchanging behavioral health information and delivering integrated care for this patient population.

Therefore, the aim of this study is to identify and describe various factors that may influence health care providers’ intention to use and actual use of behavioral health information obtained from an HIE. This is accomplished by using a mixed methods approach guided by the theoretical backdrop of the unified theory of acceptance and use of technology (UTAUT) and diffusion of innovation (DOI). This study addresses the following research questions:

1. What factors are associated with the intention to use behavioral health information obtained from HIEs?
2. From the perspective of health care providers, what are the facilitators of and barriers to behavioral health information use from HIEs?

Literature Review and Conceptual Framework

Integrated behavioral health care has demonstrated effectiveness in treating patients with behavioral health disorders and co-occurring medical conditions [37,38]. Such models of care delivery can improve the quality of care by delivering treatments that align with the clinical needs of patients [38]. A systematic review revealed that among 4 randomized controlled trials, 2 of the studies showed minor improvements in physical health, whereas the other 2 studies showed no significant changes in physical health [39]. Furthermore, improvements in seeking preventive care were also observed. However, none of these studies examined the effect of these interventions on functional or clinical outcomes [39]. Improvements in both access and quality of care have been attributed to communication and information sharing between clinicians, particularly when treating patients with complex medical and behavioral needs [40]. This finding suggests that establishing effective communication channels is crucial for the success of integrated care delivery models. However, there are barriers to
communication between medical and behavioral health care providers.

A 2011 study examined the perspectives of behavioral health care providers regarding the benefits and barriers of HIE utilization [41]. According to the study, behavioral health care providers stated that the use of HIEs would (1) improve the quality of care and communication between different types of providers, (2) increase cost and time burdens, (3) raise concerns related to access to and vulnerability of patient and client information, and (4) impact workflow and control. Similarly, a 2019 qualitative study explored the perspectives of patients with mental health conditions to gain an understanding of privacy in the context of exchanging personal health information [42]. All 14 participants acknowledged the importance of privacy in health care, particularly concerning information related to sensitive diagnoses (eg, mental health conditions). However, the degree of concern varied and was most frequently related to negative experiences and perceptions related to privacy. The interviewees expressed that, overall, they trusted that health care professionals and organizations would take appropriate measures to protect the privacy of information related to mental health diagnoses. The participants were largely uninformed about existing policies and regulations designed to protect the privacy of mental health information, and those who had negative experiences related to privacy expressed doubt about the effectiveness of these regulations. However, the participants acknowledged that the electronic exchange of health information was a practical approach to ensuring high-quality patient care. It is important to note that this study was conducted in Canada, where a single-payer system exists.

The 2 theories that are deemed appropriate to explore our overall research questions are the UTAUT and the DOI theory.

**Methods**

**Overview**

A sequential explanatory mixed methods design was used in this study. This mixed methods design enables researchers to provide more thorough explanations of the trends that emerge from the quantitative phase of the study by further exploring participants’ perspectives [49,50]. The quantitative and qualitative study phases are described in the following sections.

**Quantitative Phase**

**Sampling**

Survey participants were selected through convenience sampling. Alabama and Oklahoma were selected for participation because both these states have established HIEs and reported making some efforts to incorporate behavioral health data into patient records. General medical care providers (physicians, nurses, and physician assistants) and nonclinical staff (directors, network administrators, and patient experience representatives) were identified as potential participants.

UTAUT integrates constructs from earlier IT adoption theories to examine their influence on individuals’ intentions to use technology and the subsequent use of the technology [43]. UTAUT explains nearly 70% of the variance related to the intention to use technology [44]. The original UTAUT model attributes behavioral intention and subsequent technology use to 4 main constructs: (1) performance expectancy (perceptions of the ability of the technology to assist in meeting job-related goals), (2) effort expectancy (ease of use of technology), (3) social influence (perception that important figures support the use of technology), and (4) facilitating conditions (infrastructure that supports the use of technology) [43,45]. Extensions of the UTAUT model have considered the influence of additional factors on behavioral intention to use technology, such as trust and perceived risk [46].

DOI examines 5 factors that determine the rate of adoption of a new technology (innovation) within an organization: (1) relative advantage (the innovation is perceived as a better solution than its predecessor), (2) compatibility (the innovation fits with the organization’s culture and norms), (3) complexity (the innovation is easy to understand and use), (4) trialability (individuals can experiment with innovation before adoption), and (5) observability (the results of using the innovation are visible to others) [47,48]. The trialability construct was extracted from this theory because it was not captured in the UTAUT framework. The exchange of behavioral health data via an HIE is a relatively novel concept, and it is possible that pilot testing this type of data exchange could influence behavioral intention. The conceptual model for this study, which is derived from these 2 theories, is shown in Figure 1. The research questions were identified using this model.

**Data Collection**

A validated survey instrument was emailed to clinicians and staff in Alabama and Oklahoma [45,46]. The survey prompt and questionnaire items are provided in Multimedia Appendix 1. The influence of several predictors was examined through the conceptual model developed for the study: (1) performance expectancy, (2) effort expectancy, (3) social influence, (4) perceived risk, (5) trust, and (6) trialability. The first 5 constructs were derived from the UTAUT model [45]. The sixth construct, trialability, was derived from the DOI model [47,48]. The 6 constructs from the UTAUT and DOI frameworks were the independent variables for this study.
The final survey was adapted from the UTAUT questionnaire items developed by Venkatesh et al [45]. Two of the researchers (RC and SF) developed, pilot tested with 4 respondents not involved in the study, and refined the survey (eg, question order and wording) before it was administered to the study sites. The survey used in this study contained statements related to each construct. Respondents expressed their level of agreement with each statement using a 7-point Likert scale, with 1 being Strongly agree and 7 being Strongly disagree. The constructs within the conceptual model have been found to have high reliability and validity in previous studies: standardized factor loadings and average variance extracted values exceeded the recommended threshold of 0.50 [46,51,52]. Furthermore, the composite reliability values were above 0.90 for each of the constructs, surpassing the minimum recommended value of 0.70 [46,53]. Similar findings have emerged for the behavioral intention construct [46]. Preliminary analysis of the survey data collected for this study also met the recommended thresholds for reliability and validity.

An initial prompt to participate in the survey was sent via email. The prompt briefly described the study (eg, purpose, procedures, risks, and benefits). In addition, the prompt included a link to the web-based survey and a consent form that provided more details about the study. Data collection began on June 4, 2018, and ended on August 14, 2018.

Variables

Behavioral intention was the outcome of the combination of the independent variables. It was also a predictor of use behavior. Similar to the independent variables, behavioral intention was operationalized as an ordinal-level variable. Survey items related to behavioral intention were answered using the same 7-point Likert scale adopted for the independent variables.

Use behavior was operationalized as a dichotomous variable. Participants answered Yes or No to the initial screening question: “Have you ever used behavioral health information obtained from the HIE your organization uses?” Participants who responded Yes answered questions related to performance expectancy, effort expectancy, social influence, perceived risk, and trust. Participants who responded No answered an additional set of questions pertaining to trialability. On the basis of the response to the initial screening question, the wording of the subsequent questions was modified to reflect actual experiences versus perceptions of obtaining behavioral health information from the HIE.

Finally, the survey instrument included questions designed to collect demographic information, which included data related to gender, education, job title, age, race or ethnicity, and level of comfort and experience with technology. This study was conducted with the approval of the University of Alabama at Birmingham IRB #300001017.

Data Analysis

For the survey data, preliminary descriptive statistics were generated. Furthermore, we tested the reliability and validity of the survey items. We used partial least squares structural equation modeling (PLS-SEM) to test the relationships between the constructs in the conceptual model. PLS-SEM is a nonparametric alternative to covariance-based structural equation modeling, which makes it more applicable to this study, as we have a small sample and data that are not normally distributed [54-57]. PLS-SEM can be used in both exploratory and confirmatory studies [58]. All statistical analyses were performed using Stata version 15 at an α level of .05.

Qualitative Phase

Sampling

Semistructured interviews were conducted with a subsample of the survey participants to better understand the role of these factors from the subjects’ perspectives and to discover any additional factors that were not captured in the survey. A total of 18% (11/62) survey participants provided their contact information for a follow-up interview at the end of the quantitative survey. Of these, 5 completed the interviews.

Interview Guide

Three of the authors (RC, SF, and NI) collaborated on the development of the interview guide for this phase. The interview questions were developed to elaborate on predictors of intention to use behavioral health information from an HIE that emerged from the initial quantitative survey. Therefore, the interview guide was designed to facilitate a closer examination of the constructs from the UTAUT and DOI frameworks. Likewise, the interview questions also captured information about findings that were contradictory to previous research to better understand the emergence of these inconsistencies [59]. Before deployment, the interview guide was pilot tested with 4 individuals with expertise in health informatics (n=3) and psychiatric nursing (n=1). Minor revisions were made to the wording and ordering of the interview questions. Multimedia Appendix 2 provides the final interview guide.

Data Collection

The first author (RC) conducted the interviews with the survey respondents. An initial request for interview email was sent to the participants, and follow-up emails were sent 2 and 4 weeks after the initial request. Interviews were conducted either in person or via teleconference (Zoom), based on interviewee preference and timing. All interviews were recorded and transcribed using the Otter Voice Notes mobile app. The interviews were conducted from March 19 to May 2, 2019.

Data Analysis

Verbatim interview transcripts were analyzed using inductive and deductive thematic analysis with NVivo 12. The development of the interview questions was partially guided by the constructs in the conceptual model; additional themes were derived from the content within the interview transcripts [60]. The following 4-stage analytical process was adopted for the study: (1) becoming familiar with data, (2) generating themes by aggregating coded segments of data, (3) creating comparative categories, and (4) revising and refining the themes [61]. Two of the authors (RC and SF) engaged in peer debriefing to discuss the interview process and the resulting themes, thus generating additional insights into the interview findings [62]. To increase the trustworthiness of data, we used member checking:
participants received a 1- to 2-page summary of the interview transcript from the interviewee (RC) by email and were asked to provide clarification or ask additional questions. Of the 5 participants, 2 responded to the follow-up email. One participant provided additional clarification for one of the discussion points; the other participant found no errors in the summary document. Quantitative and qualitative findings were further integrated to create meta-inferences using a joint display [63].

Results

Due to the sequential nature of this mixed methods study design, we present the results in sequence: quantitative findings followed by qualitative findings and then followed by the integration of quantitative and qualitative findings.

Quantitative

Descriptive Statistics

Descriptive statistics of the survey participants are presented in Table 1. A total of 90% (56/62) of the respondents reported that they did not exchange behavioral health data via the HIE. A majority of the respondents (49/62, 79%) were female, and 83% (52/62) of the respondents were aged between 30 and 59 years. A large proportion of the health care providers in this sample were identified as nurses (27/62, 44%). Nonclinical roles (23/62, 37%) consisted of directors, network administrators, and patient experience representatives. With regard to the reported level of computer experience, most participants (45/62, 72%) identified as average users.
Table 1. Descriptive statistics of behavioral health information exchange survey participants (N=62).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retrieved behavioral health data from their organization’s HIE&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6 (10)</td>
</tr>
<tr>
<td>No</td>
<td>56 (90)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>49 (79)</td>
</tr>
<tr>
<td>Male</td>
<td>12 (19)</td>
</tr>
<tr>
<td>Prefer not to state</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
</tr>
<tr>
<td>21-29</td>
<td>3 (5)</td>
</tr>
<tr>
<td>30-39</td>
<td>18 (29)</td>
</tr>
<tr>
<td>40-49</td>
<td>18 (29)</td>
</tr>
<tr>
<td>50-59</td>
<td>16 (25)</td>
</tr>
<tr>
<td>60-69</td>
<td>6 (10)</td>
</tr>
<tr>
<td>≥70</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Job title</td>
<td></td>
</tr>
<tr>
<td>Nurses</td>
<td>27 (44)</td>
</tr>
<tr>
<td>Physicians</td>
<td>10 (16)</td>
</tr>
<tr>
<td>Physician’s assistants</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Others</td>
<td>23 (37)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>High school diploma or GED&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Some college</td>
<td>8 (13)</td>
</tr>
<tr>
<td>2-year degree</td>
<td>20 (32)</td>
</tr>
<tr>
<td>4-year college degree</td>
<td>10 (16)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>10 (16)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>10 (16)</td>
</tr>
<tr>
<td>Doctorate</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Hispanic or Latino origin</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3 (5)</td>
</tr>
<tr>
<td>No</td>
<td>59 (95)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Asian</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>6 (10)</td>
</tr>
<tr>
<td>White</td>
<td>47 (76)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Level of computer experience</td>
<td></td>
</tr>
<tr>
<td>Novice</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Average</td>
<td>45 (73)</td>
</tr>
<tr>
<td>Advanced</td>
<td>16 (26)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HIE: health information exchange.

<sup>b</sup>GED: General Educational Development.
**Measurement Validity**

The measurement model determined the reliability and validity of the survey items associated with each latent construct in the conceptual model. Cronbach $\alpha$ scores of .7 or higher indicate internal consistency [64,65]. The measurement model is illustrated in Multimedia Appendix 3. With the exception of one item on the performance expectancy construct, all items met the criteria for internal consistency.

**PLS-SEM Results**

The results of PLS-SEM are presented in Table 2. The standardized path coefficients ($\beta$) denote the strength and direction of the relationship between the constructs in the conceptual model.

<table>
<thead>
<tr>
<th>Predictors of intention to use behavioral health information from the HIE$^a$</th>
<th>$\beta$ $^b$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy</td>
<td>.382</td>
<td>.01</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>.055</td>
<td>.72</td>
</tr>
<tr>
<td>Social influence</td>
<td>-.043</td>
<td>.72</td>
</tr>
<tr>
<td>Perceived risk</td>
<td>.061</td>
<td>.47</td>
</tr>
<tr>
<td>Trust</td>
<td>.539</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trialability</td>
<td>.093</td>
<td>.34</td>
</tr>
<tr>
<td>Use behavior</td>
<td>.127</td>
<td>.68</td>
</tr>
</tbody>
</table>

$^a$HIE: health information exchange.

$^b$$\beta$ represents the standardized path coefficients from the partial least squares structural equation modeling results. The standardized path coefficients indicate the strength and direction of the relationship between the constructs.

The PLS-SEM results revealed that performance expectancy and trust are the significant predictors of behavioral intention to exchange behavioral health information via HIEs. On average, survey participants who reported higher scores on the performance expectancy measures also reported higher scores on the behavioral intention measures ($\beta$=.383; $P=.01$). Similarly, participants who scored higher on the trust measures also had higher scores on the behavioral intention measures ($\beta$=.539; $P<.001$). In this study, trust was found to be the strongest predictor of behavioral intention. Furthermore, behavioral intention was not significantly associated with the actual use of behavioral health information from HIEs.

**Usefulness of Behavioral Health Information in Care Delivery**

Sharing behavioral health information can improve care delivery. In various settings, exchanging health data via an HIE increases efficiency. More specifically, exchanging behavioral health information in an emergency department could help the attending physician to become familiar with a patient’s medical history and could be used in discharge planning. Despite these perceived benefits, there are several barriers that prohibit the exchange of behavioral health information.

**Regulations Restricting Behavioral HIE**

Existing regulations and policies make behavioral HIE challenging. One of the most significant perceived barriers to behavioral HIE, 42 CFR Part 2, makes health care workers hesitant to share sensitive information electronically. 42 CFR Part 2 leaves room for interpretation with regard to the exchange of behavioral health information, and it is not uncommon for health care administrators to err on the side of caution. Overall, the participants expressed doubt that behavioral HIE will become a common practice in the near future, given the influence of 42 CFR Part 2. The restrictions surrounding the exchange of behavioral health information will most likely discourage the sharing of this information, unless it is deemed essential to the provision of care. Even with the recent relaxation of 42 CFR Part 2, one interviewee specifically stated that behavioral health data will never be effectively shared via HIE: “[42 CFR Part 2] simply discourages it.” 42 CFR Part 2 was enacted as a response to the stigma surrounding sensitive diagnoses, including those related to behavioral health. This stigma persists even today.
Behavioral HIE and Stigma

Stigma continues to surround behavioral health conditions and contributes to the suppression of behavioral health information in medical records. As such, mental illness continues to be considered taboo, and because of this, information related to a mental health diagnosis is often separated from the rest of a patient’s medical record. Furthermore, the existing stigma may discourage patients from revealing their diagnoses to a new health care provider. This hesitation to disclose this information hinders the flow of health-related information and complicates the delivery of appropriate care, especially if the provider is unfamiliar with the patient’s medical history.

Missing or Difficult-to-Locate Behavioral Health Information

One of the concerns raised about incorporating behavioral health information into the electronic medical record was centered on locating the information within the HIE. One interviewee suggested that if behavioral health information is difficult to identify, it could reduce efficiency in care provision. In addition, removing behavioral health patients’ records from the HIE further complicates the delivery of appropriate care.

General medical practitioners who access the HIE do not specifically look for behavioral health information. As such, participants do not know where this information would be located within the patient records. A participant (interviewee 4) suggested that it might be beneficial to provide training to assist health care providers in identifying behavioral health information in the patient record. Adequate training could not only reduce the potential workflow issues associated with behavioral HIE but could also facilitate the provision of appropriate care.

Lack of Mandatory Training for Behavioral HIE

The local network administrator for the Alabama site (interviewee 2) trained participants on the proper use of the HIE. There was no component of the training that focused exclusively on the exchange of behavioral health information via the HIE. The training encompassed basic functions (eg, how to log in, what information can be found within the system, and where to locate it). The training provided was not mandatory. In fact, some participants learned about HIEs via word of mouth. One participant (interviewee 4) believed that providing formal training could allow care providers to provide input regarding the usefulness of clinical data. Likewise, the training could help them to understand why there are restrictions on exchanging certain types of clinical data, such as behavioral health information.

The lack of mandatory training for HIE use made it challenging for providers to figure out how to integrate behavioral health information. However, the interviewees expressed hope that they will be able to increase the utilization of HIEs in the future.

Future Utilization of HIEs

The interviewees acknowledged the value of exchanging general health data across HIEs and hoped to increase their utilization in the near future. Some participants also saw value in using the systems to exchange behavioral health information between multiple providers, despite the numerous barriers that currently exist. One participant (interviewee 4) suggested that these HIEs might be necessary to provide effective treatment in appropriate care settings to these difficult-to-treat patients.

Integration of the Quantitative and Qualitative Findings

We further integrated the quantitative and qualitative findings using a joint display. The joint display enabled us to compare the quantitative and qualitative results, explain similarities and differences between the findings, and develop meta-inferences regarding the exchange of behavioral health information via an HIE (Multimedia Appendix 5). In summary, the participants stated that having access to a patient’s full medical record, including behavioral health diagnoses, would be useful in delivering appropriate treatment. Despite the potential benefits of having access to this information, there are several barriers that prohibit the exchange of behavioral health information. These barriers are primarily related to technical capabilities, policies and regulations, stigma, and training. Even with these challenges, the interviewees acknowledged the value of having complete information and expressed some hope that behavioral HIE will become standard practice in the future.

Discussion

Principal Findings

The purpose of this mixed methods study is to identify and describe factors that may influence the intention to exchange and use behavioral health information obtained from an HIE. The preliminary findings from the quantitative phase of the study indicate that performance expectancy and trust are significant predictors of behavioral intention to exchange behavioral health information via HIEs. In other words, participants believed that exchanging behavioral health information via HIEs would improve their job performance. However, 90% (56/62) of survey participants reported that they did not use HIEs to exchange behavioral health information, which likely contributed to the insignificant association between behavioral intention and actual use. The misalignment between performance expectancy and behavioral intention is supported in the literature [40,67]. One explanation for this finding is that understanding the potential job-related benefits of using a technology might not motivate health care professionals to adopt it if there are other contextual factors to consider [67].

Within health care, trust is a predictor of the intention to use technology among both patients and physicians [68,69]. Our findings were consistent with the literature in that participants suggested that the lack of full disclosure of behavioral health conditions, possibly due to stigma, may produce an incomplete record and not provide practitioners with valuable clinical information at the point of care.

In summary, 2 constructs (performance expectancy and trust) emerged as significant predictors in the initial quantitative phase of the study. One theme (usefulness of behavioral health information in care delivery) emerged from qualitative interviews that provided further insights into the significance of the performance expectancy construct. However, there were several divergent findings. Perceived risk did not emerge as a
significant predictor in the quantitative phase; however, the interviewees stated that regulations and stigma are barriers to behavioral HIE. The interviewees suggested some connection between trust and stigma of behavioral health diagnoses. One interviewee stated that people were hesitant to disclose behavioral health information; therefore, the information that could truly be helpful at the point of care is often missing in terms of behavioral health (interviewee 1). Trialability did not emerge as a significant predictor of behavioral intention in the quantitative phase; however, the interviewees discussed a lack of in-depth training in the subsequent qualitative phase. Finally, behavioral intention was not a significant predictor of the actual use of HIEs for the purpose of behavioral HIE. This is likely due to the fact that participation in behavioral HIE efforts at these 2 study sites is low. However, interviewees expressed hope that in the future, HIEs will be used to exchange the full patient record, including any behavioral health diagnoses or treatment.

Implications and Future Research
As behavioral health becomes a growing public health concern, health care practitioners have largely accepted the need for integrated care [70,71]. Early integrated care models have shown improvements in patients’ mental and physical health [71-74]. In addition, health care providers have expressed the belief that omitting behavioral health data from patient records hinders their ability to make appropriate treatment recommendations [71]. The findings of this study provide additional support to these notions.

The successful delivery of integrated care requires a reconsideration of existing policies and regulations as well as the establishment of clear guidelines and best practices for handling sensitive health-related information [75]. In the wake of the COVID-19 pandemic, restrictions on the sharing of personal health information have been relaxed. The requirement to obtain patient consent may be waived if the provider determines that there is a bona fide medical emergency [76]. It is crucial for stakeholders to consider whether this regulatory change should be retained following the pandemic.

Limitations
Although the findings are valid in the context of this study, the small sample size may limit its generalizability. This is a common limitation of studies that are conducted during early uses of IT, thus necessitating the use of nonparametric methods such as PLS-SEM [77]. With the exchange of behavioral health data via HIE being relatively nascent (at the time of this study), this limitation is expected. Furthermore, the relationships between these constructs cannot be deemed causal but rather provide some insights into perceptions and reality. Similarly, because there were few participants who exchanged behavioral health information via HIEs, there was not enough variation in the responses to determine whether there were different sets of predictors for those who used the HIEs to exchange behavioral health information and those who did not. It is possible that the use of convenience sampling contributed to the homogeneity in the responses. However, the lack of active participants in behavioral HIE efforts could also be partially explained by the novelty of both the Alabama and Oklahoma HIEs.

Even in light of these limitations, the findings provide early positive suggestions for the use of behavioral health data shared by HIEs. This study is the first to adopt a mixed methods approach to examine the use of HIEs to share patients’ behavioral health information. The use of mixed methods allowed the researchers to identify and explore factors that may influence the adoption and use of HIEs to facilitate behavioral HIE. This study was conducted across multiple states. Finally, the study is applicable to both the health services and health IT arenas. It is relevant to the health services literature because it acknowledges the importance of a whole-person approach to care. Likewise, it is relevant to health IT because it considers the role of technology in delivering integrated care to patients with complex needs.

Conclusions
Patients with behavioral health conditions are readmitted to the hospital 30 days after discharge at a higher rate than patients without behavioral health disorders. Several factors contribute to this pattern of overutilization. Existing regulations have traditionally restricted the exchange of behavioral health information unless the patient has given authorization at the person level, meaning that the specific person must be identified. The prevalence of suboptimal treatment outcomes for behavioral health patients with chronic illnesses indicates that it is necessary to commit more efforts to providing higher quality care to some of the most vulnerable patients.

Health care providers acknowledge that it is necessary to deliver holistic care to improve the quality of care and health-related outcomes for this subset of difficult-to-treat patients. This study contributes to our understanding of the potential role of HIEs in integrating the traditionally fragmented behavioral and general health service arenas.
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Abstract

Background: Initial training is essential for the mental health peer support worker (PSW) role. Training needs to incorporate recent advances in digital peer support and the increase of peer support work roles internationally. There is a lack of evidence on training topics that are important for initial peer support work training and on which training topics can be provided on the internet.

Objective: The objective of this study is to establish consensus levels about the content of initial training for mental health PSWs and the extent to which each identified topic can be delivered over the internet.

Methods: A systematized review was conducted to identify a preliminary list of training topics from existing training manuals. Three rounds of Delphi consultation were then conducted to establish the importance and web-based deliverability of each topic. In round 1, participants were asked to rate the training topics for importance, and the topic list was refined. In rounds 2 and 3, participants were asked to rate each topic for importance and the extent to which they could be delivered over the internet.

Results: The systematized review identified 32 training manuals from 14 countries: Argentina, Australia, Brazil, Canada, Chile, Germany, Ireland, the Netherlands, Norway, Scotland, Sweden, Uganda, the United Kingdom, and the United States. These were synthesized to develop a preliminary list of 18 topics. The Delphi consultation involved 110 participants (49 PSWs, 36 managers, and 25 researchers) from 21 countries (14 high-income, 5 middle-income, and 2 low-income countries). After the Delphi consultation (round 1: n=110; round 2: n=89; and round 3: n=82), 20 training topics (18 universal and 2 context-specific) were identified. There was a strong consensus about the importance of five topics: lived experience as an asset, ethics, PSW well-being,
and PSW role focus on recovery and communication, with a moderate consensus for all other topics apart from the knowledge of mental health. There was no clear pattern of differences among PSW, manager, and researcher ratings of importance or between responses from participants in countries with different resource levels. All training topics were identified with a strong consensus as being deliverable through blended web-based and face-to-face training (rating 1) or fully deliverable on the internet with moderation (rating 2), with none identified as only deliverable through face-to-face teaching (rating 0) or deliverable fully on the web as a stand-alone course without moderation (rating 3).

Conclusions: The 20 training topics identified can be recommended for inclusion in the curriculum of initial training programs for PSWs. Further research on web-based delivery of initial training is needed to understand the role of web-based moderation and whether web-based training better prepares recipients to deliver web-based peer support.

(JMIR Ment Health 2021;8(5):e25528) doi:10.2196/25528
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Introduction

Background
Peer support is rapidly developing into a central approach to support mental health recovery [1]. It has been defined as “a system of giving and receiving help founded on the key principles of respect, shared responsibility, and a mutual agreement of what is helpful” [2]. Formal peer support involves individuals with lived experience of mental health conditions and/or mental health services—variously called peer providers, peer specialists, peer support volunteers, or as peer support workers (PSWs)—who are engaged in a peer support capacity to support others’ recovery from mental health conditions [3].

There is strong empirical evidence for the positive benefits of implementing PSW roles. PSWs contribute to an increase in service user engagement, a sense of empowerment [4], improved social relationships [5], self-efficacy [6], hope [7], self-management [8], and positive clinical outcomes [9,10]. PSW roles are being implemented internationally, increasingly in lower-middle-income countries such as India [11] and Uganda [12], where PSWs are engaged to address the mental health care gap [13].

Numerous PSW training programs exist [14,15]. These programs are designed to prepare individuals for the PSW role and sometimes also to meet the required competencies for accreditation. However, PSW roles and activities vary depending on their particular setting and context. For example, PSWs may work one-on-one or in a group setting with people who use mental health services, they may support individuals through service transitions, from hospital to the community, into employment, and/or to access local opportunities or resources. Training programs vary depending on the setting, local context, and resources.

Peer support has traditionally been provided as a face-to-face intervention. However, with the growth of digital mental health interventions changing the ways in which mental health care is delivered, peer support is increasingly being offered via digital technologies known as digital peer support. Digital peer support is defined as automated or live peer support services that can be delivered through multiple modalities [16], such as web-based peer support [17], smartphone-supported interventions [18,19], and web-based peer-to-peer networks [20]. A recent systematic review concluded that digital peer support appears to be both acceptable and feasible, with a strong potential for clinical effectiveness [16]. The use of web-based PSW approaches such as digital peer support is likely to increase in response to the COVID-19 global pandemic [21]. This new development means that PSW training may also be offered on the web, and some initial training topics may need to be updated or reviewed.

Initial training is essential for a formal PSW role. Several studies have reported the need to identify core peer support competencies in mental health [22,23]. However, there is no consensus on the core training topics required for PSW roles and accreditation [24]. Given the advances in digital peer support and lack of evidence about what topics are important in initial PSW training, there is a need to establish the level of consensus about the content of initial PSW training. A specific knowledge gap relates to the extent to which initial PSW training topics can be delivered on the web. Web-based training may offer benefits, including opportunities to access more prospective PSWs on a larger scale and the reduction of costs as compared with face-to-face training but may not be feasible for training in the relational aspects of the PSW role.

Aims and Objectives
The aim of this study is to conduct a Delphi consultation technique to establish the level of consensus regarding initial PSW training topics. The objectives were (1) to identify training topics; (2) to identify the extent to which each identified training topic can be delivered on the web; and (3) to assess the degree of consensus that exists with respect to findings from objectives (1) and (2) overall, between PSWs and PSW managers versus PSW researchers and between countries with different resource levels.

Methods

Overview
This study was conducted as a part of UPSIDES (Using Peer Support in Developing Empowering Mental Health Services), a 5-year (2018–2022) European Union–funded multinational study that aims to replicate and scale up peer support interventions for people with severe mental illness. Ethics approval was obtained from the University of Nottingham, Faculty of Medicine and Health Sciences Research Ethics...
Committee (FMHS 377-1908). All participants provided web-based informed consent after reading the participant information sheet available on the web.

Design
A systematized review was conducted to develop a preliminary list of training topics, followed by a three-round Delphi consultation. Round 1 refined the preliminary list, and rounds 2 and 3 established a consensus.

Participants
Inclusion criteria were age 18 years or above, able to provide informed consent electronically, and one of the following: publication record relating to peer support work (researcher group) or experience of working as a PSW group or clinical or practical experience in training and/or supervision of peer support (manager group). Participants were not screened for inclusion but self-identified as belonging to one or more of the above groups.

Procedures
**Systematized Review**
First, we conducted a systematized review of initial PSW training manuals to identify a preliminary list of topics for use in initial PSW training. A systematized review includes elements of a systematic review process while stopping short of being a full systematic review [25]. The inclusion criteria were as follows:

- Training manuals designed specifically for mental health PSWs, that is, designed for people with lived experience of mental health conditions, to prepare them to work in a PSW role with other people with mental health conditions.
- Involved face-to-face training, web-based training, or a combination of both.
- Training with and without accreditation or certification was included, as countries vary in their progress toward an accreditation process.
- Training for both a generic PSW role or for work with a specific mental health subpopulation, for example, dual diagnosis with substance misuse, dementia, and young people.
- Published in the English or Arabic language.

Exclusion criteria were as follows:

- Training manuals not specifically for mental health PSWs.
- Does not include initial PSW training, for example, focus is on stigma related to mental health, human rights, peer leadership, consumer-run organizations, gender identity, and childhood trauma.
- Train the trainer manuals.

Training programs were identified from seven sources:

1. The MEDLINE database was searched using the search strategy shown in Multimedia Appendix 1.
2. Gray literature databases (OpenGrey, New York Academy of Medicine’s Grey Literature Report, TRIP, and Health Quality Ontario) were searched using the phrases: “mental health peer support work training manuals,” “certification training for mental health peer support workers,” and “mental health peer support workers’ core competencies.”
3. Google and Google Scholar were searched using the same phrases mentioned above. The first 100 hits were then screened.
4. Massive open online course platforms (Coursera, edX, FutureLearn, Canvas Network, and Independent) were searched using the massive open online course list website [26], using the same phrases mentioned above.
5. The preliminary findings from a related ongoing systematic review [27].
6. The websites of mental health organizations include the Substance Abuse and Mental Health Services Administration [28], National Mental Health Commission [29], Scottish Recovery Network [30], Mental Health America [31], Mental Health Innovation Network [32], Depression and Bipolar Support Alliance [33], and REdeAmericas [34].
7. The websites of PSW certification, accreditation, and professional bodies include the Missouri Peer Specialist [35], Nevada Certification Board [36], National Association of Peer Supporters [37], and Global Mental Health Peer Network [38].

Searches were conducted in April 2019, and no date restrictions were applied. Endnote software was used to collate the identified manuals. Screening and data extraction were equally divided between AC and NI. Both researchers independently analyzed their allocated manuals and discussed any discrepancies with MS (eg, inclusion and exclusion of manuals). The data abstraction table was populated by extracting data relating to country (specific country and country income level), service setting (eg, community or inpatient), target population (eg, general mental health or dementia), training modality (face-to-face, internet-based, or both), training topics (using terms from source documents), definitions or training goals or learning objectives (where specified), and examples of the training exercises.

Both AC and NI independently conducted thematic analysis [39]. Vote counting for each theme was conducted, and the 2 analysts discussed the discrepancies. AC, NI, and MS then conducted a process of data reduction, which involved comparing the training topics within and across themes and merging and integrating subthemes to generate one coherent coding framework or codebook comprising the training topic name and definition.

**Delphi Consultation**
A three-round Delphi consultation was then conducted. Delphi consultation is a systematic method of determining how much agreement exists on a particular topic based on experts’ opinions [40]. The method involves an iterative and multistage process, comprising multiple rounds of questions designed to combine opinions and assess group consensus.

Compared with the traditional Delphi method, which is delivered via questionnaires through face-to-face meetings, a web-based Delphi offers participants the time to deliberate their responses, thus increasing the validity of results, and requires less...
resources, for example, time and costs [41]. In addition, given the growth of PSW roles internationally and the wide range of peer support programs that exist, the web-based Delphi was chosen as an appropriate method to answer the research question, as it has the potential to access a diverse and large group of experts engaged in peer support from around the world [42]. Compared with other research designs, the Delphi method can produce rigorous and rich data because of multiple rounds and refinement based on response feedback [43]. Limitations include a low level of reliability of judgment among experts, lack of clear methodological guidelines, and difficulty in assessing the degree of expertise included [44].

Participants for the Delphi consultation were recruited through advertising (1) across networks including the Recovery Research Network [45], UPSIDES consortium, Recovery College Network, and Being Network (Australia); (2) by partner organizations including Nottinghamshire Healthcare National Health Service Foundation Trust, Institute of Mental Health; (3) social media, including Twitter; and (4) snowball sampling. Purposive sampling was used to obtain a balance in role (researcher, PSW, and manager) and income level (high, middle, and low).

In each round, prospective participants were invited via email to complete an anonymous web-based survey using the Jisc survey platform (round 1 and 2) or Google Forms (round 3). Participants were sent 2 reminder emails to complete each round of the survey. All correspondence with the participants occurred via email. An initial pilot test of each round was conducted with 5 nonparticipants, which resulted in minor amendments. Round 1 was distributed over eight screen pages, and rounds 2 and 3 were distributed over four pages. The personal information collected was stored separately from the results’ data on a secure webserver, and participants were allocated identification numbers, for example, P001, which were used to track responses and duplicates. Only the research team had access to personal and research data. No incentive was offered for participation. Participants were able to change their responses using a back button but could not complete the survey without answering all questions. Round 1 began in November 2019, and round 3 was completed in July 2020.

In round 1, after reading the participant information sheet outlining the length of time of the survey, how data are stored, where, and for how long, and the purpose of the study, participants gave informed consent and provided sociodemographic details including if they had any experience of web-based training (about anything). Participants then rated each training topic and associated definition for importance using a 4-point Likert scale (“0=Not important at all,” “1=A bit important,” “2=Quite important,” and “3=Very important”). A free-text response was available to participants, providing the opportunity to suggest additional training topics or changes to the topic name or definition. Qualitative data were analyzed thematically. Two analysts (AC and NI) independently reviewed and synthesized responses using the following framework: proposed topic name, change to language or definition, and additional topics to be covered. Agreement on the topics and definitions arising from the first round was determined by further discussion, refinement, and synthesis with a third analyst (MS). The finalized list of training topics was created based on these responses, including the deletion of topics quantitatively rated as not important, refinement of name or definition, and addition of new topics where relevant.

In round 2, participants rated each topic and associated definition for importance using the same rating scale as in round 1, and also rated the extent to which the topic could be delivered on the web using a 4-point Likert scale (“0=No, it can only be delivered through face-to-face training,” “1=Partially, eg, as blended learning with some aspects delivered online and some face-to-face,” “2=Fully online as a moderated online course, ie, with a peer support worker trainer providing online support and moderation,” and “3=It can be fully delivered online as a standalone course without moderation”).

In round 3, participants were shown their own round 2 ratings and the mean round 2 ratings from other participants in (1) their group (researcher, PSW, and manager or supervisor), (2) the income level of their country setting (high, middle, and low), and (3) overall. Participants were asked to rate each component for importance and web-based delivery using the same rating scales as in round 2.

**Analysis**

For the Delphi consultation, strong consensus was defined as at least 80% of participants in the group with the same rating, and moderate consensus was defined as at least 50% of participants in the group with the same rating. An arbitrary threshold for a high- and moderate-level consensus was implemented.

**Results**

**Overview**

The systematized review identified 32 training manuals in English, comprising face-to-face and web-based PSW training from 14 different countries (Argentina, Australia, Brazil, Canada, Chile, Germany, Ireland, the Netherlands, Norway, Scotland, Sweden, Uganda, the United Kingdom, and the United States). Training varied in length from 54 hours to 1 year, and the manuals covered a range of PSW training from working with adults, older adults, adolescents, and young people. A total of 502 topics and 348 learning objectives or definitions were extracted. The coding framework synthesized from the training manuals comprised 18 themes and is shown in Multimedia Appendix 2. The coding framework was used as the basis for developing 18 topics and associated definitions, as shown in the first column of Multimedia Appendix 3.

The characteristics of the Delphi consultation participants, including the number of responses for each round, are shown in Table 1.
### Table 1. Characteristics of the Delphi consultation participants (N=110).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Round 1 (N=110)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>21-29</td>
<td>17 (15.4)</td>
</tr>
<tr>
<td>30-39</td>
<td>25 (22.7)</td>
</tr>
<tr>
<td>40-49</td>
<td>28 (25.4)</td>
</tr>
<tr>
<td>50-59</td>
<td>29 (26.3)</td>
</tr>
<tr>
<td>60+</td>
<td>10 (9.0)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>79 (71.8)</td>
</tr>
<tr>
<td>Male</td>
<td>29 (26.3)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Role, n (%)</td>
<td></td>
</tr>
<tr>
<td>PSW&lt;sup&gt;a&lt;/sup&gt;</td>
<td>49 (44.5)</td>
</tr>
<tr>
<td>Manager</td>
<td>36 (32.7)</td>
</tr>
<tr>
<td>Researcher</td>
<td>25 (22.7)</td>
</tr>
<tr>
<td>Years of experience in role, n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;2</td>
<td>13 (11.8)</td>
</tr>
<tr>
<td>2-3</td>
<td>27 (24.5)</td>
</tr>
<tr>
<td>4-6</td>
<td>26 (23.6)</td>
</tr>
<tr>
<td>7-9</td>
<td>21 (19.0)</td>
</tr>
<tr>
<td>≥10</td>
<td>21 (19.0)</td>
</tr>
<tr>
<td>Professional qualification, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>42 (38.1)</td>
</tr>
<tr>
<td>No</td>
<td>68 (61.8)</td>
</tr>
<tr>
<td>Lived experience of mental health problems, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>82 (74.5)</td>
</tr>
<tr>
<td>No</td>
<td>28 (25.4)</td>
</tr>
<tr>
<td>Experience of initial PSW training, mean (SD)</td>
<td>Scale: 0 (no experience) to 10 (very experienced)</td>
</tr>
<tr>
<td></td>
<td>6.4 (2.9)</td>
</tr>
<tr>
<td>Experience of web-based PSW training, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>25 (22.7)</td>
</tr>
<tr>
<td>Experience of web-based training on any topic, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>88 (80.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PSW: peer support worker.

### Participant Characteristics

The participants came from 21 countries, including higher-income (Australia: n=33; the United Kingdom: n=22; Canada: n=7; Poland: n=7; Germany: n=4; Ireland: n=4; Switzerland: n=4; Israel: n=3; Norway: n=3; Italy: n=2; the United States: n=2; New Zealand: n=1; Belgium: n=1; Singapore: n=1), middle-income (India: n=4; Tunisia: n=2; Brazil: n=1; Egypt: n=1; Argentina: n=1), and lower-income (Uganda: n=6; Tanzania: n=1) countries. All participants completed round 1 and rated each of the 18 topics for importance. Round 1 ratings and all proposed changes are shown in Multimedia Appendix 3. Analysis of the round 1 free-text responses (n=68) and mean rating scores resulted in multiple refinements to the round 1 topic names and definitions. Although the mean score for knowledge of mental health was ranked low compared with other topics, the free-text responses suggested that the definition should be amended to reflect PSW training needs, and this was changed markedly for round 2. Two topics—role-specific PSW skills and competencies and work...
skills—were identified as being relevant in some contexts but not others. These context-specific topics were presented separately in a different format for round 2, along with an explanation for the participants. Three additional topics and definitions were created—PSW supervision, developing a career as a PSW, and role-specific PSW skills and competencies—that were adapted from the subpopulation and specialized modules topic.

The revised list of 20 topics and associated definitions were used for round 2, which are shown in the fifth column of Multimedia Appendix 3. Of 110 participants, a total of 89 (80.9%) participants completed round 2. The round 2 ratings of importance are shown in Multimedia Appendix 4 and of web-based delivery are shown in Multimedia Appendix 5. Additional comments were received from round 2 participants about the role-specific PSW skills and competencies topic, resulting in minor refinements to the definition of knowledge of mental health topic. The final list of topics and definitions, which were used in round 3, is shown in Textbox 1.

Of 110 participants, a total of 82 (74.5%) completed round 3. Of these 82 participants, 76 (93%) had completed round 2. The round 3 ratings of importance, ordered by median rating, are shown in Table 2.
**Textbox 1.** Final list of topics and definitions for initial peer support worker training.

<table>
<thead>
<tr>
<th>Topics always needing coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Introduction to peer support and peer support worker (PSW)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• PSW role focus on recovery</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• Approaches, frameworks, and models used in PSWs</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• Knowledge of mental health</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• Human rights and disability legislation</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• Ethics</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• Cultural competency</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• PSW skills and competencies</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• Lived experience as an asset</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• PSW well-being</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• Communication</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• Trauma-informed peer support practice</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• Crisis management</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>• PSWs working with groups</td>
</tr>
</tbody>
</table>
- Training prospective PSWs on the skills needed to start, facilitate, or cofacilitate a peer support group, in addition to understanding the group processes, dynamics, and coproduction practices and addressing any arising issues
- Workplace aspects of PSWs
  - Ensuring PSWs have the skills needed to deal with workplace challenges, including knowledge of support options and training in dealing with work-related pressures, such as working with other professionals with conflicting values, workplace culture, organizational structures, exposure to violence, discrimination, bullying, and managing power dynamics and conflict
- Referral and communication with other services
  - Ensuring prospective PSWs know about local services and community resources and about formal communication or referral processes to other services; ensuring PSWs are sensitive to the balance between helpful referrals and supporting self-management or being heard
- PSW supervision
  - Introducing PSWs to the purpose, types of, and importance of supervision
  - Developing a career as a PSW
    - Involves teaching prospective peers about the professionalization of the PSW role, including motivational drivers, career development, training opportunities, and financial management

Context-specific topics
- Role-specific PSW skills and competencies
  - Equipping PSWs with role-specific skills (e.g., motivational interviewing, solution-focused thinking, family therapy approach, intentional sharing, and understanding cognitive behavioral therapy and mindfulness), understanding of service settings (e.g., inpatient units and community teams) and the mental health needs of different populations (e.g., age groups, dual diagnosis, homelessness, and marginalized and minority groups)
- Work skills
  - Teaching the administrative skills of recording and documenting direct mental health care and incidents and other work-related skills, such as time management
The median rating of importance was “Quite Important” or “Very Important” for all topics. Across all participants, the first five topics in Table 2 reached a strong consensus on importance.

The round 3 ratings for web-based deliverability, ordered by median rating, are shown in Table 3.

The round 3 median ratings for web-based delivery indicated that all topics can be delivered partly or fully on the web with moderation but none without moderation. No topics reached a strong consensus for the mode of training delivery. The range of median responses relating to web-based delivery was smaller for PSWs (1-1.5) than for managers (0-2) and researchers (1-2), indicating that PSWs were more consistent in placing importance on some face-to-face training contact.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total</th>
<th>Participants by role</th>
<th>Participants by income level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>PSW&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Manager</td>
</tr>
<tr>
<td>Population, n (%)</td>
<td>82 (100)</td>
<td>36 (44)</td>
<td>24 (29)</td>
</tr>
<tr>
<td>Lived experience as an asset, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ethics, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>PSW well-being, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>PSW role focus on recovery, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Communication, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Crisis management, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (0.75)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Introduction to peer support and PSW, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cultural competency, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>PSW skills and competencies, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2.5 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (0.25)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trauma-informed peer support practice, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (0.25)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Workplace aspects of PSWs, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>PSW supervision, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (0)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>PSWs working with groups, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (0)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (2)</td>
<td>2 (0.25)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Knowledge of mental health, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2.5 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Approaches, frameworks, and models used in PSW, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Human rights and disability legislation, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Referral and communication with other services, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (1.25)</td>
<td>2 (0.25)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Work skills, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (1)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (0.25)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Developing a career as a PSW, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (0.75)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (1)</td>
<td>2 (0.25)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Role-specific PSW skills and competencies, median (IQR)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2 (0.75)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (1)</td>
<td>2 (0)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>PSW: peer support worker.

<sup>b</sup>Scale 0 (low) to 3 (high).

<sup>c</sup>Strong consensus.

<sup>d</sup>Moderate consensus.

Table 2. Delphi Consultation round 3 rating of importance (n=82).
<table>
<thead>
<tr>
<th>Variables</th>
<th>Total</th>
<th>Participants by role</th>
<th>Participants by income level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PSW</td>
<td>Manager</td>
</tr>
<tr>
<td>Population, n (%)</td>
<td>82 (100)</td>
<td>36 (44)</td>
<td>24 (29)</td>
</tr>
<tr>
<td>Human rights and disability legislation, median (IQR)</td>
<td>2 (1)</td>
<td>1.5 (1)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Developing a career as a PSW, median (IQR)</td>
<td>2 (1)</td>
<td>1.5 (1)</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Introduction to peer support and PSW, median (IQR)</td>
<td>2 (1)</td>
<td>1 (1)</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Knowledge of mental health, median (IQR)</td>
<td>2 (1)</td>
<td>1 (1)</td>
<td>1.5 (1)</td>
</tr>
<tr>
<td>Role-specific PSW skills and competencies, median (IQR)</td>
<td>1 (0)</td>
<td>1 (0.25)</td>
<td>1 (0.25)</td>
</tr>
<tr>
<td>Referral and communication with other services, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Work skills, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Approaches, frameworks, and models used in PSW, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Workplace aspects of PSWs, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>PSW supervision, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>PSW well-being, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>1 (0.25)</td>
</tr>
<tr>
<td>PSW role focus on recovery, median (IQR)</td>
<td>1 (1)</td>
<td>1 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Cultural competency, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Ethics, median (IQR)</td>
<td>1 (1)</td>
<td>1 (0.5)</td>
<td>1 (0.25)</td>
</tr>
<tr>
<td>PSW skills and competencies, median (IQR)</td>
<td>1 (1)</td>
<td>1 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Trauma-informed peer support practice, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>1 (1.25)</td>
</tr>
<tr>
<td>PSW working with groups, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Crisis management, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>0.5 (1)</td>
</tr>
<tr>
<td>Lived experience as an asset, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>0 (1)</td>
</tr>
<tr>
<td>Communication, median (IQR)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>0 (1)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

In this 21-country study, 20 topics were identified that can be recommended for inclusion in the curriculum of a PSW initial training program. There was a strong consensus about the high importance of five topics: lived experience as an asset, ethics, PSW well-being, PSW role focus on recovery, and communication. There were no substantial differences between role perspectives (PSW, managers, and researchers) and countries with different resource levels relating to importance. All training topics were identified as being partly or fully deliverable on the web, but none could be provided on the web without moderation. There was no consensus about the right balance between face-to-face and web-based training with moderation, even though PSWs were more consistent in identifying the need for a face-to-face training component.

Strengths and Limitations

A strength of this study is the number of participants (N=110) from different countries (n=21) and the low attrition (round 1-2: 19%; round 1-3: 25%) compared with other Delphi studies [46]. Another strength is that the Delphi was reported in line with the Checklist for Reporting Results of Internet e-Surveys checklist [47]. This study has several limitations. First, there is a need for more representation from middle- and lower-income countries, which might have allowed between-setting differences to emerge, which was not achieved despite purposive sampling efforts. Second, participation in a web-based consultation may be more difficult for people in environments with poorer internet access and intermittent electricity, which may disproportionately affect PSWs. Third, participants were asked if they had completed web-based training earlier but not specifically web-based PSW training, which could then have been further explored in the analysis. In addition, web-based deliverability was not defined and was based on participant judgment rather than evidence from experience. Fourth, the use of two web-based platforms that may have confused participants and were not specifically designed for Delphi consultations. Alternative Delphi-specific platforms exist, including ExpertLens [48], Mesydel [49], and Delphi2 [50]. Fifth, PSW training manuals available in languages other than English or Arabic might have identified a wider range of training topics.

Finally, a full systematic review was not conducted, and the limitations associated with implementing a systematic review include the following: (1) lack of patient, population, intervention, comparison, and outcomes criteria; (2) included and excluded manuals were not listed; (3) methodological quality assessment and reliability of manuals were not explored; and (4) discrepancies between reviewers were not reported.

Comparison With Other Work

Achieving an international consensus on topics that are of high importance in PSW training is important for three reasons. First, it offers prospective PSWs a description of the tasks and skills involved in the PSW role, which may inform their decision making about whether to train as a PSW. Second, it provides training providers and organizations with a list of core topics that should be covered in the content of initial PSW training programs in all settings and two additional context-specific topics that may be relevant. Third, it provides an evidence base for developing training curricula and a framework for PSW accreditation. The standardization of PSW training across settings and countries is contentious. On the one hand, an international consortium of peer leaders from 6 continents developed an international charter, which defined peer support and identified key principles and guiding values [51]. In conjunction with this Delphi consultation, a framework is emerging that could underpin the international PSW accreditation process. On the contrary, unintended consequences of institutionalizing the PSW role are emerging, with one qualitative study in the United States concluding that it “has the potential to reduce the very centrality of experiential expertise, reproduce social inequalities, and paradoxically impact stigma” [52].

The identification of training topics relevant to specific contexts reflects cultural and organizational influences on implementation [53]. Identified barriers that may lead to context-specific modifications include the lack of credibility of peer worker roles, professionals’ negative attitudes, tensions with service users, struggles with identity construction, cultural impediments, poor organizational arrangements, and inadequate overarching social and mental health policies [54]. These influences can lead to preplanned modifications implemented during initial PSW training, as well as unplanned extensions to the PSW role [55]. Several studies have found that this role extension can reduce role clarity and integrity, such as by incorporating medical ways of working [56] and creating identity conflict [57]. For example, a 10-site comparative case study across England found that different understandings of professionalism and practice boundaries can erode the distinctiveness of the PSW role [58].

PSW training has evolved in response to organizational needs and more recently the COVID-19 global pandemic. In a recent commentary, barriers to implementing web-based peer support in low- and middle-income countries in the context of COVID-19 were identified [59]. The low-to-moderate consensus about web-based delivery of training found in our study indicates that further work is needed to explore the relative costs and benefits of web-based versus face-to-face training.

All topics were rated as candidates for at least partial web-based delivery, which raises two questions. First, what is the role of web-based moderation? In addition to knowledge and skills
development, an important component of PSW training is ensuring that participants have the ability to maintain role integrity in a context where many will have to deal with microaggressions [60]. Similarly, a recent editorial identified specific contested areas relating to the role of PSW in restraint, administration of medication, and lone working in the community [61]. These may all be sensitive issues for PSWs to explore in training, for example, due to personal experiences, which may be more difficult to explore in moderated web-based discussions. Furthermore, individuals considering PSW training may struggle with motivation [62] and the pressure to succeed [63], and role challenges can include overwork and symptom recurrence [64]. There is some evidence that a therapeutic alliance in digital interventions is possible [65], but the extent to which the requisite resilience and motivation for the PSW role can be fostered through web-based training delivery is an important future focus.

Second, does web-based training prepare recipients better to deliver web-based peer support? Relationships are central to PSWs [66], and one impact of COVID-19 is to increase the use of web-based approaches by trained PSWs as an alternative relationship medium. Combining web-based and offline peer support has been shown to be a promising concept, with one qualitative Norwegian study of peer support recipients finding it enabled connectedness and allowed individuals to balance anonymity and openness [67]. Web-based training may help future PSWs to have both technological skills and the confidence to engage with PSW recipients on the web. In middle- and low-income countries, this blend of training delivery could also provide an accessible, wide-reaching, and cost-effective approach to increase the availability of PSW training places. A systematic review identified that the role content of PSWs is often underreported [68]. The topics identified in our study can inform the reporting of both the training program and PSW role components in future PSW evaluations.

Conclusions
This study developed a list of training topics for the initial PSW training. One use is to inform PSW training manuals, such as the UPSIDES PSW training program [69], which is being evaluated in Germany, India, Israel, Tanzania, and Uganda [70]. The use of an evidence-based training curriculum will increase the effectiveness of programs to prepare individuals for working as PSWs.
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Abstract

Background: The Harmonized Diagnostic Assessment of Dementia for the Longitudinal Aging Study in India (LASI-DAD) is the first and only nationally representative study on late-life cognition and dementia in India (n=4096). LASI-DAD obtained clinical consensus diagnosis of dementia for a subsample of 2528 respondents.

Objective: This study develops a machine learning model that uses data from the clinical consensus diagnosis in LASI-DAD to support the classification of dementia status.

Methods: Clinicians were presented with the extensive data collected from LASI-DAD, including sociodemographic information and health history of respondents, results from the screening tests of cognitive status, and information obtained from informant interviews. Based on the Clinical Dementia Rating (CDR) and using an online platform, clinicians individually evaluated each case and then reached a consensus diagnosis. A 2-step procedure was implemented to train several candidate machine learning models, which were evaluated using a separate test set for predictive accuracy measurement, including the area under receiver operating curve (AUROC), accuracy, sensitivity, specificity, precision, F1 score, and kappa statistic. The ultimate model was selected based on overall agreement as measured by kappa. We further examined the overall accuracy and agreement with the final consensus diagnoses between the selected machine learning model and individual clinicians who participated in the clinical consensus diagnostic process. Finally, we applied the selected model to a subgroup of LASI-DAD participants for whom the clinical consensus diagnosis was not obtained to predict their dementia status.

Results: Among the 2528 individuals who received clinical consensus diagnosis, 192 (6.7% after adjusting for sampling weight) were diagnosed with dementia. All candidate machine learning models achieved outstanding discriminative ability, as indicated by AUROC > .90, and had similar accuracy and specificity (both around 0.95). The support vector machine model outperformed other models with the highest sensitivity (0.81), F1 score (0.72), and kappa (.70, indicating substantial agreement) and the second highest precision (0.65). As a result, the support vector machine was selected as the ultimate model. Further examination revealed that overall accuracy and agreement were similar between the selected model and individual clinicians. Application of the prediction model on 1568 individuals without clinical consensus diagnosis classified 127 individuals as living with dementia. After applying sampling weight, we can estimate the prevalence of dementia in the population as 7.4%.

Conclusions: The selected machine learning model has outstanding discriminative ability and substantial agreement with a clinical consensus diagnosis of dementia. The model can serve as a computer model of the clinical knowledge and experience encoded in the clinical consensus diagnostic process and has many potential applications, including predicting missed dementia diagnoses and serving as a clinical decision support tool or virtual rater to assist diagnosis of dementia.

(JMIR Ment Health 2021;8(5):e27113) doi:10.2196/27113)
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Introduction

The World Health Organization estimates that the number of people living with dementia worldwide is approximately 50 million and will almost triple by 2050 [1], with nearly 60% living in low- and middle-income countries like India [2]. Developing effective population-based interventions to address the rising burden of dementia depends on high-quality nationally representative data, which is often scarce in low- and middle-income countries. The Alzheimer’s and Related Disorders Society of India estimates that more than 3.7 million Indians have dementia. However, this figure is based on a meta-analysis of prevalence studies with estimated prevalence rates ranging from 0.6% to 10.6% in rural areas and from 0.9% to 7.5% in urban areas [3,4]. The high heterogeneity in reported prevalence could be due to a variety of methodological issues including regional variations and different diagnostic criteria [3].

The Longitudinal Aging Study in India (LASI) is the first and only nationally representative survey of the physical and cognitive health, economic welfare, and social well-being for the country’s aging population, with a sample of more than 70,000 individuals aged 45 years and older [3]. The Harmonized Diagnostic Assessment of Dementia for the Longitudinal Aging Study in India (LASI-DAD) further extends the LASI’s cognitive data collection by conducting in-depth neuropsychological tests and informant interviews for a subsample of the LASI respondents aged 60 years and older [3]. The design of the LASI-DAD closely follows the Harmonized Cognitive Assessment Protocol (HCAP), which was developed for the assessment of dementia and mild cognitive impairment in the US Health and Retirement Study (HRS) and its associated studies around the world to enable international research collaboration [5].

For conditions such as Alzheimer disease, dementia, and mild cognitive impairment, there is no single definitive diagnostic test. Hence, many clinical researchers rely on a clinical consensus diagnostic process, consisting of data review, adjudication, and consensus by a panel of expert clinicians [6,7]. However, for large population surveys, the gold standard of clinician in-person assessment of respondents and all relevant information from their informants and in-person consensus conference is costly [6,7]. One way to reduce the cost is to replace the in-person consensus conference with a web-based consensus diagnosis approach. This web-based method was implemented first in the Monongahela-Youghiogheny Healthy Aging Team Project [8] and then in the LASI-DAD [9], which developed an online clinical consensus diagnosis platform that provided the detailed information necessary for a clinical assessment [9] and obtained the Clinical Dementia Rating (CDR) for a subsample of the LASI-DAD participants (n=2528).

The objective of this study is to develop a machine learning model that uses information from the clinical consensus diagnosis in the LASI-DAD for classification of dementia. The resulting machine learning model can serve as a computer model of the clinical knowledge and experience encoded in the clinical consensus diagnostic process. Furthermore, the machine learning model can assist in predicting the dementia status of a subgroup of the LASI-DAD respondents who participate in the extensive cognitive tests and informant interviews but do not obtain the clinical consensus diagnosis due to missing information. The predicted data will become publicly available as a part of the LASI-DAD dataset for potential use in future studies.

This study is, to the best of our knowledge, the first machine learning study on dementia using a nationally representative sample from India. As a part of the LASI-DAD project, this study contributes to a global HCAP-based initiative to advance aging research based on the collection, sharing, and analysis of population data on cognition and dementia [10,11].

Methods

Overall Design

The LASI-DAD data were collected from the larger LASI project between October 2017 and March 2020 and involved a stratified random sample of 4096 individuals aged 60 years and over [3]. All LASI-DAD participants received an extensive cognitive assessment, and interviews were conducted with informants who knew the individual well. The collected data were used in clinical consensus diagnoses by a clinical expert panel to evaluate dementia status based on the CDR. A total of 2528 LASI-DAD participants received clinical consensus diagnoses, while the remaining 1568 individuals did not progress through the diagnostic process. This study developed a machine learning model using the same predictors as the LASI-DAD assessment and informant interview data in the clinical consensus diagnosis. The developed model predicts dementia diagnosis for individuals without consensus diagnosis.

Assessment

The LASI-DAD protocol included a cognitive assessment: self-reported functional difficulties, depression, and anxiety; and an interview of an informant (a relative or friend who knows the individual well) about the respondent’s cognitive status and everyday activities. The main LASI collected rich data on sociodemographic status and health history, which were provided to clinicians for evaluation of the CDR. The data presented for the clinical consensus diagnoses were used as predictors in developing the machine learning model.

Cognitive Assessment

The Hindi Mental State Examination [12,13] is an assessment with questions related to tasks, including time orientation, place orientation, 3-word recall, and object naming. Example questions are “What is the year?” and “Can you tell me where we are now? What state? What city?” A summary score is calculated by summing the number of correct answers and ranges from 0 to 30, with a larger number indicating more correct answers.
The Telephone Interview for Cognitive Status (TICS) [14] is a widely used brief questionnaire with 3 questions. An example question is “What do people usually use to cut paper?” (Correct answer: scissors or shears.) The summary score is the total number of correct answers.

The Community Screenig Instrument for Dementia (CSID) [15] is a brief assessment with 4 items, including “Where is the local market/store?” and “Point to the window and then the door.” The summary score is the total number of correct answers.

The judgment and problem-solving assessment [16] includes 5 questions, including “What is the difference between a lie and a mistake?” and “What will you do if you find a lost child on the road?” The summary score is the total number of correct answers.

Finally, there are 5 numeracy questions [17], with examples like “How many 25 paisa coins will you give me for one Rupee?” and “If 5 people all have the winning numbers in the lottery and the prize is 1000 Rupees, how much will each of them get?” The summary score is the total number of correct answers.

Self-Reported Functional Difficulties
Activities of daily living (ADLs) [18] assess difficulties in basic self-care tasks including dressing, walking, bathing, eating, getting in or out of bed, and using the toilet. Respondents can choose between yes and no when answering. The summary score is the total number of difficulties, with a higher score indicating more difficulties.

Instrumental activities of daily living [18,19] assess difficulties in daily-life tasks including preparing a meal, shopping for groceries, making phone calls, taking medications, doing housework, managing finances, and getting around or finding an address in an unfamiliar place. The summary score is the total number of difficulties, with a higher score indicating more difficulties.

The LASI mobility module assesses difficulties in 9 tasks such as walking 100 yards, sitting for 2 hours or more, and getting up from a chair after sitting for a long period. The summary score is the total number of difficulties, with a higher score indicating more difficulties.

Depression and Anxiety
Depression was assessed using the 10-item Center for Epidemiological Studies Depression Scale [20], which assesses 10 depressive symptoms in the past week such as having trouble concentrating, feeling depressed, and feeling tired or low in energy. The respondents can choose answers from rarely or never, sometimes, often, or most or all of the time, and scores are coded from 0 to 3. The summary score is calculated by summing the scores for each item and has a range from 0 to 30, with higher scores indicating more depressive symptoms.

Anxiety was assessed using a 5-item scale that is a subset of the Beck Anxiety Inventory [21], which measures anxiety symptoms in the past week, including a fear of the worst happening, being nervous, feeling hands tremble, a fear of dying, and feeling faint. The respondents can choose answers from never, hardly ever, some of the time, or most or all of the time, and scores are coded from 0 to 3. The summary score is calculated by summing the scores for each item and has a range from 0 to 15, with higher scores indicating more anxiety symptoms.

Informant Interview
The LASI-DAD asked respondents to nominate a close family member or friend as an informant who knows the respondent well, interacts with the respondent frequently, knows the respondent’s daily functions, and can report on the respondent [3]. The informant interview consisted of questions about the respondent’s functional status, social engagement, and memory.

The Informant Questionnaire on Cognitive Decline in the Elderly [22] includes 16 items asking the informant to compare the functional status and memory of the respondent to 10 years ago. Example questions include “How is the respondent at remembering things about family and friends, such as occupations, birthdays, and addresses compared with 10 years ago?” and “How is the respondent at handling money for shopping compared with 10 years ago?” The respondent can choose from much improved, a bit better, not much change, a bit worse, or much worse, and scores are coded from 1 to 5. The summary score is calculated as the average of all item scores.

The Blessed Dementia Scale [23] includes 8 questions for the informant to assess the change in performance and habits of the respondent. An example question is “How well is the respondent able to perform household tasks?” The informant can choose answers from no loss, some loss, and severe loss. If the informant answered some loss or severe loss, a further question is asked: “Is this loss due to physical reasons, mental reasons, or both?” The summary score is calculated by assigning 0 for no loss or loss only due to physical reasons, 0.5 for some loss attributed to mental reasons or both, and 1 for severe loss attributed to mental reasons or both and summing these scores, resulting in a summary score ranging from 0 to 8, with values in multiples of 0.5. There are 3 questions about the habits of the respondent. An example question is “Regarding eating, would you say the respondent feeds himself/herself without assistance, with minor assistance, with much assistance, or has to be fed?” The answer is scored from 1 to 4, with higher scores indicating more difficulties. The summary score is the average score of the 3 items.

Additionally, there are questions for the informant to assess the signs of cognitive change, signs of cognitive impairment, and everyday activities. Example questions include “Does the respondent have difficulty in adjusting to change in the respondent’s daily routine?” for assessing signs of cognitive change, “Has there been a general decline in the respondent’s mental functioning?” for assessing signs of cognitive impairment, and “How often does the respondent go to work or volunteer?” for assessing everyday activities.

Sociodemographic Variables
The sociodemographic variables include age, marital status (married or not), gender, and years of education.
**Health History**

Health history includes systolic and diastolic blood pressure and previous diagnosis of stroke, heart disease, diabetes, hypertension, depression, dementia, psychiatric problems, neurological problems, vision impairment, and hearing impairment.

**Clinical Consensus Diagnosis of Dementia**

Obtaining the ground truth is a challenge for all machine learning studies on dementia because there is no single definitive test of the disease. For the basis of the clinical diagnosis of dementia, clinicians used the CDR [16], a global rating device first introduced in a prospective study of patients with dementia [24] that is now widely used to measure dementia severity [25,26]. The CDR comprises 6 cognitive and functional domains [16]: (1) memory, (2) orientation, (3) judgment and problem solving, (4) community affairs, (5) home and hobbies, and (6) personal care. Clinicians complete the CDR ratings based on cognitive test results and informant reports. As noted earlier, the LASI-DAD project built a web-based approach to reach diagnostic consensus [3]. For each individual, at least 3 clinicians were assigned to the first round of review. Each clinician reviewed the case and provided ratings for the subdomains, and based on the subdomain ratings, the CDR algorithm automatically generated a global rating: 0 (normal), 0.5 (very mild dementia), 1 (mild dementia), 2 (moderate dementia), or 3 (severe dementia). For cases where individual global ratings differed, an automatic email was sent to the assigned reviewers, giving them a chance to review the case and read other raters’ comments and update their ratings, if desired [3]. This second round of review might reach a consensus for additional cases. For cases where consensus was not reached after the second round of review, a group of clinicians discussed the case through a virtual consensus meeting to determine the global CDR rating. This clinical consensus diagnostic process can surpass the accuracy of individual expert diagnoses and is considered the gold standard for clinical diagnosis of dementia [27]. An individual was classified as having dementia if the global CDR rating from the clinical consensus diagnostic process was equal to or greater than 1.

**Statistical Analysis**

This study generated descriptive statistics of the data for developing the machine learning model. Available data were then divided into a training set with a random selection of 70% of the sample and a test set involving the remaining 30% of the sample. We trained several candidate machine learning models using the training set, including stochastic gradient boosting, random forest, support vector machine, elastic net, multivariate adaptive regression splines, and multilayer perceptron. Stochastic gradient boosting is an ensemble learning method that produces a prediction model based on weak prediction models, typically decision trees [28]. Random forest constructs a multitude of decision trees at model training and outputs the ultimate prediction that is the mode of the individual trees [29]. Support vector machine constructs hyperplanes to separate different categories of training samples [30]. A radial basis function kernel was used in this study with a support vector machine to construct nonlinear separations [30]. Elastic net is a regularized regression method that linearly combines the L1 and L2 regularization to achieve improved predictive accuracy [31]. The multivariate adaptive regression splines model is a nonparametric regression technique that automatically models nonlinear relationships [32]. Finally, multilayer perceptron is a type of fully connected artificial neural networks with an input layer, one or more hidden layers, and an output layer [30]. A multilayer perceptron with multiple hidden layers is often known as a type of deep neural network [33]. The model training process as described below tuned the number of hidden layers, number of neurons in each layer, and a weight decay parameter for reducing model overfitting to select the best structure of the neural network.

We trained the candidate machine learning models using a 2-step process. First, we fitted the models based on the training set using repeated cross-validation with 10 repetitions and 10 folds of validation [34]. The objective of this step was to optimize the models’ overall discriminative abilities by tuning model meta-parameters, such as the number of decision trees in a random forest and the number of hidden layers in a multilayer perceptron, and using the fitted models to generate predicted risk scores for each training sample (calculated as 100 times the predicted probability of dementia). Whenever possible, a weight inversely proportional to the number of individuals with dementia in the training set was used to account for the imbalance between individuals with versus individuals without dementia in the data. The overall discriminative ability was evaluated by the area under the receiver operating curve (AUROC), which is a measure based on the sensitivity (ie, number of true positive divided by all positive cases) and specificity (ie, number of true negative divided by all negative cases) of different cutoffs for the predicted risk scores. AUROC has a range from 0 to 1, and an AUROC score of more than 0.9 is considered outstanding [35]. In the second step, we trained a majority-voting process that outputted the final classification of dementia by combining 4 weak classifications derived from the predicted risk score. For each individual, the process attached 4 respective group memberships based on the individual’s depression and anxiety assessment scores (in the top quartile or not) and whether the individual had vision or hearing impairment. The cutoff scores for each group were selected to maximize the F1 score, which is a summary score calculated from sensitivity and precision (true positive cases divided by the total number of predicted positive cases). Based on the comparisons between the predicted risk score and group-specific cutoffs, each individual received 4 respective weak classifications. An individual was assigned as having dementia if at least 3 weak classifications were positive. Design of this majority-voting process was informed by the clinical evidence that cognitive decline and daily life difficulties may be attributed to alternative conditions other than dementia, such as depression, anxiety, and vision and hearing impairment [36-40]. The above described model training process was implemented by using the R functions trainControl and train in the caret package [41].

We tested the predictive accuracy of the candidate machine learning models using the test set. Predictive accuracy was evaluated by the AUROC of the predicted risk scores and accuracy, sensitivity, specificity, precision, F1 score, and kappa
of the final classifications. We selected the model with the highest kappa as the ultimate prediction model because kappa measures the overall agreement between the predicted classifications and the clinical consensus diagnoses and corrects for the imbalance between positive and negative cases. In general, kappa between .60 and .80 indicates substantial agreement and kappa greater than .80 indicates almost perfect agreement [42]. We further compared the overall accuracy and agreement with the final consensus diagnoses between the selected machine learning model and clinicians who participated in the clinical consensus diagnostic process. Finally, we applied the selected model to predict dementia for individuals without clinical consensus diagnoses. As mentioned earlier, the predicted data will be publicly available as a part of the LASI-DAD dataset.

Results

The sample used to develop the machine learning model included 2528 individuals from the LASI-DAD who received a clinical consensus diagnosis of dementia (Table 1). The sample included 192 individuals living with dementia.

Random selection split the data into a training set with 1770 individuals and a test set with 758 individuals. There were 138 individuals diagnosed with dementia in the training set and 54 individuals diagnosed with dementia in the test set. Evaluation results of the candidate machine learning models on the test set are shown in Table 2. The tuned multilayer perceptron has one hidden layer with 5 neurons. All candidate models achieved outstanding discriminative ability with AUROC > .90 and similar accuracy and specificity. However, the support vector machine outperformed the other models with the highest sensitivity, F1 score, and kappa and the second highest precision. The support vector machine was selected as the ultimate model since it has the best kappa, indicating the best overall agreement between predicted classifications and clinical consensus diagnoses.

Further examination revealed that accuracy of the selected prediction model (ie, support vector machine) is similar to that of the clinicians who participated in the clinical consensus diagnosis. A total of 12 clinicians participated in the consensus diagnostic process for the 758 individuals in the test set. Compared with the final consensus diagnoses, the average accuracy of clinicians was 0.96 (95% CI 0.94-0.98) and the average kappa was .75 (95% CI 0.61-0.88). There were no significant differences between the selected prediction model and the participating clinicians (accuracy $P=.64$ and kappa $P=.46$).

Application of the selected prediction model to the 1586 individuals without clinical consensus diagnoses results in 127 individuals classified as living with dementia. Hence, the unweighted estimated dementia prevalence in the total sample is $(127+192)/4096=7.8\%$. Applying sampling weights, we can estimate the prevalence in the population as 7.4\%.
Table 1. Descriptive statistics of the data used to develop the machine learning model (n=2528).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Unweighted group</th>
<th>Weighted group</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years, range 6-103), mean (SD)</td>
<td>68.69 (7.50)</td>
<td>68.54 (7.35)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>1672 (66.14)</td>
<td>1856 (67.10)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>1204 (47.63)</td>
<td>1403 (50.70)</td>
</tr>
<tr>
<td>Education (years, range 0-20), mean (SD)</td>
<td>3.64 (4.60)</td>
<td>3.40 (4.57)</td>
</tr>
<tr>
<td>Blood pressure (systolic, range 76.5-225.0), mean (SD)</td>
<td>138.38 (23.35)</td>
<td>138.06 (23.62)</td>
</tr>
<tr>
<td>Blood pressure (diastolic, range 47.5-137.0), mean (SD)</td>
<td>82.73 (12.46)</td>
<td>82.73 (12.46)</td>
</tr>
<tr>
<td><strong>Previous diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stroke</td>
<td>82 (3.24)</td>
<td>88 (3.18)</td>
</tr>
<tr>
<td>Heart disease</td>
<td>155 (6.13)</td>
<td>146 (5.28)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>376 (14.87)</td>
<td>352 (12.72)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>964 (38.13)</td>
<td>939 (34.12)</td>
</tr>
<tr>
<td>Depression</td>
<td>21 (0.83)</td>
<td>23 (0.83)</td>
</tr>
<tr>
<td>Dementia</td>
<td>26 (1.03)</td>
<td>25 (0.90)</td>
</tr>
<tr>
<td>Psychiatric problems</td>
<td>17 (0.67)</td>
<td>14 (0.51)</td>
</tr>
<tr>
<td>Neurologic problems</td>
<td>58 (2.29)</td>
<td>63 (2.28)</td>
</tr>
<tr>
<td>Vision impairment</td>
<td>1113 (44.03)</td>
<td>1222 (44.16)</td>
</tr>
<tr>
<td>Hearing impairment</td>
<td>712 (28.16)</td>
<td>770 (27.83)</td>
</tr>
<tr>
<td>HMSE&lt;sup&gt;a&lt;/sup&gt; (range 0-30), mean (SD)</td>
<td>22.11 (5.87)</td>
<td>22.15 (5.73)</td>
</tr>
<tr>
<td>TICS&lt;sup&gt;b&lt;/sup&gt; (range 0-3), mean (SD)</td>
<td>2.01 (0.92)</td>
<td>1.97 (0.93)</td>
</tr>
<tr>
<td>CSID&lt;sup&gt;c&lt;/sup&gt; (range 0-4), mean (SD)</td>
<td>3.31 (0.94)</td>
<td>3.29 (0.95)</td>
</tr>
<tr>
<td>Judgment and problem solving (range 0-5), mean (SD)</td>
<td>2.21 (1.51)</td>
<td>2.14 (1.52)</td>
</tr>
<tr>
<td>Numeracy (range 0-9), mean (SD)</td>
<td>3.85 (2.64)</td>
<td>3.83 (2.61)</td>
</tr>
<tr>
<td>ADL&lt;sup&gt;d&lt;/sup&gt; (range 0-6), mean (SD)</td>
<td>1.34 (1.76)</td>
<td>1.30 (1.75)</td>
</tr>
<tr>
<td>IADL&lt;sup&gt;e&lt;/sup&gt; (range 0-7), mean (SD)</td>
<td>2.27 (2.24)</td>
<td>2.27 (2.23)</td>
</tr>
<tr>
<td>Difficulties in mobility (range 0-9), mean (SD)</td>
<td>3.72 (2.92)</td>
<td>3.65 (2.94)</td>
</tr>
<tr>
<td>Depressive symptoms (range 0-30), mean (SD)</td>
<td>9.92 (5.25)</td>
<td>10.30 (5.17)</td>
</tr>
<tr>
<td>Anxiety symptoms (range 0-15), mean (SD)</td>
<td>2.94 (3.30)</td>
<td>3.09 (3.37)</td>
</tr>
<tr>
<td>IQCODE&lt;sup&gt;f&lt;/sup&gt; (range 1-5), mean (SD)</td>
<td>3.51 (0.56)</td>
<td>3.48 (0.54)</td>
</tr>
<tr>
<td>Blessed Dementia Scale–changes in habits (range 1-3.67), mean (SD)</td>
<td>1.09 (0.32)</td>
<td>1.07 (0.28)</td>
</tr>
<tr>
<td>Blessed Dementia Scale–changes in performance (range 0-8), mean (SD)</td>
<td>1.26 (1.71)</td>
<td>1.20 (1.63)</td>
</tr>
<tr>
<td><strong>Global CDR&lt;sup&gt;g&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (no dementia)</td>
<td>768 (30.38)</td>
<td>854 (30.86)</td>
</tr>
<tr>
<td>0.5 (very mild dementia)</td>
<td>1568 (62.03)</td>
<td>1726 (62.38)</td>
</tr>
<tr>
<td>1 (mild dementia)</td>
<td>162 (6.41)</td>
<td>160 (5.78)</td>
</tr>
<tr>
<td>2 (moderate dementia)</td>
<td>25 (0.99)</td>
<td>24 (0.87)</td>
</tr>
<tr>
<td>3 (severe dementia)</td>
<td>5 (0.20)</td>
<td>2 (0.07)</td>
</tr>
<tr>
<td>Diagnosis of dementia (global CDR ≥1), n (%)</td>
<td>192 (7.59)</td>
<td>186 (6.72)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HMSE: Hindi Mental State Examination.
<sup>b</sup>TICS: Telephone Interview for Cognitive Status.
<sup>c</sup>CSID: Community Screening Instrument for Dementia.
<sup>d</sup>ADL: activity of daily living.
<sup>e</sup>IADL: instrumental activities of daily living.
<sup>f</sup>IQCODE: Inventory of Caregiver and User Distress.
<sup>g</sup>Global CDR: Global Deterioration Scale.
the standard consensus process, which involves the meeting of the human and virtual raters will be resolved through still be included in the diagnostic process and any inconsistency force in the diagnostic process. That is, at least 2 clinicians will to replace one of the clinicians has the potential to further reduce consensus diagnostic process. Using the machine learning model model would impact the accuracy and efficiency of the implementation data will be used to evaluate whether using the consensus diagnostic process for a proportion of cases. The as a participating virtual rater to replace one of the clinicians. The next wave of LASI-DAD data collection will support tool or a virtual participating rater to replace one of the built into the online consensus website as a clinical decision risk factors of dementia. Second, the prediction model can be as estimating the prevalence of dementia in India or examining data users may use the predicted data for various purposes, such clinical consensus diagnosis in the LASI-DAD project. Future applications. First, as shown in this study, the model can be used to predict dementia diagnosis for individuals without clinical consensus diagnosis in the LASI-DAD project. Future data users may use the predicted data for various purposes, such as estimating the prevalence of dementia in India or examining risk factors of dementia. Second, the prediction model can be built into the online consensus website as a clinical decision support tool or a virtual participating rater to replace one of the clinicians. The next wave of LASI-DAD data collection will implement the machine learning model developed in this paper as a participating virtual rater to replace one of the clinicians in the consensus diagnostic process for a proportion of cases. The implementation data will be used to evaluate whether using the model would impact the accuracy and efficiency of the consensus diagnostic process. Using the machine learning model to replace one of the clinicians has the potential to further reduce the cost associated with implementing the clinical consensus diagnosis while maintaining expert clinicians as the dominating force in the diagnostic process. That is, at least 2 clinicians will still be included in the diagnostic process and any inconsistency between the human and virtual raters will be resolved through the standard consensus process, which involves the meeting of a group of expert clinicians to discuss cases. Third, since the design of the LASI-DAD closely follows the HCAP to facilitate international collaboration, the developed model may be used in other HCAP-based studies as an external classification tool for dementia in the absence of clinical ratings for those studies. Fourth, the developed machine learning model can serve to capture the significant clinical knowledge and experience encoded in the clinical consensus diagnostic process. Further examination of the computer model using meta-modeling techniques [43] may generate in-depth understanding of the clinical consensus diagnostic process, such as identifying the top influential assessments for making a diagnosis of dementia. Fifth, since there is no definitive diagnostic test of dementia, tracking the misclassified cases by the machine learning model in the next few years may reveal whether those cases are actual false classifications. Finally, the future waves of LASI-DAD data will be used to identify potential improvements and provide further validation of the current model to ensure its predictive accuracy in the long term.

Another important finding of the study is that the 2-step training process may outperform the standard single-step training process for the classification problem of dementia. Our analysis shows that adding the majority-voting as a second step to the training process reduces approximately one-fourth of misclassifications on the test set. The kappa of the model derived from the 2-step training procedure also outperformed the kappa of the model derived from a standard, repeated cross-validation–based training process that directly optimizes the kappa. An important observation of models derived from the standard training process is that these models tend to overfit the training set, as evidenced by the accuracy (>99%) on the training set for most models. Adding the majority-voting process as a second step reduces overfitting, thereby improving predictive performance on the test set.

**Comparison With Prior Literature**

The techniques of machine learning have been applied to the examination of survey data for predicting a variety of diseases, such as anxiety [44-46], depression [44,46-51], and dementia [52-54]. This study is based on a nationally representative survey involving a clinical consensus diagnosis of dementia. The number of comparable datasets is limited. The Aging, |

Table 2. Predictive performance of candidate machine learning models based on evaluation on the test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUROC(^a)</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F1</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stochastic gradient boosting</td>
<td>.94</td>
<td>.95</td>
<td>.67</td>
<td>.97</td>
<td>.64</td>
<td>.66</td>
<td>.63</td>
</tr>
<tr>
<td>Random forest</td>
<td>.95</td>
<td>.95</td>
<td>.67</td>
<td>.98</td>
<td>.68</td>
<td>.67</td>
<td>.65</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>.95</td>
<td>.96</td>
<td>.81</td>
<td>.97</td>
<td>.65</td>
<td>.72</td>
<td>.70</td>
</tr>
<tr>
<td>Elastic net</td>
<td>.95</td>
<td>.94</td>
<td>.65</td>
<td>.96</td>
<td>.58</td>
<td>.61</td>
<td>.58</td>
</tr>
<tr>
<td>Multivariate adaptive regression splines</td>
<td>.94</td>
<td>.94</td>
<td>.69</td>
<td>.96</td>
<td>.60</td>
<td>.64</td>
<td>.61</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>.95</td>
<td>.95</td>
<td>.67</td>
<td>.97</td>
<td>.65</td>
<td>.66</td>
<td>.63</td>
</tr>
</tbody>
</table>

\(^a\)AUROC: area under the receiver operating curve.
This study has several limitations. Although the dataset for a subsample of 856 individuals aged 70 years and older in the United States from the HRS [55]. Another similar nationally representative dataset is the Hellenic Longitudinal Investigation of Aging and Diet (HELIAD) study with a sample of 1050 individuals aged 65 years and older in Greece [56]. The LASI-DAD dataset used in this study expands the clinical consensus diagnosis to a larger sample with a broader age range than the ADAMS and HELIAD.

Due to the limited number of available nationally representative datasets with a clinical diagnosis of dementia, only a few machine learning studies have used such type of data. Hurd et al [57] developed an ordered probit model to predict the probability of dementia using the ADAMS dataset. The predictive performance of the model is unclear since validation results based on a randomly selected test set were not reported. Nevertheless, such predicted probability of dementia was used in a subsequent machine learning study by de Langavant et al [53] to test the relevance of an unsupervised learning model based on the larger HRS data (HRS is the parent study of ADAMS). de Langavant et al [54] developed a similar unsupervised learning model to assist the estimation of dementia prevalence in 10 nationally representative surveys. Na [52] developed a supervised machine learning model using data from the Korean Longitudinal Study of Aging to facilitate automatic classification of dementia. However, dementia in this paper was classified by the Mini-Mental State Examination scores below one standard deviation of the mean scores of age by educational level stratified groups. Since screening results can misclassify dementia [58], such classification can only serve as a weaker ground truth of dementia than clinical consensus diagnosis.

The majority of existing machine learning studies on dementia are based on neuroimaging data (see systematic review like Pellegrini et al [59]). In contrast, our study relies on cognitive tests and informant reports, which are easier to obtain for a large sample than neuroimaging data. These tests and questionnaires have been carefully selected in a rigorous process developing the multicountry HCAP [5,60] and translated and adapted to fit the Indian context [61]. The psychometric properties of the tests in the LASI-DAD sample have been assessed favorably [62]. However, the measures are not perfect. Specifically, the literature has found that informant reports of individuals’ limitations and cognitive decline, while highly correlated with other measures, may differ from the individuals’ reports and reports from health professionals, with the discrepancy systematically depending on the type of proxy (eg, whether caregiver or not) [63-66]. Predictive accuracy as assessed by commonly used measures like overall accuracy, AUROC, and kappa of the model developed in this paper is comparable to or, in some cases, outperforms the neuroimaging-based machine learning models. However, since the survey and neuroimaging data are different and there is no definitive diagnosis of dementia, we caution the use of such direct comparison as a criterion to judge the predictive performance of a model.

**Limitations**

This study has several limitations. Although the dataset for developing the machine learning model more than doubles the size of similar nationally representative datasets involving a clinical consensus diagnosis of dementia and is much larger than many clinical datasets, the sample size is still limited from a big data perspective. This is evident from the results that the multilayer perceptron with one hidden layer and other so-called shadow learning models like the support vector machine outperform the deep neural network model with multiple hidden layers in this paper. Typically, deep learning techniques outperform shadow learning techniques when the sample size is very large [67]. Second, as mentioned above, informant reports may to some extent systematically vary with the informant type, and neuroimaging data may give a more accurate assessment of the individual than our combination of cognitive tests and informant reports. However, as described above, all measurements used in this study are well validated and widely used worldwide in population-based aging studies. Third, the number of clinicians participating in the diagnostic process for test set samples is 12, which may not be large enough to be representative. Fourth, although the predictive accuracy of the support vector machine model is high, it is difficult to directly interpret the model for generating in-depth understanding of the dementia diagnostic process. As mentioned above, meta-modeling techniques may be useful for improving the interpretability of the model [43]. Finally, even though clinical consensus diagnosis is considered the gold standard in diagnosing dementia [27], it is not without errors. Tracking the misclassified cases in the next few years may reveal whether misclassifications made by the machine learning model are actually false classifications.

Further research will be needed to assess whether the model can be used for individuals from other countries. Comparable data (cognitive tests, informant reports, and online clinical consensus ratings) will be available in the near future for at least 2 other countries (the United States and South Africa, and possibly China later on), which will allow such assessments. An ongoing global initiative known as the Gateway to Global Aging Data is actively working on creating a harmonized multinational dataset, with the LASI-DAD project a part of the initiative [10]. Even if the model developed in this paper does not readily generalize to data from another country without adaptation, the 2-step training process developed in this paper may still be useful for developing similar machine learning models for dementia. In addition, the current model may be recalibrated for a similar population-based dataset from another country by including the predicted risk score or dementia status from the current model as one of the candidate predictors for training a dedicated model for that country [68]. Further improvements in the model may be possible when data from the second wave of LASI-DAD study become available, including online consensus ratings by clinicians who will be able to evaluate data from 2 observations spaced approximately 4 years apart.

**Conclusion**

This study develops a machine learning model that learns from clinical consensus diagnoses of dementia from a nationally representative survey of the aging population in India to facilitate the automatic classification of dementia. The developed model has outstanding discriminative ability and substantial
agreement with clinical consensus diagnoses of dementia. The model can serve as a computer model of the clinical knowledge and experience encoded in the clinical consensus diagnostic process and has many current and potential applications, including prediction for missing dementia diagnoses and serving as a clinical decision support tool to assist diagnoses of dementia. The predicted missing dementia diagnoses will be released as a part of the LASI-DAD data for future use in broader aging research. The LASI-DAD study also plans to implement and test the developed model as a participating virtual rater in the consensus diagnostic process in the next wave of data collection. The future implementation data will be valuable for identifying potential further improvements of the model and ensuring its predictive accuracy in the long term.
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A Web-Based Group Cognitive Behavioral Therapy Intervention for Symptoms of Anxiety and Depression Among University Students: Open-Label, Pragmatic Trial

Abstract

Background: Anxiety and depression are common among university students, and university counseling centers are under pressure to develop effective, novel, and sustainable interventions that engage and retain students. Group interventions delivered via the internet could be a novel and effective way to promote student mental health.

Objective: We conducted a pragmatic open trial to investigate the uptake, retention, treatment response, and level of satisfaction with a remote group cognitive behavioral therapy intervention designed to reduce symptoms of anxiety and depression delivered on the web to university students during the COVID-19 pandemic.

Methods: Preintervention and postintervention self-reported data on anxiety and depression were collected using the Generalized Anxiety Disorder-7 and Patient Health Questionnaire-9. Satisfaction was assessed postintervention using the Client Satisfaction with Treatment Questionnaire.

Results: A total of 175 students were enrolled, 158 (90.3%) of whom initiated treatment. Among those initiating treatment, 86.1% (135/158) identified as female, and the mean age was 22.4 (SD 4.9) years. The mean number of sessions attended was 6.4 (SD 2.8) out of 10. Among participants with clinically significant symptoms at baseline, mean symptom scores decreased significantly for anxiety (t56=11.6; P<.001), depression (t61=7.8; P<.001), and composite anxiety and depression (t60=10.7; P<.001), with large effect sizes (d=1-1.5). Remission rates among participants with clinically significant baseline symptoms were 67.7%-78.9% and were not associated with baseline symptom severity. High overall levels of satisfaction with treatment were reported.

Conclusions: The results of this study serve as a proof of concept for the use of web-based group cognitive behavioral therapy to promote the mental health of university students.
Introduction

Background
Depression is the most common mental disorder and the leading cause of mental health–related disease burden worldwide, affecting more than 300 million people globally and representing a major barrier to sustainable development in all regions of the world [1,2]. Depression is strongly associated with anxiety disorders. If left untreated, these disorders compromise psychosocial function and physical health and are associated with reductions in life expectancy of 11-20 years [3,4]. Both anxiety and depression are common among university students, with a 12-month prevalence for generalized anxiety disorder (GAD) and major depressive episode (MDE) of 16.7% and 18.5%, respectively [5]. In student populations, mood disorders are associated with severe role impairment [6], academic failure [7], and suicide [8]. Despite the availability of viable treatments, the majority of anxious and depressed students, like others in the general population, do not seek care [9-11]. One large cross-national study found that only 25.3%-36.3% of students with mental health problems received treatment [12]. There are a number of reasons that students do not access treatment, including a reluctance to receive help from mental health professionals [13], inability to recognize psychopathology [14], practical issues (eg, time constraints and scheduling problems), and psychological factors (eg, stigma and perceptions of therapy’s effectiveness) [15,16]. High rates of attrition among students who access campus-based treatment for anxiety and depression also contribute to the treatment gap [17].

Two key challenges faced by university student counseling centers are how to respond to the large number of students with common mental disorders and how to engage and retain students in effective treatments once they reach out for professional help [13]. Many student counseling centers are underresourced and have difficulty in reaching students in need even when they are operating at full capacity [18], with the situation being more dire in low- and middle-income countries where student counseling services are often nonexistent [19]. Self-guided and guided digital interventions are potentially scalable and cost-effective ways to close the mental health treatment gap and have been shown to be effective in treating university students with anxiety and depression [20-22], although many of these interventions have high rates of attrition and low rates of engagement [20]. Group interventions may be a more viable alternative [19], given that group therapy has been shown to be effective and to have better retention rates than digital interventions [23]. Another appeal of group interventions is that they can be offered remotely using web-based video conferencing platforms, thereby providing greater availability than traditional psychotherapy. Remote group interventions also have the potential to provide greater anonymity than conventional psychotherapy, addressing a major barrier to treatment typically faced by students [13,14]. Another appeal of web-based groups is that they can enable remote treatment when it is not possible for therapists and students to meet face to face, as was the case during the global COVID-19 pandemic [24].

Group Cognitive Behavioral Therapy
Cognitive behavioral therapy (CBT) is a widely used evidence-based treatment for anxiety and depression [25] and can be effectively delivered via individual and group therapies [26,27], self-help interventions [28], and digital programs [29,30]. The digital revolution has precipitated the development of CBT mobile apps [31], machine learning–based chatbots that provide real-time CBT coaching [32], and guided web-based CBT group courses [33]. A meta-analysis of 35 group cognitive behavioral therapy (GCBT) clinical trials in which a protocol-based intervention that included a minimum of cognitive restructuring and behavioral activation was delivered face to face to adults in 5-16 sessions concluded that GCBT is an effective alternative to individual therapy and compares favorably with other middle-intensity interventions [27]. Evidence also exists that GCBT is effective among students both as a treatment and as an indicated prevention for anxiety and depression [34-36] and that such group therapies can be delivered effectively on the web [33]. Indeed, web-based GCBT might be particularly appropriate for university students given the openness of students to digital interventions and the potential of this modality to overcome barriers to care [37,38], although evidence is needed to show that GCBT is effective and satisfies students’ needs.

For web-based GCBT to be meaningfully integrated into student counseling services, it is necessary to not only establish that this modality is effective but also understand which students respond well to it. Adopting a precision medicine (personalized medicine) approach to predict treatment effects is integral to designing evidence-based, efficient, and effective student mental health services [39]. In addition, web-based GCBT could be integrated into stepped care treatments if we understand how symptom severity predicts treatment response [40]. Identifying predictors of treatment response to GCBT could also aid the development of machine learning prediction models that use patient-level data to individualize student mental health care [41]. Predictors of treatment response for traditional interventions for mood disorders include sociodemographic variables (eg, age and sex) and clinical factors (eg, symptom profiles, comorbidities, and symptom severity) [41-43].

Before attempting to conduct controlled trials to document aggregate treatment effects for web-based GCBT or studies designed to develop precision treatment algorithms, it is important to establish whether this modality would engage students and satisfy their needs. Ensuring satisfaction with treatment is an integral component of engaging and retaining students in mental health interventions, and it enables a person-centered approach to student wellness services [44].
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Evidence suggests that students are satisfied with web-based CBT interventions irrespective of whether they are delivered by therapist or are self-administered [45], but it remains unclear whether web-based GCBT could satisfy students’ needs.

Objectives
The aim of this study is to present the results of a pragmatic open trial to address these uncertainties. We investigate the uptake, attendance, treatment responses, predictors of treatment response, and satisfaction with a 10-session web-based GCBT intervention for anxiety and depression. This pragmatic trial was implemented in South Africa during the global COVID-19 pandemic, when access to traditional campus-based psychotherapy was restricted. A pragmatic design was used for this trial because we wanted to establish whether web-based GCBT could be implemented under real-world conditions to promote mental health in a broad population of students [46]. Unlike explanatory trials that seek to test whether interventions work under optimal conditions with a clearly defined population, pragmatic trials evaluate intervention effects in routine practice conditions [47]. This research is a part of the ongoing work to identify effective and sustainable interventions to promote student mental health by the World Health Organization World Mental Health Surveys International College Student Initiative [48].

Methods

Recruitment
Information about the intervention was posted only once on a student affairs Facebook page at Stellenbosch University in South Africa (N=32,600 students, approximately) near the start of the COVID-19 pandemic when South Africa was in lockdown and access to traditional campus-based counseling was restricted. The posting explained that web-based groups were being offered to help students learn psychological skills to reduce symptoms of anxiety and depression. Although it is not possible to ascertain how many students would have seen the post or how many students who did see it would have shared the information with friends, we know that this Facebook page was followed by 3344 people at the time of recruitment. The 175 students who responded within 24 hours to the notice completed a baseline assessment and provided informed consent before being randomized across 15 groups (to keep group sizes to between 10 and 15 participants). No student who wanted to participate was excluded, and no incentives were given to participate.

Group Content
The intervention was delivered via Microsoft Teams (a secure web-based video conferencing platform) in 10 weekly workshops of 60-75 minutes. The content was drawn from common elements identified from GCBT interventions that were shown to be effective for university students [35,49-52]. The content (Textbox 1) was organized into 5 themes, with each theme spanning 2 workshops. To make the intervention more engaging and relevant to the target population, we consulted a group of 4 student advisors regularly over the development period to select suitable examples, plan activities, and inform the layout and design of materials. Consultation with the student advisors took place in an iterative process over the course of a year while we developed and refined the intervention materials. We also consulted 3 psychologists working in student counseling centers, and the intervention materials were critically reviewed by 2 CBT experts.

Participants were provided with electronic interactive PDF workbooks (Adobe Acrobat) consisting of exercises and brief summaries of the main ideas and skills for each session before each workshop. Participants were given the option to remain anonymous by keeping their web cameras off and/or by using pseudonyms, although they were encouraged to use web cameras to show their faces during the workshops. Participants were also invited to use the web-based chat function to type comments, questions, or responses during the sessions if they felt uncomfortable speaking in the group. The intervention was offered in partnership with the student counseling center and was positioned as a university-endorsed program integrated into the routine clinical care offered to students. Strategies used to improve retention included giving participants permission to miss sessions but encouraging attendance at each new session, sending follow-up emails to students who missed sessions prompting them to join the following week, and giving a brief recap of the previous workshop at the start of each new session.

Sessions were facilitated by registered counselors (the equivalent of psychological technicians with 4 years of university training) and clinical psychology master’s students under the supervision of a registered PhD psychologist. A facilitators’ handbook, with detailed descriptions of the content of each session and facilitation guidelines, was provided, and facilitators were trained on group therapy facilitation. Web-based sessions were recorded so that they could be reviewed under supervision.
Textbox 1. Overview of the intervention content.

**Theme 1: You feel the way you think**
- Workshop 1: Emotional triggers and automatic thoughts
  - How to identify activating events (emotional triggers) and recognize how automatic thoughts contribute to the way you feel
- Workshop 2: Challenging automatic thoughts and core beliefs
  - How to identify and challenge unhelpful core beliefs and automatic thoughts

**Theme 2: Planning to succeed**
- Workshop 1: Getting on top of problems before they get you down
  - How to recognize stressors and use strategies to solve interpersonal and emotional problems
- Workshop 2: Goal setting and planning
  - How to set goals and plan for behavior change

**Theme 3: Hacks to boost your mood**
- Workshop 1: Avoiding thinking traps
  - How to identify and modify dysfunctional patterns of thinking
- Workshop 2: Overcoming rumination and guilt
  - How to use strategies to overcome rumination and guilt

**Theme 4: Building mastery**
- Workshop 1: Behavior activation
  - How to identify and increase activities that promote feelings of well-being and reduce stress
- Workshop 2: Behaviors that matter
  - How to identify unhealthy habits and develop health-promoting behaviors

**Theme 5: Avoiding meltdowns**
- Workshop 1: Understanding the body’s stress response
  - Understanding the body’s stress response and how to use strategies to regulate physiological arousal
- Workshop 2: Managing stress and overcoming avoidance
  - How to manage stress and overcome avoidance

**Measures**
Self-reported preintervention and postintervention surveys were administered on the web using Qualtrics software to record the following sociodemographic and clinical characteristics of participants.

**Demographics**
In the preintervention survey, participants were asked about their self-identified population group, gender, age, and current year of registration.

**Symptoms of Anxiety and Depression**
The Generalized Anxiety Disorder-7 (GAD-7) scale [53] and Patient Health Questionnaire-9 (PHQ-9) [54] were administered preintervention and 1-week postintervention. The GAD-7 consists of 7 items assessing the frequency of core symptoms of anxiety disorders over the past 2 weeks, scored using a response scale from 0 (not at all) to 3 (nearly every day) and yielding a total score ranging from 0 to 21. A cutoff of 10 is used to identify clinically significant symptoms (ie, individuals likely to meet the diagnostic criteria for GAD) [53]. Psychometric studies have documented good GAD-7 internal consistency reliability, validity, and sensitivity to changes in the severity of anxiety symptoms in a range of settings, including in Africa [55,56]. The PHQ-9 is a self-reported instrument consisting of 9 items assessing the frequency of core symptoms of an MDE over the past 2 weeks on a 0-4 response scale, yielding a total score ranging from 0 to 27. A cutoff of 10 is used to identify clinically significant symptoms (ie, individuals likely to meet the diagnostic criteria for MDE) [53,57]. The PHQ-9 has good internal consistency reliability, validity, and
sensitivity to changes in the severity of depressive symptoms in a range of settings [58,59], including in South Africa [60]. Cutoffs of 5, 10, and 20 on the GAD-7 and PHQ-9 were used to identify individuals with none, mild, moderate, or severe symptoms.

**Client Satisfaction With Treatment**

The postintervention survey included the Client Satisfaction with Treatment Questionnaire-8, an 8-item self-reported questionnaire with high internal consistency reliability [61] that provides an efficient, sensitive, and reasonably comprehensive measure of patient satisfaction with services [61,62].

The primary outcomes were symptoms of anxiety (ie, GAD-7 scores), symptoms of depression (ie, PHQ-9 scores), and symptoms of comorbid anxiety and depression (using combined GAD-7 and PHQ-9 scores as proposed by the developers of the instruments to yield a composite anxiety and depression score) [63].

**Data Analysis**

The data were cleaned and analyzed using SPSS, version 27 (IBM Corporation). Descriptive statistics were used to summarize participant characteristics, attendance rates, primary outcomes, and satisfaction with treatment. A repeated-measures analysis of variance (ANOVA) was used to measure changes in symptoms scores from baseline to follow-up, with effect size determined by η². The mean symptom scores at baseline and follow-up were also compared using a paired-sample t test, with effect sizes determined by Cohen d calculated using Comprehensive Meta-Analysis (CMA) software and the procedures described by Borenstein et al [64]. The McNemar test was used to evaluate the significance of changes in proportions, and multiple regression analysis was used to identify predictors of treatment response and satisfaction with treatment. The analysis was conducted on the subsample of all participants who started the intervention, irrespective of whether they completed the intervention (ie, an intention-to-treat analysis). Participants who did not complete the follow-up assessments were excluded from the analysis via listwise deletion. The results of all regression analyses are reported as adjusted odds ratios (aORs) for logistic regression models and standardized partial regression coefficients for linear regression models, with 95% CI. Statistical significance was evaluated using P=.05-level 2-sided tests.

**Ethical Considerations**

Ethical approval was obtained from the Health Science Research Ethics Committee (N19/10/145), and institutional permission was secured before recruitment. Informed consent was obtained electronically. The participants were given an opportunity to participate in the intervention without being enrolled in the study, although none of them opted for this arrangement. The deidentified data were stored on a password-protected computer. All participants were provided with contact details of the 24-hour campus crisis service, and students who reported suicidal ideation were contacted via email to prompt them to seek individual care.

**Results**

**Sample Characteristics**

Of the 175 students who were enrolled and completed baseline assessments, 158 (90.3%) initiated treatment and 125 (71.4%) completed follow-up assessments (Figure 1). No significant baseline differences were found between participants who initiated treatment and those who did not in terms of gender (P=.30), age (P=.76), undergraduate status (P=.24), or baseline severity of anxiety (P=.72) or depression (P=.06). Participants who were lost to follow-up were not significantly different from participants who were followed up with respect to gender (P=.91), age (P=.29), undergraduate status (P=.16), or baseline severity of anxiety (P=.24) or depression (P=.72; see Tables S1-S4 in Multimedia Appendix 1). However, attendance was lower among participants who were lost to follow-up (mean number of sessions 4.8 vs 6.8; P=.02).

The mean age of the sample of students for whom treatment was initiated (n=158) was 22.2 (SD 4.9) years, with a range of 18-54 years (median 21 years, mode 19 years). Among them, 75.9% (120/158) were undergraduates and 24.1% (38/158) were postgraduates. Overall, 85.4% (135/158) self-identified as female, 13.9% (22/158) as male, and 1 (0.6%) student identified as gender nonbinary. Of these, 20.9% (33/158) self-identified as Black African, 19.6% (31/158) as colored (an official term used in South Africa for population classification), 7% (11/158) as Asian, and 52.5% (83/158) as White. The mean baseline GAD-7 and PHQ-9 scores were 9.5 (SD 5.5) and 10.2 (SD 5.4), with 21.5% (34/158) of students scoring less than 5 on the GAD-7 and 14.6% (23/158) scoring less than 5 on the PHQ-9 preintervention survey. The mean number of sessions attended was 6.4 (SD 2.8), with 72.8% (115/158) of participants attending half or more of the sessions and 46.2% (73/158) attending 80% or more (Table 1). Only 10.1% (16/158) of participants attended all 10 sessions. The reasons for nonattendance included competing academic commitments, internet connectivity problems, power failures, and insufficient internet data.
**Figure 1.** Flowchart of recruitment and assessment process.

175 Students were recruited and completed baseline assessments

158 Students initiated treatment (i.e., attended at least one group session) and were included in subsequent analysis

17 Students did not attend any group sessions and were not included in subsequent analysis

125 Students completed follow-up assessments and were hence included in analysis of outcomes irrespective of number of sessions attended (i.e., intention to treat)

33 Students lost to follow-up and were hence not included in analysis of outcomes (i.e., removed from data set via listwise deletion)

**Table 1.** Frequency and rate of attendance by number of sessions (n=158).

<table>
<thead>
<tr>
<th>Number of sessions attended</th>
<th>Participants, n (%)</th>
<th>Participants (cumulative), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>16 (10.1)</td>
<td>16 (10.1)</td>
</tr>
<tr>
<td>9</td>
<td>31 (19.6)</td>
<td>47 (29.7)</td>
</tr>
<tr>
<td>8</td>
<td>26 (16.5)</td>
<td>73 (46.2)</td>
</tr>
<tr>
<td>7</td>
<td>21 (13.3)</td>
<td>94 (59.5)</td>
</tr>
<tr>
<td>6</td>
<td>13 (8.2)</td>
<td>107 (67.7)</td>
</tr>
<tr>
<td>5</td>
<td>8 (5.1)</td>
<td>115 (72.8)</td>
</tr>
<tr>
<td>4</td>
<td>7 (4.4)</td>
<td>122 (77.2)</td>
</tr>
<tr>
<td>3</td>
<td>14 (8.9)</td>
<td>136 (86.1)</td>
</tr>
<tr>
<td>2</td>
<td>8 (5.1)</td>
<td>144 (91.1)</td>
</tr>
<tr>
<td>1</td>
<td>14 (8.9)</td>
<td>158 (100)</td>
</tr>
</tbody>
</table>

**Improvements in Aggregate Symptoms Scores**

To assess intervention effect sizes, we conducted a repeated measures ANOVA comparing symptom scores from baseline to follow-up and calculated the changes in mean symptom scores from baseline to follow-up (with associated effect sizes) for anxiety, depression, and composite anxiety and depression (Table 2). To establish if the effect sizes varied according to symptom severity, we investigated changes in mean scores among the subset of participants with clinically significant symptoms and among subsets with mild, moderate, and severe symptoms. The repeated measures ANOVA showed significant symptom reductions for anxiety (\(F_{1,124}=66.2; P<.001\)) and depression (\(F_{1,123}=45.4; P<.001\)), with large effect sizes for anxiety (\(\eta^2=0.4\)) and depression (\(\eta^2=0.27\)). Among participants with clinically significant symptoms at baseline, the mean symptom scores decreased significantly for anxiety (\(t_{56}=11.6; P<.001\)), depression (\(t_{61}=7.8; P<.001\)), and composite anxiety and depression (\(t_{60}=10.7; P<.001\)), with large effect sizes (\(d=1.5\)).
Table 2. Comparison of mean symptom scores at baseline and follow-up (paired-sample \( t \) test with effect size; \( n=125 \)).

<table>
<thead>
<tr>
<th>Symptom severity</th>
<th>Baseline, mean (SD)</th>
<th>Follow-up, mean (SD)</th>
<th>( t ) test (df)</th>
<th>( P ) value</th>
<th>Correlation</th>
<th>Cohen ( d )</th>
<th>SE</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms of anxiety (GAD-7 scores)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinically significant symptoms(^b)</td>
<td>14.1 (3.5)</td>
<td>6.9 (4.2)</td>
<td>11.6 (56)</td>
<td>(&lt;.001)(^c)</td>
<td>0.3</td>
<td>1.9</td>
<td>0.3</td>
<td>Large</td>
</tr>
<tr>
<td>Mild symptoms(^d)</td>
<td>7.3 (1.5)</td>
<td>5.6 (4.3)</td>
<td>2.3 (36)</td>
<td>(.03)(^c)</td>
<td>0.1</td>
<td>0.5</td>
<td>0.2</td>
<td>Medium</td>
</tr>
<tr>
<td>Moderate symptoms(^e)</td>
<td>13.5 (3.1)</td>
<td>6.5 (3.7)</td>
<td>11.2 (51)</td>
<td>(&lt;.001)</td>
<td>0.2</td>
<td>2.0</td>
<td>0.3</td>
<td>Large</td>
</tr>
<tr>
<td>Severe symptoms(^f)</td>
<td>20.2 (0.4)</td>
<td>11.0 (6.9)</td>
<td>3.0 (4)</td>
<td>(.04)(^c)</td>
<td>0.5</td>
<td>1.4</td>
<td>0.6</td>
<td>Large</td>
</tr>
<tr>
<td>Symptoms of depression (PHQ-9(^g) scores)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinically significant symptoms(^b)</td>
<td>14.0 (3.6)</td>
<td>8.5 (5.0)</td>
<td>7.8 (61)</td>
<td>(&lt;.001)</td>
<td>0.2</td>
<td>1.3</td>
<td>0.2</td>
<td>Large</td>
</tr>
<tr>
<td>Mild symptoms</td>
<td>7.1 (1.3)</td>
<td>4.8 (3.1)</td>
<td>4.8 (42)</td>
<td>(&lt;.001)</td>
<td>0.2</td>
<td>0.9</td>
<td>0.2</td>
<td>Large</td>
</tr>
<tr>
<td>Moderate symptoms</td>
<td>13.2 (2.4)</td>
<td>8.1 (4.6)</td>
<td>7.6 (56)</td>
<td>(&lt;.001)</td>
<td>0.1</td>
<td>1.4</td>
<td>0.3</td>
<td>Large</td>
</tr>
<tr>
<td>Severe symptoms</td>
<td>23.0 (2.3)</td>
<td>12.4 (7.8)</td>
<td>2.6 (4)</td>
<td>(0.06)</td>
<td>(0.5)</td>
<td>2.0</td>
<td>1.4</td>
<td>Large</td>
</tr>
<tr>
<td>Symptoms of anxiety and depression (GAD-7+PHQ-9 scores)</td>
<td>27.2 (5.7)</td>
<td>15.4 (7.7)</td>
<td>10.7 (60)</td>
<td>(&lt;.001)</td>
<td>0.2</td>
<td>1.7</td>
<td>0.3</td>
<td>Large</td>
</tr>
<tr>
<td>Clinically significant symptoms(^b)</td>
<td>14.5 (2.7)</td>
<td>10.0 (9.2)</td>
<td>3.1 (38)</td>
<td>(&lt;.001)</td>
<td>0.2</td>
<td>0.6</td>
<td>0.2</td>
<td>Medium</td>
</tr>
<tr>
<td>Mild symptoms(^i)</td>
<td>26.7 (5.1)</td>
<td>15.0 (7.0)</td>
<td>10.8 (58)</td>
<td>(&lt;.001)</td>
<td>0.1</td>
<td>1.9</td>
<td>0.3</td>
<td>Large</td>
</tr>
<tr>
<td>Severe symptoms(^k)</td>
<td>41.5 (0.7)</td>
<td>28.0 (19.8)</td>
<td>0.9 (1)</td>
<td>(.53)</td>
<td>(1.0)</td>
<td>0.1</td>
<td>0.1</td>
<td>Small</td>
</tr>
</tbody>
</table>

\(^a\)GAD: generalized anxiety disorder.
\(^b\)Generalized Anxiety Disorder-7/Patient Health Questionnaire-9 score \(\geq10\).
\(^c\)\(P<0.05\).
\(^d\)Patient Health Questionnaire-9/Generalized Anxiety Disorder-7 score 5-9.
\(^e\)Patient Health Questionnaire-9/Generalized Anxiety Disorder-7 score 10-19.
\(^f\)Patient Health Questionnaire-9/Generalized Anxiety Disorder-7 score \(\geq20\).
\(^g\)PHQ-9: Patient Health Questionnaire-9.
\(^h\)Patient Health Questionnaire-9+Generalized Anxiety Disorder-7 score \(\geq20\).
\(^i\)Patient Health Questionnaire-9+Generalized Anxiety Disorder-7 10-19.
\(^j\)Patient Health Questionnaire-9+Generalized Anxiety Disorder-7 20-39.
\(^k\)Patient Health Questionnaire-9+Generalized Anxiety Disorder-7 score \(\geq40\).

The mean symptom scores decreased comparably for participants with moderate and severe symptoms at baseline. The mean symptom scores also decreased among participants with mild symptoms of anxiety \((t_{36}=2.3; P=.03)\), depression \((t_{32}=4.8; P<.001)\), and the anxiety and depression composite \((t_{35}=3.1; P<.001)\) at baseline, with a large effect size for depression \((d=0.9)\) and medium effect sizes for anxiety \((d=0.5)\) and composite anxiety depression \((d=0.6)\). The mean symptom scores decreased significantly, irrespective of symptom severity at baseline, although the effects were largest for moderate and severe symptoms (Table 2).

**Treatment Response and Remission Rates**

The proportion of participants with clinically significant symptoms decreased significantly from 45.6% (SE 4.5) to 16.9% (SE 3.4) for anxiety \((\chi^2=22.7; P<.001)\), from 49.6% (SE 4.5) to 8.4% (SE 3.5) for depression \((\chi^2=22.7-32; P<.001)\), and from 48.8% (SE 4.5) to 15.2% (SE 3.2) for the anxiety and depression composite \((\chi^2=33.6; P<.001)\). These changes represent 54.1%-68.9% proportional reductions in prevalence. The response and remission rates were calculated across all levels of symptom severity to demonstrate how many participants reported changes in their symptom profiles (Table 3), showing significant changes for anxiety \((\chi^2=26.3; P<.001)\), depression \((\chi^2=30.6; P<.001)\), and composite anxiety and depression \((\chi^2=35.3; P<.001)\).
Table 3. Prevalence of symptoms at baseline and follow-up (n=125).

<table>
<thead>
<tr>
<th>Symptoms</th>
<th>No symptoms a, % (SE)</th>
<th>Mild symptoms b, % (SE)</th>
<th>Moderate symptoms c, % (SE)</th>
<th>Severe symptoms d, % (SE)</th>
<th>χ² (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms of anxiety e at baseline</td>
<td>24.8 (3.9)</td>
<td>29.6 (4.1)</td>
<td>25.6 (3.9)</td>
<td>20.0 (3.6)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Symptoms of anxiety e at follow-up</td>
<td>46.8 (4.5)</td>
<td>36.3 (4.3)</td>
<td>10.5 (2.8)</td>
<td>6.5 (2.2)</td>
<td>26.3 (3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Symptoms of depression b at baseline</td>
<td>16.0 (3.3)</td>
<td>34.4 (4.3)</td>
<td>45.6 (4.5)</td>
<td>4.0 (1.8)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Symptoms of depression b at follow-up</td>
<td>37.6 (4.3)</td>
<td>44.0 (4.5)</td>
<td>16.0 (3.3)</td>
<td>2.4 (1.4)</td>
<td>30.6 (3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Composite anxiety and depression i at baseline</td>
<td>20.0 (3.6)</td>
<td>31.2 (4.2)</td>
<td>29.6 (4.1)</td>
<td>19.2 (3.5)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Composite anxiety and depression i at follow-up</td>
<td>43.2 (4.4)</td>
<td>41.6 (4.4)</td>
<td>11.2 (2.8)</td>
<td>4.0 (1.8)</td>
<td>35.3 (3)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a Patient Health Questionnaire-9/Generalized Anxiety Disorder-7 score <5.
b Patient Health Questionnaire-9/Generalized Anxiety Disorder-7 score 5-9.
c Patient Health Questionnaire-9/Generalized Anxiety Disorder-7 score 10-19.
d Patient Health Questionnaire-9/Generalized Anxiety Disorder-7 score ≥20.
e Generalized Anxiety Disorder-7 score.
f N/A: not applicable.
g P < .05.
h Patient Health Questionnaire-9 score.
i Patient Health Questionnaire-9+Generalized Anxiety Disorder-7 score.

The proportion of participants with severe symptoms (ie, scores of 20 or more on the GAD-7 or PHQ-9), reduced significantly among those with symptoms of anxiety (20.0% vs 6.5%; P < .001), depression (4.0% vs 2.4%; P < .001), and composite anxiety and depression (19.2% vs 4.0%; P < .001). The proportions of participants with moderate symptoms (ie, scores of 10-19 on the GAD-7 or PHQ-9) decreased significantly for anxiety (25.6% vs 10.5%; P < .001), depression (45.6% vs 6.0%; P < .001) and composite anxiety and depression (29.6% vs 11.2%; P < .001). As expected, the proportion of patients with mild symptoms increased from between 28.8% and 34.4% at baseline to 36.3% and 44.0% across all outcomes at follow-up, and the proportion of asymptomatic patients increased from 12%-24.8% at baseline to 32.0%-46.8% across all outcomes at follow-up. To provide a more nuanced perspective on response to treatment, we calculated rates of remission (defined as a reduction in GAD-7/PHQ-9 scores below 10), treatment response (defined as a 50% or greater reduction in baseline symptom scores), and clinical deterioration (defined as a 50% or greater increase in baseline symptom scores; Table 4). Among participants reporting clinically significant baseline symptoms, remission was in the range 67.7%-78.9% across outcomes, and clinically significant deterioration was uncommon, ranging from 1.8% to 3.2% across outcomes. Changes were also observed among participants who at baseline had mild symptoms, among whom treatment response was in the range of 34.9%-43.6% across outcomes and clinically significant deterioration was in the range of 4.7%-10.8% across outcomes. The data indicate the potential for the intervention to reduce the absolute number of students with clinically significant symptoms and demonstrate the low numbers expected to deteriorate over the course of the intervention.
Predictors of Treatment Response and Remission

We investigated whether information collected from participants at baseline could be used to identify individuals who were likely to respond to the intervention. Multiple logistic regression analysis was used to identify baseline predictors of remission among participants with clinically significant symptoms at baseline and among participants with only mild baseline symptoms (Table 5). Predictors of treatment response among participants with clinically significant symptoms were not examined because of the rarity of response without remission, and predictors of symptom deterioration were not examined because of the small number of participants who deteriorated.

Among participants with clinically significant baseline symptoms, baseline variables were significant in predicting remission from composite anxiety and depression ($\chi^2 = 17.1; P = .004$) but not in predicting remission from anxiety ($\chi^2 = 9.3; P = .10$) or depression ($\chi^2 = 8.8; P = .12$). Among participants with clinically significant composite anxiety and depression, identifying as female was associated with substantially increased odds of remission (aOR 9.6, 95% CI 1.2-78.5; $P = .04$), whereas baseline depression symptom severity was associated with a modestly decreased odds of remission (aOR 0.8, 95% CI 0.7-1; $P = .03$). No other baseline variables were associated with remission among the participants with clinically significant symptoms. It is noteworthy that the substantial aOR associated with female sex predicting remission from anxiety was, to some extent, because of the comparatively small proportion of male participants, as an investigation of zero-order before-and-after changes in prevalence found little evidence of differences between women (44.9% before to 15.0% after) and men (50.0% before to 27.8% after; Tables S5 and S6 in Multimedia Appendix 1).

Among participants with mild baseline symptoms, baseline variables were significant in predicting treatment response for anxiety ($\chi^2 = 12.3; P = .03$) but not in predicting treatment response for depression ($\chi^2 = 5.8; P = .33$) or composite anxiety and depression ($\chi^2 = 5.6; P = .35$). The only variable associated with treatment response was baseline depression symptom severity, which was associated with decreased odds of treatment response for anxiety (aOR 0.6, 95% CI 0.4-0.9; $P = .02$).
### Table 5. Predictors of treatment response (n=125).

<table>
<thead>
<tr>
<th>Symptoms</th>
<th>Female sex</th>
<th>Age</th>
<th>Number of sessions</th>
<th>Baseline PHQ&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Baseline GAD&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>P value</td>
<td>OR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>P value</td>
<td>OR&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Remission&lt;sup&gt;d&lt;/sup&gt; among participants with clinically significant symptoms at baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of anxiety&lt;sup&gt;e&lt;/sup&gt;, (n=57)</td>
<td>8.1</td>
<td>.05</td>
<td>1.1</td>
<td>.43</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>(1.0-68.0)</td>
<td></td>
<td>(0.9-1.4)</td>
<td>(0.9-1.7)</td>
<td>(0.8-1.1)</td>
</tr>
<tr>
<td>Symptoms of depression&lt;sup&gt;f&lt;/sup&gt;, (n=62)</td>
<td>1.9</td>
<td>.49</td>
<td>1.1</td>
<td>.21</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>(0.3-11.5)</td>
<td></td>
<td>(0.9-1.4)</td>
<td>(0.9-1.4)</td>
<td>(0.8-1)</td>
</tr>
<tr>
<td>Composite anxiety and depression&lt;sup&gt;g&lt;/sup&gt;, (n=61)</td>
<td>9.6&lt;sup&gt;h&lt;/sup&gt;</td>
<td>.03&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.3</td>
<td>.07</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>(1.2-78.5)</td>
<td></td>
<td>(0.9-1.8)</td>
<td>(0.9-1.6)</td>
<td>(0.7-1)</td>
</tr>
<tr>
<td>Treatment response&lt;sup&gt;i&lt;/sup&gt; among participants with mild symptoms at baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of anxiety, (n=37)</td>
<td>0.2</td>
<td>.19</td>
<td>1.0</td>
<td>.89</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>(0.0-2.2)</td>
<td></td>
<td>(0.7-1.3)</td>
<td>(0.5-1.1)</td>
<td>(0.4-0.9)</td>
</tr>
<tr>
<td>Symptoms of depression, (n=43)</td>
<td>2.6</td>
<td>.34</td>
<td>0.9</td>
<td>.21</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>(0.4-19.0)</td>
<td></td>
<td>(0.7-1.1)</td>
<td>(0.6-1.1)</td>
<td>(0.5-1.6)</td>
</tr>
<tr>
<td>Composite anxiety and depression, (n=39)</td>
<td>2.4</td>
<td>.42</td>
<td>0.9</td>
<td>.58</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>(0.3-20.4)</td>
<td></td>
<td>(0.8-1.1)</td>
<td>(0.6-1.2)</td>
<td>(0.5-1.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ: Patient Health Questionnaire.<br>
<sup>b</sup>GAD: generalized anxiety disorder.<br>
<sup>c</sup>OR: odds ratio.<br>
<sup>d</sup>Remission: reduction of symptoms so that Patient Health Questionnaire-9/Generalized Anxiety Disorder-7 score <10.<br>
<sup>e</sup>Generalized Anxiety Disorder-7 score.<br>
<sup>f</sup>Patient Health Questionnaire-9 score.<br>
<sup>g</sup>Patient Health Questionnaire-9+Generalized Anxiety Disorder-7.<br>
<sup>h</sup>P<.05.<br>
<sup>i</sup>Treatment response: a reduction in symptoms of 50% or more.

### Discussion

#### Principal Findings

Students participating in this 10-week web-based intervention reported significant reductions in anxiety and depression symptom scores, with large effect sizes. Furthermore, there was a significant reduction in the proportion of participants with clinically significant symptoms from baseline to follow-up, with improvements across all levels of symptom severity. Participants reported high levels of satisfaction. This trial, which was conducted under real-world conditions in response to a global crisis, serves as a proof of concept for the use of web-based GCBT, showing that it is possible to recruit, retain, and improve the outcomes of university students with web-based GCBT.
It is noteworthy that our structured GCBT intervention was delivered by graduate clinical psychology students (ie, trainee psychologists) and counselors (with 4 years of training). This group intervention enabled us to reach a larger number of students than would otherwise have been the case using the same resources to deliver individual therapy. These findings speak to the sustainability and cost-effectiveness of the intervention, making it potentially well suited for resource-constrained environments such as South Africa, where the 12-month prevalence of common mental disorders among university students is as high as 31.5% [65] and where even at the most well-resourced institutions, only 28.9% of students with mental disorders receive treatment [19]. Session-by-session fiscal analysis has consistently shown that group therapy is less costly than individual therapy, highlighting the potential for group interventions to be scalable [66]. Efforts to expand the use of group therapy have hitherto been hampered by clinicians’ concerns that groups may not be as effective as individual psychotherapy [66], which appears not to be the case for our intervention. Subsequent studies should establish how treatment outcomes are affected by the level of facilitator training and whether the intervention could be delivered by nonprofessionals within a peer-to-peer model. Consistent with the latter possibility, evidence suggests that peer-to-peer interventions can be effective in promoting student mental health [67,68]. Peer-to-peer interventions might also be appropriate given students’ reluctance to seek help from mental health professionals [13].

Although attendance rates were relatively good, with a mean attendance of 6 sessions, only 10.1% of the students attended all sessions. This pattern is typical for students. For example, a trial of a 12-session group dialectical behavior therapy intervention for university students reported a 30.0% dropout rate with a mean attendance rate of approximately 60.0%. One survey of counseling center utilization over a 5-year period at a large US university reported that the average number of counseling sessions attended was 4 (SD 3.8, median 3, mode 1), with 18.0% of treatment seekers attending only 1 session [69]. In another study, 51.7% of students who accessed counseling attended 5 or fewer sessions [70]. However, crucially, our retention rates are markedly higher than those typically reported in self-guided or guided individualized internet-based interventions with students [71], suggesting that web-based GCBT might be more engaging than other digital interventions. The use of simple strategies (such as a flexible approach to attendance, encouraging participants to return after they miss a session, and ensuring sufficient repetition and continuity so that missing sessions does not disrupt care) seems to have been effective in retaining students, although it would be valuable to experiment with alternative retention strategies in future implementations.

The remission rates found here (67.7%-78.9%) compare favorably with those reported in clinical trials for other treatments of anxiety and depression. For example, trials of antidepressant treatment typically report response rates in the order of 70%-80% [72], and a trial of GCBT and duloxetine for GAD reported a remission rate of 21.5% [73]. The marked improvements we observed in symptom scores at an aggregate level are particularly remarkable given that we did not exclude students with mild or moderate symptoms, as would typically be the case in controlled trials [46]. The fact that individuals with mild and moderate symptoms showed significant improvements is important because this population also seeks treatment and is at risk for eventually developing clinical disorders.

Notably, it is possible that our treatment outcomes are strong because we recruited participants into this intervention during the hard lockdown in South Africa at the start of the COVID-19 pandemic, and restrictions were starting to ease as participants completed the intervention. It is also important to note that we only recruited for 24 hours, which means that the intervention took only students very eager to obtain help. By only including very eager students, we have biased our outcomes by including only highly motivated and responsive participants. Before-and-after differences in symptoms might be smaller for more representative samples of students. Nonetheless, our ability to respond quickly to a need for services and to accommodate so many students is a clear strength of this intervention. It is also noteworthy that easing of restrictions on movement occurred over the period of the intervention, undoubtedly contributing to reduced levels of anxiety and depression, although the country was still in a state of national emergency and students were still making stressful transitions to web-based learning and assessment when follow-up data were collected at the end of the intervention. It is also possible that the positive effects we observed for mean symptom scores are a result of statistical regression to the mean (ie, the tendency of extreme measures to move closer to the mean overtime). However, this is less likely than would normally be the case in clinical trials, given that we recruited participants with a wide range of symptoms, including some students with minimal symptom scores at baseline. It will be important to establish in future replications if these favorable outcomes are also observed when students are not confined to their homes and when they have access to other therapies. To this end, follow-up studies including rigorous controlled trials are needed to test the effectiveness of the intervention against other standard treatments.

Although the good outcomes we observed suggest that web-based groups may be an effective and sustainable way to increase students’ access to mental health services, it is important to remember that there are significant barriers to providing internet-based services that make them inaccessible to some students. These barriers include the need for students to have appropriate technology, access to broadband internet services and adequate data, a stable internet connection, uninterrupted power supply, and a private space in which to participate [74]. Many of these barriers will be particularly marked for students with limited financial resources, and providing web-based services may thus further exacerbate the inequality in access to treatments in low- and middle-income countries [19].

We found high levels of satisfaction with the intervention, highlighting the potential for web-based GCBT to meet the needs of anxious and depressed students. It is significant that most participants rated the quality of the intervention as good
or excellent and said that they were satisfied with the amount and kind of help they received. This finding is consistent with studies reporting students’ positive attitudes toward internet-based mental health interventions [75] and provides further evidence to support the use of digital interventions to promote student wellness [38]. However, it would be helpful if subsequent studies in this area could collect more detailed qualitative data to provide a rich description of students’ lived experience of participating in web-based interventions of this kind.

It will be important for future studies in this area to shed more light on factors that predict a good treatment response to these kinds of interventions. Given that this is a group intervention, it also seems appropriate to investigate how group membership and group dynamics (such as group cohesion) may influence treatment outcomes.

Limitations

There are 2 limitations that are worth noting. First, the study did not include a control group, as would be the case in a randomized controlled trial. As a result, we cannot infer that the observed symptom improvements were a result of the intervention. It is well established that even control groups (with no interventions) show improvements over time [76]. However, it was not our intention to undertake a controlled trial; instead, our challenge was to devise a treatment delivered in a novel digital format and tested in a real-world setting where treatment could be applied on a larger scale than is possible in individual therapy. Meeting these challenges along with the positive treatment results makes a randomized controlled trial a logical next step, as our findings clearly demonstrated that such a trial is both warranted and feasible.

Second, a relatively high number of participants dropped out, with 28.4% (45/158) of participants attending fewer than half of the sessions. Dropout rates in psychotherapy research vary widely, ranging from 0.0% to 83.0% for e-interventions [77], and it is not clear how dropping out should be interpreted, given that many clients show gains early in treatment, which may contribute to premature termination. Despite these limitations, our study is an important initial step toward establishing that GCBT can be effectively delivered on the web to students under real-world conditions.

Conclusions

In conclusion, our results suggest that web-based GCBT holds promise as an effective and sustainable intervention for anxiety and depression and that university students participating in this intervention are satisfied with this modality. We demonstrated that it is possible as part of routine care in university counseling centers to recruit and retain students in web-based GCBT and deliver a remote intervention via video conferencing under real-world conditions. This novel intervention could have important implications for increasing access to psychotherapy in low- and middle-income countries. These findings indicate that larger-scale controlled trials of this modality are warranted, particularly trials that expand recruitment to include a wider range of students other than those most eager to participate, especially reaching out for more male students; investigate how retention can be improved; and examine factors that predict treatment response.
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Abstract

Background: Electronic mental (e-mental) health offers an opportunity to overcome many challenges such as cost, accessibility, and the stigma associated with mental health, and most people with lived experiences of mental problems are in favor of using applications and websites to manage their mental health problems. However, the use of these new technologies remains weak in the area of mental health and psychiatry.

Objective: This study aimed to characterize the social representations associated with e-mental health by all actors to implement new technologies in the best possible way in the health system.

Methods: A free-association task method was used. The data were subjected to a lexicometric analysis to qualify and quantify words by analyzing their statistical distribution, using the ALCESTE method with the IRaMuTeQ software.

Results: In order of frequency, the terms most frequently used to describe e-mental health in the whole corpus are: “care” (n=21), “internet” (n=21), “computing” (n=15), “health” (n=14), “information” (n=13), “patient” (n=12), and “tool” (n=12). The corpus of text is divided into 2 themes, with technological and computing terms on one side and medical and public health terms on the other. The largest family is focused on “care,” “advances,” “research,” “life,” “quality,” and “well-being,” which was significantly associated with users. The nursing group used very medical terms such as “treatment,” “diagnosis,” “psychiatry,” “patient” to define e-mental health.

Conclusions: This study shows that there is a gap between the representations of users on e-mental health as a tool for improving their quality of life and those of health professionals (except nurses) that are more focused on the technological potential of these digital care tools. Developers, designers, clinicians, and users must be aware of the social representation of e-mental health conditions uses and intention of use. This understanding of everyone’s stakes will make it possible to redirect the development of tools to adapt them as much as possible to the needs and expectations of the actors of the mental health system.

(JMIR Ment Health 2021;8(5):e25708) doi:10.2196/25708
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Introduction

Context

Mental health care continues to face many challenges such as cost, accessibility, and the stigma associated with mental health. This results in inequalities and inadequacies in the treatment of many people with lived experiences of mental health problems [1]. The field of eHealth offers an opportunity to overcome these structural and personal barriers to seeking help [2]. Electronic mental health (or digital mental health) includes telemedicine, telehealth, online information searches and sharing, and others. Psychiatry, more than any other discipline, will be able to benefit from these new technologies. During the COVID-19 pandemic crisis, rapid virtualization demonstrated that clinicians, mental health service users, and health care systems were able to quickly adapt to telepsychiatry, overcoming previous obstacles including regulatory constraints, system inertia, and general resistance to telepsychiatry [3,4].

The use of technology is exponentially increasing in our society, especially the use of smartphones (more than 3.8 billion users worldwide) [5] to travel, communicate, work, manage one’s finances, or to have social relations. Recently, the World Health Organization (WHO) announced its intention to use “new opportunities, creativity, learning and technology […] to ensure the health and well-being of everyone” [6]. The use of information and communication technologies (ICTs) in health care since the 2000s is already improving access to care by strengthening communication between health service users and providers and by making health systems and decisions more efficient and cost-effective [7]. Indeed, in addition to the provision of direct service delivery, eHealth enables people with lived experiences of mental health problems to access their shared medical records and receive medical advice and information directly on their computers, tablets, or smartphones.

However, the use of these new technologies in the area of health and mental health remains weak. In France, only 6% of the population have already experienced a teleconsultation, and 9% of health care professionals have already done (at least) a teleconsultation with one of their patients [8]. Also, nearly two-thirds of the French population report they are not ready to use connected objects in the future in the health care field [9]. On the contrary, people with lived experiences of mental health problems are more and more connected, and most are in favor of using applications and websites to manage their mental health problems [10].

This study explored the social representations of e-mental health with the actors of the mental health system with the hypothesis that these social representations can help to understand and characterize the intentions of use.

Social Representations in eHealth

Several questionnaires were created in order to get an understanding of the barriers to the use of new technology in general. Those Technology Acceptance Models (TAMs), created in the 1980s, were used to better target the eHealth expectations of users [11] and professionals [12] based on 2 main questions: “Is this new technology useful for me” and “Is this technology easy to use?” Some researchers [13,14] have highlighted the need to broaden this questioning to include environmental factors of individuals, including the social influence between subjects but also between the tool and the subject. Indeed, this very logical-scientific approach to TAMs must be supplemented by a vision, certainly more subjective, but which directly questions social cognitions referring to the “object of e-mental health.” In order to understand the place of the individual in relation to this object in society and the socioeconomic power issues that emerge from it, it seems essential to question the mental image of e-mental health according to the beliefs and attitudes about it [15]. According to Jodelet [16], it is from this singular mental representation that a form of “knowledge is constructed, socially elaborated and shared, having a practical aim and contributing to the constitution of a reality common to a social group.” Thus, the social representation creates a link between the individual and the feeling of belonging to a group in society with the same interpretations and uses of e-mental health.

Objective

This study aimed to characterize the social representations associated with e-mental health by all actors in order to implement new technologies in the best possible way within the health system.

Methods

Study Design

A qualitative study (EQUME) was conducted by the WHO Collaborating Centre of Lille (France) in order to assess the social representations and norms of 10 typologies of actors involved in the health care system. These 10 categories were chosen in order to have access to different professional groups with different references and practices (general practitioners, psychiatrists, social workers, psychologists, occupational therapists, and nurses); to service users and family carers; to user representatives, who have a discourse significantly different from the users; and to the general public. Participants were recruited through announcements to various professional networks, peer support groups, user and carer representatives (mainly posted on their respective websites), and by word of mouth. The inclusion criteria were as follows: (1) belong to one of these 10 categories of actors, (2) speak the French language, (3) be of legal age, (4) agree to participate in this study. There were no other criteria for noninclusion. The data were collected during focus groups (moderated by a social sciences researcher...
and an assistant psychiatric moderator), which took place in 2 French cities.

The first part of the study, based on data collected in focus groups, revealed a heterogeneous and unstable definition of e-mental health with regard to the different groups of actors concerned as well as within each group [17]. The second part of the study, presented here, is based on the free-association task method.

Each focus group was initiated with a sociodemographic questionnaire collecting the following variables: age, gender, and profession. Each group was then asked to complete a self-reported familiarity scale ranging from 0 to 10 with e-mental health devices. Finally, a free-association task — detailed in subsequent sections — was conducted to collect words related to e-mental health.

The EQUME study was the subject of a declaration of compliance with reference methodology at the French National Agency for Medicines and Health Products Safety (N2040798v0, March 3, 2017). All participants were asked to sign a consent form.

Procedures and Methods

The free-association method was chosen to study the social representations of e-mental health. This method is based on a question of evocation (or word associations) with the following written instructions: “Quote three words related to ‘e-mental health,’ then three more words related to these words” (see Multimedia Appendix 1). This exercise will result in having 3 words at the first level, then 9 words at the second level as each word from the first level will be associated with 3 other words. This makes a total of 12 words or expressions per participant.

The free-association method is a classic tool in studies on social representations [18–20]. It calls upon the latent content of representation [15,21] opening a path to the semantic field of the social object studied through the spontaneity and projective dimension of the method of free associations [15]. According to Abric [15], social representation is composed of a content (eg, information, opinions, beliefs, attitudes) and a structure. The structure consists of a central system (or central core) and a peripheral system, each of which is composed of the beliefs of the same name. The central elements have “evidential status” and help to “provide a framework for interpreting and categorizing new information” [15]. The peripheral system links the central core of the representation to the reality of the moment for individuals. For example, if we consider “knowledge acquisition” as the central core of the object “study,” for some, “the library” will be a peripheral element, while for others, “the scholarship” will be an entirely different one (considering that knowledge acquisition would allow one to obtain a scholarship related to further study).

Data Analysis

We used several types of text data analysis (TDA) in this study. TDA corresponds to a set of methods that aim to analyze the information contained in a text. Two of the authors (OLV and PB) who specialize in the statistical analysis of textual data conducted the technical analyses, guided by a social sciences researcher (MM) and mental health clinicians (PM and DS). They use categories to qualify elements of the text and quantify them by analyzing their statistical distribution.

Lexical Analysis

The data were subjected to a lexical or lexicometric analysis: the ALCESTE method. It was developed by Reinert [22] on the basis of the work by Benzécri and the textual statistics of Lebart and Salem. We used the IRaMuTeQ software, which is open source, is free, uses the R language [23], and was developed by Ratinaud and Dejean.

Text segments have been created from each “level 1 word” and the three “level 2 words” associated with them (equivalent to a branch of the tree structure of the free-association diagram, see Multimedia Appendix 1). This makes 3 sentences or text segments called B1, B2, B3 (in the order of the word branches quoted from left to right on the diagram) per participant. In order to identify groups of words often together in these text segments, the analysis performed is mainly a Hierarchical Descending Classification (HDC). The software builds a tree structure, and a classification is proposed grouping the words most often used together in the same sentences or segments.

Still using the IRaMuTeQ software, we obtained a visualization of the relations between the word clusters and the variables studied (age, sex, familiarity with e-mental health, categories of actors, order of text segments [ie, B1, B2, and B3]) with the corresponding chi-squared value (P<.05). We defined the significance threshold at 5%. Based on correspondence factor analysis (CFA) applied to the center of the clusters, this visualization provides pairs of images that can be stacked together. One of the images represents the relative proximity of words, and the other represents the types of text segments concerned, around the centers of these lexicons. The central words are the most common, and the distance from the center indicates the specificity of one or the other word. The axes mathematically maximize the visibility of specificities, but their orientation on the page (top/bottom and right/left) is arbitrary.

Thematic or Categorical Analysis

To deepen the links that exist between the different terms, we used a graph representation tool (Neovis) in order to visually understand the different word associations. For this purpose, 3 researchers independently classified the 180 terms in level 1 into 24 categories.

On a technical level, the graphs were built from the Excel file resulting from the encoding of the responses that we injected into a dedicated database (neo4j) using a python script. An HTML page connecting to this database was then built; its role was to retrieve the relationship of interest and represent it using Neovis.

Results

Baseline Assessment

The sample comprised a total of 70 people (37 women and 33 men) between 24 and 77 years old (average age of 44 years; Table 1). They correspond to 10 categories of actors: general practitioners, psychiatrists, user representatives, general public,
family carers, social workers, psychologists, service users, occupational therapists, and nurses.

Self-reported familiarity with e-mental health ranged from 0 to 9/10 but was on average, very low for all groups. The occupational therapists report the lowest level of familiarity (1.1), while general practitioners report the highest level of familiarity (4.5).

Responses to the free-association questionnaire had 167 words missing for 828 possible answers (20.2%). The user group had the highest rate of missing words (46%), as it was the group with the most participants.

<table>
<thead>
<tr>
<th>Categories of actors</th>
<th>Participants, n</th>
<th>Age of participants (years), mean (range)</th>
<th>Knowledge of e-mental health tools, mean (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Men</td>
<td>Women</td>
<td>Total</td>
</tr>
<tr>
<td>General practitioners</td>
<td>4</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Psychiatrists</td>
<td>3</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>User representatives</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>General public</td>
<td>0</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Family carers</td>
<td>6</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Social workers</td>
<td>0</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Psychologists</td>
<td>1</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Service users</td>
<td>11</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>Occupational therapists</td>
<td>2</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Nurses</td>
<td>4</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>Total group</td>
<td>33</td>
<td>37</td>
<td>70</td>
</tr>
</tbody>
</table>

Lexical Analysis

In order of frequency, the terms most frequently used to describe e-mental health in the whole corpus were “care” (n=21), “internet” (n=21), “computing” (n=15), “health” (n=14), “information” (n=13), “patient” (n=12), and “tool” (n=12).

The terms that were cited several times together (co-occurrences) throughout the corpus were “internet” and “information” (n=6), “internet” and “computer” (n=6), “activity” and “workshop” (n=5), “activity” and “care” (n=5), “hope” and “activity” (n=5), “carefree” and “activity” (n=5), and “will” and “activity” (n=5).

Analysis of the similarities and differences between the terms used by the participants (Figure 1) shows 5 clusters of word characteristics in the main themes addressed. The percentages represent the number of times the words are cited together throughout the corpus.

The corpus of text is divided in 2, with technological and computing terms on one side and medical and public health terms on the other.

As for the medico-social terms, the largest family (cluster 5) is focused on “care,” “advances,” “research,” “life,” “quality,” and “well-being.” It is related to 2 families (clusters 2 and 3), which also include health-related terms but differ from them by more general terms. These 2 other clusters are distinguished by more specific terms related to psychiatry and preventive medicine (eg, “psychiatry,” “diagnosis,” “prevention,” “information”) and by access terms related to public health and the direct environment of the user of the health system (eg, “health,” “public,” “share,” “user,” “family”).

During the task of free association, we can see that the participants very frequently quoted in the first line of the response (χ² = 4.93, P = .02) terms associated with the lexical fields of technology and computer science (B1, Figure 2) overlapping with cluster 1 (Figure 3).

Participants over 61 years of age related e-mental health to terms in the fields of “health,” “public,” “professional,” “medical,” “accessibility,” “family,” “user,” and “network” (χ² = 3.93, P = .04).

The CFA (Figures 2 and 3) shows that the group of users consist of those who use the terms focused on “care,” “progress,” “research,” “life,” “quality,” and “well-being” the most (χ² = 11.16, P < .001). It appears that this group of participants would make very little use of the other families of words, and almost none of them used terms related to technology or computing (clusters 1 and 4).

The nursing group used very medical terms such as “treatment,” “diagnosis,” “psychiatry,” and “patient” to define e-mental health (χ² = 4.8, P = .02). They also used more global words focusing on “quality,” “care,” “progress,” and “well-being” as well as “users.” They did not associate e-mental health at all with the terms in the public health–oriented family (cluster 3).

The general public group associated terms such as “application,” “technology,” “digital,” “web,” “monitoring,” “computer,” “site,” and “knowledge” with e-mental health (χ² = 4.63, P = .03), as did the group of user representatives (χ² = 3.11, P = .07).
The general public, psychiatrists, occupational therapists, user representatives, and general practitioners used very little or no medico-social vocabulary (from clusters 2, 3, and 5) within their representations of e-mental health. These groups are more likely to use terms focused on computing and technology.

**Figure 1.** Classification of words used according to their frequency of co-citation within the same text segment by all participants in the 5 clusters, with \( P < .05 \) for all words.
Figure 2. Correspondence factor analysis of the free-word association about e-mental health.
Figure 3. Correspondence factor analysis with the different variables studied. B1: text segment 1; B2: text segment 2, B3: text segment 3; Age 1: 20-30 years old; Age 2: 31-40 years old; Age 3: 41-60 years old; Age 4: ≥61 years old; Familiarity 0: no answer; Familiarity 1: 0-2; Familiarity 2: 3-5; Familiarity 3: 6-9.

Semantic Analysis

The 24 ad hoc categories constituted by the investigators and based on level 1 terms are illustrated in Figure 4. This graph summarizes the main corpus by lexical fields. It introduces a dynamic dimension by adding links between the different categories, which can be compared to more or less “stretched springs” depending on the number of relationships between groups of words.

As shown in the figure, it is possible to notice that the central place of the category “care” has a link with almost all the other categories. The terms constituting this category are therefore related at least once to the words used in the other categories.

The other graphs that were made according to the different variables (age, gender, familiarity with e-mental health, except groups of participants) show a core of close relationships between the categories “care,” “connectivity,” “pathology/treatment,” “device,” “telehealth,” “computing,” “information/training,” “digital literacy,” “practicality/accessibility,” and “innovation.” There was no clear structural difference in the graph (Figure 4). It is possible to observe differences between the groups of participants depicted in the graphs; however, it is not possible to provide a clear conclusion because of the low number of participants per group.
Discussion

Main Findings

The scores of the self-reported familiarity scales are generally below average and are opposed to the richness of the words and lexical fields mobilized by the participants during the task of free association. This highlights a necessary distinction between daily digital use and access to digital health literacy that is controlled [24]. It is the responsibility of the state to set up an education system at school that allows future e-citizens to know how to use these tools in an informed way and to manage their digital identities and a digital infrastructure in order to avoid the “digital divide” as well as digital health illiteracy [7].

In the main corpus, a homogeneous and frequent vocabulary field relating to health care and ICTs (Figure 4) allows us to formulate the hypothesis of the centrality of these lexical fields illustrating the social representations of e-mental health of the participants. The absence of terms with positive or negative valences is to be noted. In addition, a very consensual and materialistic definition characterizes the central system of social representation. e-Mental health is considered a new technological, computerized, and medical tool that would be able to offer a diagnosis or treatment to people with a lived experience of mental health problems. These tools are at the service of information and training. Data from the free-association task suggest a relative openness or at least a lack of aversion to the mental health of participants. The subsequent focus group discussions also point in this direction, but nevertheless highlighted fears linked to “dehumanization” or the replacement of humans by technological tools [17].

The peripheral elements are linked to the structural and organizational dimensions of e-mental health (ie, “structure of care,” “organization”).

The group of service users of the mental health system is clearly distinguished by a specific vocabulary. It differs from the words most found in the main corpus but also from the other groups of participants. These discrepancies evoke the nuance between users’ expectations of improving their quality of life in the first place and that of health professionals (except nurses), which focused more on the potential of new digital tools to perform repetitive tasks for them, allowing them to refocus their practice on what makes (clinical) sense.

“Psychiatry” and “psychology” are also peripheral elements of the representation of e-mental health. While psychiatry has established itself as the “normal practice” that has regulated the conception of disorders and their treatments for many years, it may seem “natural” that it now extends its jurisdiction to the field of mental health. This extension could thus announce the renewal of psychiatric practices, as well as their social role. Current frameworks guiding clinical practice in psychiatry and psychology are limited because they do not address the complex reality of people with lived experiences of mental health problems. They project on them a predefined reading grid and neglect the dynamic interaction between their real, lived experiences, which are inextricably linked to social, psychological, and biological contexts [25]. The mental health care system thus does not consider the fundamental realities of people with lived experiences of mental health problems in their daily life. We therefore urgently need new paradigms of clinical practice to effectively treat these people in vivo, in which what...
matters the most for them — loss of meaning, impoverishment, social isolation, and/or disability associated with symptoms — is also what matters the most to clinicians [26,27]. However, new digital tools can precisely enable people to be observed and treated in vivo, by integrating a stream of ecological and multidimensional data. These developments require theorizing methodological approaches to guide the design of new digital tools adapted to the challenges of a digital clinic.

This integration of digital tools in the daily practice can thus become part of a “professional project” in order to gain status and expand territories [27].

“Well-being” is also a peripheral element associated with “care” for users specifically. This representation illustrates the process of gradually extending psychiatry to “mental health” and even happiness since the 1980s. This extension is based on the redefinition of health by the WHO, no longer as the absence of disease but as “complete physical, mental and social well-being.” “Mental health” has become ubiquitous in public health discourse and more broadly throughout the social landscape since the early 2000s. Many actors in the field see it as a form of injunction to happiness and well-being beyond the scope of psychiatrists’ interventions. This presence of “well-being” in the discourse of users can also be explained by the fact that the current technological tools are not necessarily medical tools but common objects (eg, connected watches, actimetry bracelets, smartphone applications) that have been designed according to ways of thinking about the world from fields other than psychiatry, in particular the well-being and quantification of oneself.

“Relationship” is also one of the peripheral representations associated with e-mental health. New technologies are changing the relationships between caregivers and people with lived experiences of mental health problems, enabling new forms of digital intimacy thanks to a new form of continuity of care. According to Fairhurst and May [28], abstract medical knowledge (“knowing the patient”) can thus be supplemented and enriched by personal exchanges that can help the clinician to “know about the patient.” The most recent example comes from the COVID-19 health care crisis during which telepsychiatry allowed the maintenance of social links through digital health despite the need for physical distancing [29]. Although technology has enabled the maintenance of caregivers’ and patients’ “connection,” experts recommend the complementary use of telepsychiatry with face-to-face interviewing [3,29]. It is a question of finding the balance of these new hybrid relationship modalities within the patient-caregiver-technology triad. Foucault et al [30] raised the following question: “Is there a virtual saturation point at which the benefits of a virtual relationship diminish, or patients demand more face-to-face interactions?” The relationship between service users and professionals seems to be evolving towards a rebalancing of each other’s roles and is being profoundly transformed under the effect of new technologies; the e-citizen user is thus becoming an informed actor of his or her health, expert, and partner in an increasingly digitalized ecosystem.

Although the processes of “autonomy” and empowerment are recommended by public health authorities and that these terms are increasingly present in the contemporary discourses of patient and service user associations as well as more widely disseminated in society, it is surprising that they are totally absent from the task of free association. However, the discursively configured involvement of patients in their care through technology is a matter of debate: advocated by some as a means of horizontalizing the caregiver-patient relationships and contested by others as a social injunction and the sign of the expression of a Foucauldian bio-power [30]. The promising discourse of digital health policy positions citizens as objects of political intervention but neglect the many social, political, cultural, and economic inequalities that specifically prevent engagement in digital health [31].

Similarly, “data” is absent from free associations. Participants thus did not seem to question the place of their own data in the mental health ecosystem or to be concerned about the use that private lobbies can make of it. This absence of “data” from the discourses of all the typologies of actors can be interpreted at different levels. Users of the health system may seem to “not care” about the confidentiality and security of their data. There might be a few reasons for that: They may trust the e-mental health ecosystem, it may seem that the benefit-risk balance makes it preferable for them to use these digital tools, or they might not have mastered the issues related to the use and circulation of their data. This could be explained by the difficult acquisition of health literacy for users of the health care system as well as for professionals, not because of lack of interest but rather by the complexity of the health ecosystem (ie, the lack of resources and reliable evaluation of medical information on the internet). To use the concept by Petersen et al [32], “cartographies of trust” has now become extremely complex and follows tortuous and emotionally charged paths that require navigating between online and offline resources. Health literacy is evolving; it requires medical, informational, and more recently, digital skills [24]. Considered increasingly civic and social [33], it is now part of the community with, on the one hand, the need for an awareness of “self-concern” at the individual level [31] and, on the other hand, the need for optimal organization of the health ecosystem managed by the guardianships.

As Henwood and Marent [31] rightly pointed out, at the level of the individual, the ways people “make sense with numbers” and numbers “make sense of people” interact so finely that it is extremely complex to determine towards or tilt the balance between freedom and power, determining and being determined, acting and being acted upon; in such a way, it is urgent to expand our sociological imaginations of the “reflexive” patient or citizen.

Limitations

The aim of this study was to “photograph” the social representations of e-mental health from the different typologies of actors in the health care system. The speed of development of new devices implies new uses will likely have a retroactive impact on users’ representations, making it difficult to capture these constantly evolving representations. Also, one of the main
limitations of our work is related to the small number of participants present in each group. Our material has a certain number of nonresponses to the task of free association without the possibility of exchange with participants. More qualitative studies, using narrative content, interviews, focus groups, and field observation methodologies, are needed to further explore the social representations of e-mental health among different actors.

Conclusions

The rise of e-mental health in our health systems is both a challenge and an opportunity for mental health. This study showed that the social representations of e-mental health differ according to the social group to which participants belong. It conditions an intention of use that developers, designers, clinicians, and users must be aware of. This better understanding of everyone’s stakes will make it possible to redirect the development of tools and adapt them as well as possible to the needs and expectations of the actors of the mental health system. In this process of listening and horizontalization of the relationships between actors, the aim was to harmonize the contribution of digital tools and enable their appropriation by all users, as well as facilitating equal access to care by bridging the digital divide. In order to do so, the guardianships must ensure the deployment process of the tools. If all user citizens have to be concerned by these policies and if they are to remain committed to a better knowledge of themselves and their health, these reflections must be participatory and collaborative. In this sense, the improvement of the components relating to the training of actors through the acquisition of digital skills and the increase of literacy e-mental health is at the dawn of a successful implementation of digital mental health.
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Abstract

Background: Sexual and gender minority (SGM) individuals experience minority stress, especially when they lack social support. SGM young adults may turn to social media in search of a supportive community; however, social media use can become problematic when it interferes with functioning. Problematic social media use may be associated with experiences of minority stress among SGM young adults.

Objective: The objective of this study is to examine the associations among social media use, SGM-related internalized stigma, emotional social support, and depressive symptoms in SGM young adults.

Methods: Participants were SGM young adults who were regular (≥4 days per week) social media users (N=302) and had enrolled in Facebook smoking cessation interventions. As part of a baseline assessment, participants self-reported problematic social media use (characterized by salience, tolerance, and withdrawal-like experiences; adapted from the Facebook Addiction Scale), hours of social media use per week, internalized SGM stigma, perceived emotional social support, and depressive symptoms. Pearson correlations tested bivariate associations among problematic social media use, hours of social media use, internalized SGM stigma, perceived emotional social support, and depressive symptoms. Multiple linear regression examined the associations between the aforementioned variables and problematic social media use and was adjusted for gender identity.

Results: A total of 302 SGM young adults were included in the analyses (assigned female at birth: 218/302, 72.2%; non-Hispanic White: 188/302, 62.3%; age: mean 21.9 years, SD 2.2 years). The sexual identity composition of the sample was 59.3% (179/302) bisexual and/or pansexual, 17.2% (52/302) gay, 16.9% (51/302) lesbian, and 6.6% (20/302) other. The gender identity composition of the sample was 61.3% (185/302) cisgender; 24.2% (73/302) genderqueer, fluid, nonbinary, or other; and 14.6% (44/302) transgender. Problematic social media use averaged 2.53 (SD 0.94) on a 5-point scale, with a median of 17 hours of social media use per week (approximately 2.5 h per day). Participants with greater problematic social media use had greater internalized SGM stigma (r=0.22; P<.001) and depressive symptoms (r=0.22; P<.001) and lower perceived emotional social support (r=-0.15; P=.007). Greater internalized SGM stigma remained was significantly associated with greater problematic social media use after accounting for the time spent on social media and other correlates (P<.001). In addition, participants with greater depressive symptoms had marginally greater problematic social media use (P=.05). In sum, signs of problematic social media use were more likely to occur among SGM young adults who had internalized SGM stigma and depressive symptoms.

Conclusions: Taken together, problematic social media use among SGM young adults was associated with negative psychological experiences, including internalized stigma, low social support, and depressive symptoms. SGM young adults experiencing minority stress may be at risk for problematic social media use.
Introduction

Background

Despite sweeping social change in many parts of the United States, many sexual and gender minority (SGM) youth and young adults face stigma, prejudice, and discrimination [1]. With social media’s broad reach and its potential for supportive interactions, SGM individuals—especially SGM youth and young adults—may seek connection, validation, and community-building on social media. Indeed, SGM individuals use social media more frequently than the average US adult [2]. However, social media use can become problematic by interfering with functioning in daily life [3]. SGM young adults experiencing processes and effects of minority stress (ie, internalized stigma, depressive symptoms, and low emotional social support) may also be at risk for problematic social media use.

As a first step toward informing recommendations for health social media use for SGM young adults, it is important to identify those who may be at risk for problematic social media use (eg, preoccupation with social media use and difficulty with reducing or abstaining from use). In a sample of SGM young adults participating in clinical trials of 2 Facebook-delivered interventions for smoking cessation, this study examined the associations between problematic social media use and internalized SGM stigma, emotional social support, and depressive symptoms. We first review problematic social media use, including its theoretical underpinnings and correlates, among young adults. We then review the minority stress experienced by SGM young adults, social media use among SGM young adults, and how minority stress may influence the development of problematic social media use. Finally, we present potential correlates of problematic social media use in SGM young adults, informed by theoretical models of problematic social media use and minority stress.

Problematic Social Media Use

Social media use is almost ubiquitous among young adults, with 91% of young adults in the United States reporting the use of at least one social media platform in a 2019 survey [4]. In some social media users, habitual use leads to problematic use, characterized by interference with functioning, negative feelings when unable to access social media, inability to control one’s social media use, and dominance of social media use over other thoughts and behaviors [5]. Young adults are particularly vulnerable to problematic social media use compared with older adults [5]. Numerous studies have examined the predisposing risk factors for problematic social media use among young adults. According to the Interaction of Person-Affect-Cognition-Execution (I-PACE) model, problematic social media use occurs when individuals with predisposing risk factors experience gratifications (eg, stress relief, positive mood) from social media use [6]. Such gratifications reinforce the use of social media, which can then escalate until it becomes problematic (ie, becomes difficult to control and creates negative consequences) [6].

In the general young adult population, predisposing risk factors associated with vulnerability to problematic social media use include certain personality traits, mental health symptoms, and experiences. First, high extraversion [3,7,8] and low conscientiousness [3,7-9] are consistently associated with problematic social media use across studies. Social media offers an outlet for connecting with others in a way that requires little planning and can be an escape from other daily tasks [7]. Second, young adults who experience depressive symptoms are at risk of problematic social media use. A nationally representative study of young adults in the United States found that problematic social media use was associated with a 9% increase in the odds of experiencing depressive symptoms [10]. Individuals with depressive symptoms may use social media to relieve stress and seek social support, thereby developing problematic social media use patterns [11]. Third, young adults who frequently experience fear of missing out (FOMO) are more likely to exhibit problematic social media use [8,12-14]. FOMO refers to an uncomfortable feeling that others are having positive experiences in one’s absence and is associated with higher engagement in social media use [15]. In line with the I-PACE model, these factors may interact to influence problematic social media use. For example, depressive symptoms may interfere with an individual’s ability to socialize and enjoy experiences, thereby producing FOMO. Consistent with the I-PACE model, a three-wave longitudinal study found that Chinese young adults who experienced greater depressive symptoms subsequently experienced more FOMO, followed by more problematic smartphone use [16]. In sum, predisposing factors to problematic social media use in the general young adult population include personality traits, mental health concerns, and social cognition.

Minority Stress Among SGM Young Adults

SGM young adults face unique challenges and may have different predispositions than their non-SGM peers because of their experiences of minority stress. The minority stress model, as applied to sexual and gender minorities, posits that being a minority leads to chronic experiences of stigma, prejudice, and discrimination as well as more proximal stress processes, including vigilance toward future rejection, the concealment of one’s sexual or gender identity, and the internalization of negative societal attitudes toward SGM individuals (ie, internalized stigma) [17]. Both proximal and distal stress processes can lead to negative mental health outcomes, including depressive symptoms [17-19]. Receiving adequate social support may ameliorate the negative effects of minority stress on SGM youth and young adults’ depressive symptoms [20]. In other words, SGM individuals who experience negative effects of minority stress may report internalized SGM stigma, depressive symptoms, and low emotional social support. These processes
and outcomes of minority stress may contribute to problematic social media use, especially if SGM individuals turn to social media for social support but still feel unsupported.

**Social Media Use Among Sexual and Gender Minorities**

Social media may help undersupported individuals compensate for their lack of in-person emotional social support [21]. In a qualitative study, transgender adolescents reported using social media to obtain emotional support and inspiration from other transgender individuals and to obtain information about gender-affirming therapy [22]. Alternatively, social media use may have an overall negative effect on the mental health of SGM young adults. Transgender adolescents also report seeing hurtful content related to their gender identity [22]. SGM social media users face the unique challenge of managing disclosure of their SGM identity on social media, where different members of their social networks (eg, friends, family, and coworkers) may be able to see their posts [23]. A systematic review of the association between social media use and depressive symptoms among SGM individuals concluded that social media had both positive effects (eg, connection with the SGM community and self-expression) and negative effects (eg, being a victim of cyberbullying and experiencing the stress of hiding one’s SGM identity from certain others) [24]. A study conducted in China found that among SGM individuals aged 13-58 years, problematic social media use was associated with greater depressive symptoms, time spent on social media, and web-based social support seeking [25]. However, these specific relationships have not yet been studied among young adults in the United States, and there may be important cross-cultural differences in social media use and in the social experience of identifying as SGM. In addition, Han et al [25] did not measure offline emotional social support; therefore, it is unclear whether SGM individuals who lacked offline emotional social support engaged in more problematic social media use.

**This Research and Hypotheses**

SGM young adults are vulnerable to internalized stigma, low emotional social support, and depressive symptoms as part of minority stress. The I-PACE model suggests that these predispositions may lead to problematic social media use in response to stress. Although research has examined predisposing factors for problematic social media use in the general young adult population, the effects and processes of minority stress as potential predispositions for problematic social media use in SGM young adults have not been explored.

This study is largely exploratory, testing the associations between problematic social media use and individual differences (informed by the I-PACE and minority stress models) in a convenience sample of SGM young adults enrolled in clinical trials of 2 smoking cessation interventions delivered on Facebook. Nonetheless, the extant literature and the minority stress model provided a framework for testing relevant factors that may predispose SGM young adults to problematic social media use. Specifically, we predicted that problematic social media use would be associated with greater internalized SGM stigma, lesser emotional social support, and greater depressive symptoms. Problematic social media use was expected to be positively associated, but not synonymous, with the time spent on social media [25-27]. Overall, this study assessed the relative strength of the associations among problematic social media use, time spent on social media, internalized SGM stigma, social support, and depressive symptoms, in a cross-sectional study of SGM young adults enrolled in 2 smoking cessation intervention trials on Facebook.

**Methods**

**Participants and Procedures**

Data were taken from the baseline assessments of 2 randomized controlled trials that tested the efficacy of SGM-tailored Facebook smoking cessation interventions compared with similar, nontailored interventions. Participants (N=302) were aged between 18 and 25 years, identifying as SGM (ie, nonheterosexual and/or noncisgender), having smoked at least 100 cigarettes in their lifetime, using Facebook for at least 4 days per week, living in the United States, and were well-versed in English. Participants in both trials were recruited between April and December 2018 with an SGM-tailored Facebook advertising campaign [28]. Clicking on an ad directed the participants to a confidential screener. After verifying their age and identity, eligible participants received a baseline web-based survey. Relevant measures from the baseline web-based survey are described in the *Measures* section. Informed consent was obtained from all participants, and all research activities were approved by the University of California, San Francisco, Institutional Review Board.

**Measures**

**Problematic Social Media Use**

Problematic social media use was measured using the Bergen Social Media Addiction Scale [29]. Participants rated, on a 1-5 Likert-type scale, the degree to which 6 statements about their social media use were true for them (1=very rarely; 2=rarely; 3=sometimes; 4=often; 5=very often). The possible range of scores was 1-5. Sample items included “You spend a lot of time thinking about social media or planning how to use it” and “You become restless or troubled if you are prohibited from using social media.”

**Time Spent on Social Media**

Participants answered, “Approximately how many hours per week do you spend using social media?” The item was a free response; the natural log of responses was used in analyses.

**Frequency of Social Media Use**

A total of 9 items assessed the frequency of use of 8 social media platforms (Facebook, Instagram, Snapchat, Twitter, Pinterest, LinkedIn, Reddit, and Tumblr), plus a write-in “other” option, using 1-5 Likert-type scales (1=never; 2=monthly; 3=weekly; 4=once a day; 5=multiple times a day). The possible scores for each platform ranged from 1-5.

**Internalized SGM Stigma**

To measure internalized SGM stigma, participants completed the Revised Internalized Homophobia Scale, a 5-item measure adapted for all SGM identities [30] by rating their agreement
with 5 statements on a 1-5 Likert-type scale (1=strongly disagree; 2=disagree; 3=neutral; 4=agree; 5=strongly agree), with possible average scores ranging from 1-5. Sample items included “I wish I weren’t LGBTQ+ (lesbian, gay, bisexual, transgender, queer+)” and “I have tried to stop being LGBTQ+.”

Perceived Emotional Social Support

The 8-item Emotional Support subscale of the National Institutes of Health (NIH) Toolbox for the assessment of neurological and behavioral functions measured the perceived emotional social support [31]. Sample items include, “I have someone who understands my problems” and “I feel there are people I can talk to if I am upset” rated on a 1-5 Likert-type scale (1=never; 5=always), with total scores ranging from 8-40.

Depressive Symptoms

Depressive symptoms were measured using the 2-item Patient Health Questionnaire, a validated screener assessing the frequency of depressed mood and anhedonia in the past 2 weeks, with possible scores ranging from 0-6 [32]. The 2-item Patient Health Questionnaire is sensitive to changes in depressive symptoms and has been found to detect symptom improvement during depression treatment [33].

Demographic Characteristics

The participants reported their age and sex assigned at birth (male or female). Participants selected all applicable terms to describe their gender identity (male/man, female/woman, trans male/trans man, trans female/trans woman, genderqueer/gender nonconforming, genderfluid, agender, nonbinary, or different identity), sexual identity (straight [heterosexual], lesbian/gay [homosexual], bisexual, pansexual, or not listed), and race and ethnicity (American Indian/Alaska Native, Asian, Black, Hispanic, Pacific Islander/Native Hawaiian, White, or other). Household income was presented in 7 ranges from “less than US $20,000” to “over US $200,000.” Subjective social status was measured on a 1-10 scale from “worst off” to “best off” compared with others in the United States and in their communities [34]. Years of education were measured with “How many total years of school have you completed?”

Statistical Analysis

The analyses were conducted in 3 steps. First, we examined the distributions and reliability of the measures before creating composite scores. Second, we examined bivariate Pearson correlations between problematic social media use, social media use in hours per week, internalized SGM stigma, social support, and depressive symptoms. Third, significant correlates of problematic social media use identified in bivariate screening were entered into a multiple linear regression analysis as independent variables, with problematic social media use as the outcome dependent variable. As gender identity was significantly associated with problematic social media use, we adjusted for gender identity by entering it in step 1. The main correlates of interest were entered as independent variables in step 2. In the final model, gender identity (control variable) was entered in step 1; time spent on social media, internalized SGM stigma, emotional social support, and depressive symptoms (independent variables) were entered in step 2, and problematic social media use was entered as the dependent variable.

Results

Sample Characteristics

The sample characteristics are listed in Table 1. Most participants (218/302, 72.2%) were assigned female at birth; however, they varied in their current gender identity and sexual identity. The sample comprised 61.3% (185/302) cisgender participants; 24.2% (73/302) genderqueer, fluid, and/or nonbinary participants; and 14.6% (44/302) transgender participants. Most participants were bisexual and/or pansexual (179/302, 59.3%), followed by gay (52/302, 17.2%), lesbian (51/302, 16.9%), or other (20/302, 6.6%) participants. The sample majority (188/302, 62.3%) was non-Hispanic White. Participants perceived themselves as below average in social standing compared with others in the United States (mean 3.91, SD 1.61) and in their communities (mean 4.32, SD 1.96), where the scales ranged from 1-10.
### Table 1. Participant characteristics (N=302).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>21.9 (2.2)</td>
</tr>
<tr>
<td>Sex assigned at birth (female), n%</td>
<td>218 (72.2)</td>
</tr>
<tr>
<td><strong>Gender identity a, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Cisgender</td>
<td>185 (61.3)</td>
</tr>
<tr>
<td>Transgender</td>
<td>44 (14.6)</td>
</tr>
<tr>
<td>Genderqueer, fluid, and/or nonbinary</td>
<td>73 (24.2)</td>
</tr>
<tr>
<td><strong>Sexual identity b, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Gay</td>
<td>52 (17.2)</td>
</tr>
<tr>
<td>Lesbian</td>
<td>51 (16.9)</td>
</tr>
<tr>
<td>Bisexual/pansexual</td>
<td>179 (59.3)</td>
</tr>
<tr>
<td>Other</td>
<td>20 (6.6)</td>
</tr>
<tr>
<td><strong>Race and ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>188 (62.3)</td>
</tr>
<tr>
<td>Native American/Alaskan Native</td>
<td>3 (1)</td>
</tr>
<tr>
<td>African American/Black</td>
<td>3 (1)</td>
</tr>
<tr>
<td>Asian</td>
<td>10 (3.3)</td>
</tr>
<tr>
<td>Hispanic/Latinx</td>
<td>29 (9.6)</td>
</tr>
<tr>
<td>Pacific Islander/Hawaiian Native</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>More than one race and ethnicity</td>
<td>59 (19.5)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (2.6)</td>
</tr>
<tr>
<td><strong>Household income, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than US $20,000</td>
<td>75 (24.8)</td>
</tr>
<tr>
<td>US $21,000-US $60,000</td>
<td>155 (51.3)</td>
</tr>
<tr>
<td>US $61,000-US $100,000</td>
<td>52 (17.2)</td>
</tr>
<tr>
<td>More than US $100,000</td>
<td>20 (6.6)</td>
</tr>
<tr>
<td><strong>Subjective social status (out of 10), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Compared with others in the United States</td>
<td>3.9 (1.6)</td>
</tr>
<tr>
<td>Compared with others in your community</td>
<td>4.3 (2.0)</td>
</tr>
<tr>
<td>Years of education, mean (SD)</td>
<td>13.5 (2.1)</td>
</tr>
</tbody>
</table>

aParticipants selected all applicable terms from straight (heterosexual), lesbian/gay (homosexual), bisexual, pansexual, and not listed (please specify). Sexual identity was recoded into the categories presented here. When multiple identities were selected, “Gay/lesbian” took priority in coding, followed by “bisexual/pansexual” then “other” [28].

bParticipants selected all applicable terms from male/man, female/woman, trans male/trans man, trans female/trans woman, genderqueer/gender nonconforming, genderfluid, agender, nonbinary, or different identity (please specify). Gender identity was recoded into the categories presented here. When multiple identities were selected, “transgender” took priority, followed by “cisgender” then “other” [28].

### Distributions of Measures

The distributions of the key measures are presented in Table 2. Composite scores were computed using the mean of the internalized homophobia items (α=.74), sum of social support items (α=.96), sum of depressive symptoms items (r=0.75), and mean of problematic social media use items (α=.84), according to the recommended scoring guidelines for each measure. Owing to a skewed distribution, the natural log of social media use frequency was used in the analyses.
Table 2. Distributions of key measures.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Respondents, n (%)</th>
<th>Mean (SD) or median (IQR)</th>
<th>Observed range</th>
<th>Possible range</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problematic social media use (score)</td>
<td>302 (100)</td>
<td>2.5 (0.9)</td>
<td>1-5</td>
<td>1-5</td>
<td>1=very rarely; 2=rarely; 3=sometimes; 4=often; 5=very often</td>
</tr>
<tr>
<td>Social media (hours per week)</td>
<td>300 (99.3)</td>
<td>17.0 (10-30)</td>
<td>1-120</td>
<td>≥0</td>
<td>Measured continuously</td>
</tr>
<tr>
<td>Natural log (Ln) of hours per week</td>
<td>300 (99.3)</td>
<td>2.8 (0.7)</td>
<td>0.7-4.8</td>
<td>≥0</td>
<td>Measured continuously</td>
</tr>
</tbody>
</table>

**Frequency of platform use (score)**

<table>
<thead>
<tr>
<th>Platform</th>
<th>Respondents, n (%)</th>
<th>Mean (SD) or median (IQR)</th>
<th>Observed range</th>
<th>Possible range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>302 (100)</td>
<td>4.7 (0.6)</td>
<td>2-5</td>
<td>1-5</td>
</tr>
<tr>
<td>Instagram</td>
<td>301 (99.7)</td>
<td>4.0 (1.3)</td>
<td>1-5</td>
<td>1-5</td>
</tr>
<tr>
<td>Snapchat</td>
<td>300 (99.3)</td>
<td>3.7 (1.4)</td>
<td>1-5</td>
<td>1-5</td>
</tr>
<tr>
<td>Twitter</td>
<td>297 (98.3)</td>
<td>2.5 (1.6)</td>
<td>1-5</td>
<td>1-5</td>
</tr>
<tr>
<td>Pinterest</td>
<td>292 (96.7)</td>
<td>1.8 (1.1)</td>
<td>1-5</td>
<td>1-5</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>293 (97)</td>
<td>1.3 (0.7)</td>
<td>1-4</td>
<td>1-5</td>
</tr>
<tr>
<td>Reddit</td>
<td>292 (96.7)</td>
<td>1.9 (1.3)</td>
<td>1-5</td>
<td>1-5</td>
</tr>
<tr>
<td>Tumblr</td>
<td>297 (98.3)</td>
<td>2.6 (1.5)</td>
<td>1-5</td>
<td>1-5</td>
</tr>
<tr>
<td>Other</td>
<td>237 (78.5)</td>
<td>1.2 (0.7)</td>
<td>1-5</td>
<td>1-5</td>
</tr>
<tr>
<td>Internalized SGMa stigma (score)</td>
<td>299 (99)</td>
<td>1.7 (0.8)</td>
<td>1-5</td>
<td>1-5</td>
</tr>
<tr>
<td>Emotional social support (score)</td>
<td>302 (100)</td>
<td>30.7 (6.9)</td>
<td>11-40</td>
<td>8-40</td>
</tr>
<tr>
<td>Depressive symptoms (score)</td>
<td>302 (100)</td>
<td>3.5 (1.8)</td>
<td>0-6</td>
<td>0-6</td>
</tr>
</tbody>
</table>

aSGM: sexual and gender minority.

On average, problematic social media use was around the midpoint of the 1-5 scale (mean 2.5, SD 0.9). Median use of social media was 17 hours per week (an average of approximately 2.5 h per day). The 3 most frequently used social media platforms were Facebook, Instagram, and Snapchat. Internalized SGM stigma scores, which can range from 1-5, averaged 1.7 (SD 0.8), which was comparable with previous research (mean 1.5, SD 0.7 [30]). Perceived emotional social support was moderate (mean 30.7, SD 6.9), on a scale from 8-40; depressive symptoms averaged 3.5 (SD 1.8) on a scale from 0-6.

**Bivariate Correlates of Problematic Social Media Use**

Problematic social media use was significantly greater among participants who spent more time on social media ($r=0.24$; $P<.001$). Participants with greater problematic social media use also reported greater internalized stigma about their SGM identities ($r=0.22$; $P<.001$), perceived less emotional social support ($r=-0.16$; $P=.007$), and had greater depressive symptoms ($r=0.22$; $P<.001$) compared with those with lower problematic social media use. Participants who spent more time on social media had significantly greater depressive symptoms ($r=0.15$; $P=.009$); however, time spent on social media was not associated with internalized SGM stigma ($r=-0.05$; $P=.41$) or emotional social support ($r=0.02$; $P=.78$). The correlations between all of the measures are presented in Table 3.
Table 3. Pearson correlations between key variables (N=302)a.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Problematic social media use</th>
<th>Social media hours per week (natural log [Ln])</th>
<th>Internalized sexual and gender minority stigma</th>
<th>Emotional social support</th>
<th>Depressive symptoms</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Problematic social media use</strong></td>
<td>1</td>
<td>0.24b</td>
<td>0.22b</td>
<td>−0.16c</td>
<td>0.22b</td>
</tr>
<tr>
<td><strong>Social media hours per week (natural log [Ln])</strong></td>
<td>0.24b</td>
<td>1</td>
<td>−0.05</td>
<td>0.02</td>
<td>0.15c</td>
</tr>
<tr>
<td><strong>Internalized sexual and gender minority stigma</strong></td>
<td>0.22b</td>
<td>−0.05</td>
<td>1</td>
<td>−0.23b</td>
<td>0.13e</td>
</tr>
<tr>
<td><strong>Emotional social support</strong></td>
<td>−0.16c</td>
<td>0.02</td>
<td>−0.23b</td>
<td>1</td>
<td>−0.28b</td>
</tr>
<tr>
<td><strong>Depressive symptoms</strong></td>
<td>−0.22b</td>
<td>0.15e</td>
<td>0.13e</td>
<td>−0.28b</td>
<td>1</td>
</tr>
</tbody>
</table>

a n=300 for social media hours per week; n=299 for internalized sexual and gender minority stigma.
b Significant at the P<.001 level.
c Significant at the P<.01 level.
d Not applicable.
e Significant at the P<.05 level.

Multivariable Model of Problematic Social Media Use

Time spent on social media (β=.24; P<.001) and internalized SGM stigma (β=.20; P<.001) remained significantly and positively associated with problematic social media use in the adjusted multiple linear regression analysis (presented in Table 4). The positive association between depressive symptoms and problematic social media use was marginally significant in the adjusted multiple linear regression analysis (β=.11; P=.05).

Table 4. Adjusted multiple linear regression analysis with problematic social media use as the outcome variable.

<table>
<thead>
<tr>
<th>Variable</th>
<th>β</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender identity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transgender (reference: cisgender)</td>
<td>.04</td>
<td>.48</td>
</tr>
<tr>
<td>Nonbinary and/or other gender (reference: cisgender)</td>
<td>.18</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender identity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transgender (reference: cisgender)</td>
<td>.02</td>
<td>.66</td>
</tr>
<tr>
<td>Nonbinary and/or other gender (reference: cisgender)</td>
<td>.15</td>
<td>.009</td>
</tr>
<tr>
<td>Social media (hours per week; natural log [Ln])</td>
<td>.24</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internalized stigma</td>
<td>.20</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Emotional social support</td>
<td>−.06</td>
<td>.28</td>
</tr>
<tr>
<td>Depressive symptoms</td>
<td>.11</td>
<td>.05</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

In this study of SGM young adults enrolled in 2 Facebook smoking cessation intervention trials, those with greater problematic social media use had greater internalized SGM stigma and depressive symptoms and lower perceived emotional social support. Greater internalized SGM stigma remained significantly associated with greater problematic social media use after accounting for the time spent on social media and other correlates. In addition, participants with greater depressive symptoms had marginally greater problematic social media use. Overall, signs of problematic social media use were more likely to occur among SGM young adults who had internalized SGM stigma and depressive symptoms.

Comparison With Prior Work

These results are consistent with our hypothesis that SGM young adults with greater internalized SGM stigma would be more likely to exhibit problematic social media use than those with lower internalized SGM stigma. According to the I-PACE model, personal characteristics can predispose individuals to problematic social media use. Internalized SGM stigma may be one such characteristic for SGM young adults. Individuals with poor self-concepts often seek social support on social media, and these attempts are often unsuccessful. Specifically, previous research found that adults with low self-esteem primarily posted negative thoughts [35] and sought reassurance [36]. Such posts are less likely to garner social support than positive posts [37]. Similarly, SGM young adults who feel marginalized and different from their peers may find that these feelings are exacerbated by the positive self-presentation bias on social media [38]. Seeing others appear to be happy and comfortable with themselves may be harmful to SGM young adults who internalize negative messages about their sexual and gender identities. Therefore, problematic social media use may contribute to further internalization of stigma. The I-PACE model posits bidirectional relationships between predispositions to problematic social media use and social media use behavior. Although this cross-sectional analysis cannot determine causality, the results are consistent with the I-PACE model and suggest that internalized SGM stigma may be a predisposing factor for problematic social media use.

SGM young adults with low emotional social support were more likely to have problematic social media use in bivariate analyses, thereby corroborating the associations between low social support and problematic social media use found in the general population [39] and partially supporting our hypothesis. The association did not remain significant in the multivariable model, suggesting that internalized SGM stigma accounted for more variance in problematic social media use than did emotional social support. SGM young adults who experienced lower emotional social support also reported greater internalized SGM stigma. According to the minority stress model, internalized stigma and low emotional social support can result from experiencing prejudice and discrimination [18]. Given the frequency with which SGM individuals experience prejudice and discrimination [1], assessing SGM individuals’ emotional support is critical. Low emotional social support may be an additional risk factor for problematic social media use, albeit a weaker predictor than internalized SGM stigma.

Problematic social media use was associated with depressive symptoms in bivariate analyses, partially supporting our hypothesis. This is consistent with the I-PACE model and with extant research examining the link between depressive symptoms and problematic social media use in the general population [11,40].

Consistent with extant literature involving young adult social media users [41,42] and SGM social media users in China [25], SGM young adults in this study who spent more time on social media experienced more depressive symptoms. Frequent social media use may lead to depressive symptoms through social mechanisms such as FOMO [43]. Experiencing depression may also increase the risk of frequent social media use, as browsing social media may provide a temporary escape that requires little energy [27]. SGM individuals are at a high risk of depression [17]. Problematic social media use should be assessed as both a contributing factor to an individual’s depressive symptoms and the result of depressive symptoms.

This pattern of results suggests multiple predisposing factors for problematic social media use among SGM young adults, especially internalized SGM stigma. Social media may appeal to young adults with poor self-concepts and insufficient emotional support, as social media presents opportunities to connect with others. However, social media may not be an adequate source of support and connection for SGM young adults with poor self-views. Our results suggest that SGM young adults who used social media intensively, to the point of problematic use, still had high internalized SGM stigma, high depressive symptoms, and low emotional support. Moreover, SGM young adults with problematic social media use may withdraw from offline social opportunities and thus receive less support. Importantly, the relationship between problematic social media use and social support was significant only in bivariate analyses, suggesting that internalized SGM stigma is more strongly associated with problematic use. Problematic social media use was also associated with depressive symptoms in bivariate analyses. Seeking social support and not receiving it may exacerbate depressive symptoms [44].

Conversely, spending more time on social media was not associated with internalized stigma or social support. SGM young adults who experience distress around their identities may be more vulnerable to problematic social media use, regardless of how frequently they use social media. Consistent with previous research, time spent on social media and problematic social media use were modestly correlated but distinct [25-27]. Spending more time on social media did not appear to account for the relationships between problematic social media use, internalized SGM stigma, and depressive symptoms. SGM young adults who spent more time on social media but did not experience impairment or distress from their social media use may have used social media differently than those with greater problematic use. Problematic social media use may be a stronger indicator or consequence of underlying...
concerns (eg, internalized stigma and low social support) than the time spent on social media.

**Implications**

This study supports and extends prior research on SGM individuals’ social media use by demonstrating associations between problematic use and common challenges faced by SGM young adults. When used in moderation, social media offers benefits such as self-expression and connection with others [24]. Although this study cannot confirm the direction of the associations among problematic social media use, internalized SGM stigma, low social support, and depressive symptoms, the results suggest that intense social media use may not meet the psychosocial needs of SGM young adults. Importantly, the time spent on social media was not significantly associated with internalized SGM stigma ($P = .411$) or low emotional social support ($P = .775$). SGM young adults with problematic social media use may represent a high-risk subset of social media users who are likely to experience social and mental health challenges. SGM young adults are vulnerable to problematic social media use, internalized stigma, low emotional support, and depressive symptoms. Clinicians working with SGM young adults should discuss social media use with clients and explore how social media may reflect or affect clients’ mental health. Social media may be an effective intervention platform for helping young adults improve their well-being and engage in health-promoting behaviors (eg, smoking cessation [45]).

**Limitations**

First, this cross-sectional, correlational study design did not confirm causal inferences about the role of social media use in mental and physical health outcomes. Longitudinal data would enable the use of more sophisticated statistical modeling to understand the interplay among experiences of stigma, social support, and depressive symptoms. This study underscores the need for future research on the social media use of SGM young adults. Second, all participants were young adults who self-identified as SGM and smoked cigarettes. Other dimensions of sexual orientation (ie, sexual attraction and sexual behavior) were not assessed. SGM young adults who smoke may be a particularly vulnerable subset of SGM young adults, and it is unclear whether the results can be generalized to SGM individuals who do not smoke. Future research should aim to oversample non-White young adults and those assigned male at birth, as the sample in this study was mainly White (188/302, 62.3%) and assigned female at birth (218/302, 72.2%). Third, all participants were frequent Facebook users. Future research could aim to recruit SGM young adults from other social media platforms. Finally, this study was a secondary analysis that captured only a few potential correlates of problematic social media use. Measures of some constructs (eg, depressive symptoms and time spent on social media) were brief mental health symptoms aside from depression (eg, anxiety symptoms) were not measured, and “social media” was not defined. Future research could use more comprehensive measures to further our understanding of problematic social media use among SGM young adults.

**Conclusions**

Although social media use can be beneficial for SGM young adults [24], it may not be an adequate source of social support and can become problematic. Problematic social media use is distinct from the time spent on social media and involves feelings of distress when disconnected from social media [5]. SGM young adults experiencing minority stress may be at risk for problematic social media use. Taken together, these results suggest that problematic social media use among SGM young adults is associated with internalized stigma, low social support, and depressive symptoms.
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Abstract

Background: In clinical diagnostic interviews, mental health professionals (MHPs) implement a care practice that involves asking open questions (eg, “What do you want from your life?” “What have you tried before to bring change in your life?”) while listening empathetically to patients. During these interviews, MHPs attempted to build a trusting human-centered relationship while collecting data necessary for professional medical and psychiatric care. Often, because of the social stigma of mental health disorders, patient discomfort in discussing their presenting problem may add additional complexities and nuances to the language they use, that is, hidden signals among noisy content. Therefore, a focused, well-formed, and elaborative summary of clinical interviews is critical to MHPs in making informed decisions by enabling a more profound exploration of a patient’s behavior, especially when it endangers life.

Objective: The aim of this study is to propose an unsupervised, knowledge-infused abstractive summarization (KiAS) approach that generates summaries to enable MHPs to perform a well-informed follow-up with patients to improve the existing summarization methods built on frequency heuristics by creating more informative summaries.

Methods: Our approach incorporated domain knowledge from the Patient Health Questionnaire-9 lexicon into an integer linear programming framework that optimizes linguistic quality and informativeness. We used 3 baseline approaches: extractive summarization using the SumBasic algorithm, abstractive summarization using integer linear programming without the infusion of knowledge, and abstraction over extractive summarization to evaluate the performance of KiAS. The capability of KiAS on the Distress Analysis Interview Corpus-Wizard of Oz data set was demonstrated through interpretable qualitative and quantitative evaluations.

Results: KiAS generates summaries (7 sentences on average) that capture informative questions and responses exchanged during long (58 sentences on average), ambiguous, and sparse clinical diagnostic interviews. The summaries generated using KiAS improved upon the 3 baselines by 23.3%, 4.4%, 2.5%, and 2.2% for thematic overlap, Flesch Reading Ease, contextual similarity, and Jensen Shannon divergence, respectively. On the Recall-Oriented Understudy for Gisting Evaluation-2 and Recall-Oriented Understudy for Gisting Evaluation-L metrics, KiAS showed an improvement of 61% and 49%, respectively. We validated the quality of the generated summaries through visual inspection and substantial interrater agreement from MHPs.

Conclusions: Our collaborator MHPs observed the potential utility and significant impact of KiAS in leveraging valuable but voluminous communications that take place outside of normally scheduled clinical appointments. This study shows promise in generating semantically relevant summaries that will help MHPs make informed decisions about patient status.
Introduction

Background

The diagnosis of mental illness is unique to medicine. Although other specialties can rely on physical examinations, imaging, and laboratory tests for diagnosis and ongoing assessment, psychiatry often relies on only a patient’s narrative. An accurate assessment, diagnosis, and treatment hinge on the ability of a trained mental health professional (MHP) to elicit not only information but also subtle indicators of human emotions that portend clues to severely life-threatening situations [1]. Although MHPs might find a “second set of eyes or ears” valuable, it is generally impractical and costly to hire additional personnel for this purpose. The shortage of qualified MHPs and the increasing amount of clinical data dictate novel approaches in the diagnosis and treatment processes. Summarizing patients’ relevant electronic health records, including clinical diagnostic interview logs between clinicians and patients, has emerged as a novel method. Simultaneously, the techniques and tools require rigorous evaluation by domain experts [2,3]. As accuracy and false-negative rate are crucial metrics for the success of the deployment of such tools, we leveraged knowledge-infused learning to achieve this goal, as described in recent studies [4-9]. Sheth et al [6,8] define knowledge-infused learning as “the exploitation of domain knowledge and application semantics to enhance existing artificial intelligence methods by infusing relevant conceptual information into a statistical and data-driven computational approach,” which in this study is integer linear programming (ILP). A paper on “knowledge infusion” from Valiant et al [10] theoretically assesses the importance of teaching materials (eg, lexicons) in reducing prediction errors and making the model robust. This study, theoretically, quantitatively, and qualitatively evaluates the knowledge-infusion paradigm in improving the outcomes of recent artificial intelligence algorithms, specifically in the context of deep-learning algorithms, as defined in Sheth et al [11,12] on knowledge-infused learning and for achieving explainability.

Building upon the recent efforts in knowledge-infused learning, we propose an end-to-end summarization framework, called KiAS (knowledge-infused abstractive summarization) for clinical diagnostic interviews, using domain knowledge derived from the Patient Health Questionnaire-9 (PHQ-9). Informative summaries capture insightful questions from the interviewer and relevant patient responses that best express intent and expected behavior. This system concisely encapsulates major themes and clarifies patient concerns toward the goal of focused treatment. In addition, summaries for individual patients will provide a new type of historical record of MHP-patient interactions that was not previously possible. This allows for more quantifiable measures for the program of a patient of mental health. We validated our approach by using the Distress

Analysis Interview Corpus-Wizard of Oζ (DAIC-WoZ) data set comprising recorded interviews between a patient (participant) and a computerized animated virtual interviewer Ellie [13]. Our MHP coauthors analyzed the clinical intricacies in the data set (described in the Data Set and Analysis section). Our analysis of the corpus revealed a key finding: a clinical interview’s patient response is not always specific to the previous question. Instead, a meaningful response from a patient may be semantically linked to other earlier questions. Furthermore, the patient’s responses can be ambiguous, be redundant, and, with distant anaphora, challenge the summarization task.

Previous work has attempted to summarize structured interviews or meeting logs where every response to a question is known to be informative and nonredundant [14]. The dialogues in clinical interviews are ambiguous and, following a simple filtering or preprocessing process, leads to the loss of critical pieces of information that might be relevant to MHPs. Therefore, in our task, we did not consider redundant responses or ambiguous responses as noise. Our aim is to prefer recall over precision because MHPs will eventually decide the action plan and reduce their manual labor.

Abstraction-based summarization is generally more complicated than extractive summarization (ES), as it involves context understanding, content organization, rephrasing, and relevance-based matching of sentences to form coherent summaries. In addition, the challenges in the problem domain increase the complexity of the abstractive summarization (AS) task. Previous studies by Clarke and Lapata [15,16] provided the first attempt for AS using sentence compression techniques (eg, tree based [17] and sentence based [eg, lexicalization or markovization]). However, these approaches rely on syntactic parsing using a part-of-speech tagger, which relies on quality annotation, a process that is both knowledge-intensive and time-consuming [18]. Instead, a direct word graph (WG)–based approach was used employing TextRank to generate compressed sentences by finding the k-shortest paths [19,20]. Filippova used TextRank over LexRank [21] because of the use of a cosine similarity, which is not semantically preserved, a property required in meaningful summarization. However, linguistic quality is sacrificed while improving the informativeness of the summaries. Banerjee et al [22] and Nayeem et al [23] developed an AS scheme using a skip-gram word-embedding model and ILP to summarize multiple documents. Our proposed method optimizes the grammaticality and informativeness constrained by the length of the summaries [22,23].

Recently, researchers have employed a neural network–based framework to address the summarization problem. Li et al [24] described an attention-based encoder and decoder component to find words or phrases that would guide ILP procedures to generate concise and meaningful summaries.
See et al [25] summarized news articles using a supervised sequence-to-sequence approach that uses human-written summaries to learn model parameters. They evaluated their approach using the CNN or Daily Mail data set, which contains news articles and their corresponding human-written abstracts. This method outperformed the state-of-the-art solution by at least two Recall-Oriented Understudy for Gisting Evaluation (ROUGE) points [26]. However, it is not appropriate for summarizing dialogues in diagnostic interviews in an unsupervised setting.

Shang et al [27] designed an unsupervised, end-to-end AS architecture to summarize the meeting speech. However, a meeting structure is different from a clinical interview structure, mostly because it is centered around diagnosing patients. Redundancy in a corpus of interviews is semantic and not merely lexical. An MHP might ask the following 2 paraphrased questions during an interview: (Q1) “Have you been diagnosed with clinical depression?” or (Q2) “You are showing signs of clinical depression; have you seen an MHP before?” Whereas such paraphrasing is absent in a meeting, these questions require domain knowledge to calculate their semantic proximity. Therefore, the approach proposed by Shang et al [27] does not apply to our problem.

Furthermore, the study by Wang et al [28] composed word embedding and word frequency to calculate a word attraction force score to integrate previous knowledge. Such word-based models seldom capture implicit semantics (eg, “difficulty in sleeping at night” can allow an MHP to infer insomnia) in complex discourse such as clinical interviews. Identifying relevant phrases (eg, “feeling hopeless”) and characterizing patient behavior is essential for an MHP to subsequently make informed decisions. In addition, word-embedding models (eg, BERT or Word2Vec) do not conflate and provide robustness against lexical ambiguity [29]. Furthermore, the scarcity of clinical diagnostic interviews restricts the training of problem-specific word-embedding models.

MacAvaney et al [30] designed a method to summarize radiology reports using a neural sequence-to-sequence architecture, infusing previous knowledge in the summarization process through ontology. They compared the use of medical ontology (Quick Unified Medical Language System [QuickUMLS]) with domain-specific ontology (RadLex). They evaluated their approach using human-written summaries and acknowledged that AS methods generate readable summaries. For a comprehensive evaluation, human evaluators employed the criteria of readability, accuracy, and completeness. The current state-of-the-art deep-learning architecture, BART (Bidirectional and Auto-Regressive Transformers) [31], comprises a bidirectional encoder over the document to be summarized and an autoregressive decoder over reference summaries (RS). The model is trained using cosine-similarity loss, resulting in a dense representation, which generates summaries using beam search. The method is useful in question answering, reading comprehension, and summarization with gold standard summaries [32,33]. The complexity of the model requires considerable training time over a sizable domain-specific corpus. Unfortunately, most of the previous works on AS have been developed and tested on benchmark data sets on news articles and meeting notes, which differ significantly from clinical interviews. Furthermore, domain knowledge inclusion is critical for associating a meaningful response to the relevant question asked by an MHP, which is challenging for current deep-learning architectures for summarization.

To leverage the benefits of domain knowledge, we used the PHQ-9 lexicon to incorporate relevant concepts in a machine-processable manner. Yazdavar et al [34] built a depression lexicon from the established clinical assessment questionnaire, PHQ-9. They divided the lexicon into 9 signals as per PHQ-9, denoted using indicative phrases as follows: decreased pleasure in most activities (S1), feeling down (S2), sleep disorders (S3), loss of energy (S4), a significant change in appetite (S5), feeling worthless (S6), concentration problems (S7), hyper or lower activity (S8), and suicidal thoughts (S9). Karmen et al [35] also proposed a lexicon for depression symptoms but did not categorize them. Neuman et al [36] crawled the web for metaphorical and nonmetaphorical relations that embed the word depression, which added noise to the lexicon because of its polysemous nature (eg, great depression, depressing incident, depressing movie, and economic depression). Furthermore, these lexicons captured transient sadness instead of clinical symptoms influencing the diagnosis of major depressive disorder. The lexicon created by Yazdavar et al [34] was chosen to conduct this study based on the shortcomings of the alternatives. Alhanai et al [37] used the DAIC-WoZ data set to predict the depression of an individual leveraging multimodal data. The study used audio, visual, and textual data recorded during an interview between a patient and a virtual clinician to train 2 sequence models for detecting depression. Furthermore, the data set was annotated with labels that help train supervised models for detecting depression. However, the DAIC-WoZ data set does not have ground truth summaries that support our research.

**Objective**

We seek to improve upon these existing approaches by capturing the critical nuances of clinical diagnostic interviews that will lead to a more robust analysis, paraphrasing, and reorganizing the source content [38]. Our approach uses an ILP framework, exploiting linguistic quality constraints to capture end-user information needs. Furthermore, existing methods seldom leverage domain-specific information to generate summaries by filtering out the noninformative utterances of a patient. For example, the utterance “uh well most recently we went to Israel for a pilgrimage” is informative in everyday conversation but not to an MHP. Furthermore, an isolated utterance “I have trouble sleeping” might not be considered informative by a purely statistical algorithm but is essential information for an MHP. We leveraged a semantic lexicon from a recent study by Yazdavar et al [34] to filter out irrelevant utterances. The lexicon was used to retrofit (contextualize) ConceptNet word embedding and improve the informativeness of summaries [39]. For instance, in Figure 1, the patient replied “No” to the question “Have you been diagnosed with PTSD?” However, the patient replied “hmm recently” to the question “Have you seen an MHP for your anxiety disorder?” During the flattening of the hierarchy of Systematized Nomenclature of Medicine-Clinical Terms...
(SNOMED-CT) medical knowledge in the semantic lexicon, we observed anxiety disorder (SNOMED-CT ID: 197480006) and posttraumatic stress disorder (PTSD; SNOMED-CT ID: 475050003) were associated with parent-child relationships. Thus, in the generated summary, for the question “Have you been diagnosed with PTSD?” the deduced response is “hmm recently,” which could be a limitation of the summarizer; however, the generated summaries are intended for further scrutiny from MHPs. The proposed approach is illustrated in Figure 1.

Figure 1. Overview of knowledge-infused abstractive summarization for an interview snippet of a patient's responses to the question asked by Ellie (virtual interviewer). Phrases relevant to mental health are identified using the PHQ-9 lexicon. The contextual similarity between utterances is calculated through a retrofitted embedding model. The resulting summaries contain relevant questions and meaningful responses. ICD-10: International Statistical Classification of Diseases, Tenth Revision; MHP: mental health professional; PHQ-9: Patient Health Questionnaire-9; PTSD: posttraumatic stress disorder; SNOMED CT: SNOMED Clinical Terms.

A total of 4 professors assessed a set of summaries in neuropsychiatry specializing in rehabilitation counseling and mental health assessment. We avoided crowdsourcing of workers for qualitative evaluation because of issues described in a study by Chandler et al [40]. The key contributions of this study are four-fold:

- We developed an unsupervised framework to generate readable and informative summaries of clinical diagnostic interviews. The proposed KiAS framework does not only rely on target summaries but also uses domain-specific knowledge based on PHQ-9 [4]. The summarization task was formulated to optimize both linguistic quality and informativeness.

- The PHQ-9 lexicon knowledge is infused into KiAS through a trigram language model (LM) and a retrofitted ConceptNet embedding [5,6].

- A quantitative evaluation to assess the efficacy of our approach is based on contextual similarity, Jensen Shannon Divergence (JSD; information entropy), thematic overlap, and readability. As the data set lacks ground truth handwritten summaries, such metrics would evaluate coherence, content-preserving nature, and summaries’ understandability.

- A qualitative evaluation was used to assess the usability of the summaries based on context-specific questions and meaningful responses.

The infusion of distress-related knowledge through language modeling and embedding methods has considerably improved the quality of summaries over comparable baselines. Furthermore, KiAS summarizes long conversations (mean 2061, SD 813 words) in 7-8 sentences (103 words on par with an SD of 52 words) and has the potential to reduce the follow-up time from 3 patients to 5-6 patients in 7 days.

Methods

Data Set and Analysis

We used the DAIC-WoZ data set, which consists of clinical interviews to support the diagnosis of psychological disorders such as anxiety, depression, and PTSD [13]. Data were collected via Wizard-of-Oz interviews, conducted by an animated virtual interviewer called Ellie, and controlled by a human interviewer. It contains data from 189 patient interviews, including transcripts, audio recordings, video recordings, and PHQ-8 depression questionnaire responses [41]. For this study, we used only the transcripts. We did not employ existing annotations in the data set in our unsupervised approach. Incomplete words were replaced with their complete version (eg, a vague word such as peop is turned into its full form people), and unrecognizable words were annotated as xxx. The interviews were generally 7-33 minutes long, with an average length of 16 minutes and 58 statements. The data set was anonymized to comply with privacy and ethical standards. From 189 interviews, 5 were excluded from the study either because of imperfections in data collection or transcription (interruptions during the interview or missing transcription of the interviewer’s utterances). Note that we are not predicting depression; instead,
we retrieve utterances that help an MHP make inferences relevant to depression, PTSD, or stress.

Our collaborator, clinical psychiatrists, observed that questions related to mental health conditions varied based on their sequence. The clinical diagnostic interviews were open ended and semistructured (eg, with a clinician improvising questions based on an earlier response of a patient) where items transition from clinically irrelevant to clinically relevant (Textbox 1). The interview started with neutral questions to build a rapport with the participant before moving on to inquiries related to depression, PTSD, or mental health. Finally, it ends with a cool-down phase to ensure that the participant leaves the interview in a peaceful state of mind. The DAIC-WoZ interviews were designed to diagnose mental health conditions and their severity by assessing the level of interference in a patient’s life. However, much of the meeting is designed to relax the participant by engaging them in neutral conversations. Utterances in a neutral conversation do not provide clinicians with insights about the mental condition; therefore, they can be discarded, and we call this operation pruning. Identifying revealing and diagnostic utterances is challenging because, without background knowledge, such critical utterances can be missed by statistical methods that are based on frequency counts. For example, if a patient says “nobody likes me” once, a purely statistical approach may not consider this utterance relevant. However, using background knowledge (in our case, the depression lexicon), we can identify such valuable signals. Similarly, the utterance “I was raised in New York, but I live in L.A. now” is irrelevant to a clinician but may be identified as relevant by a domain-agnostic tool. To prune noisy questions or answers and focus on mental health–related issues, we used the PHQ-9 lexicon for semantic pattern-matching of phrases in a conversation. Specifically, semantic pattern-matching captures PHQ-8 responses implicit in the DAIC-WoZ corpus of interviews [42]. On the other hand, previous work on ES relies on the intrinsic capability to remove noisy utterances from conversations instead of a domain-specific lexicon [43] (we provided our evaluation for comparison in the Results section). Finally, we converted the questions and their answers from filtered conversations into one combined statement. For example, the question asked: “How long ago were you diagnosed?” patient’s response: “a few years ago”; converted statement: “participant was asked how long ago they were diagnosed;” and the participant replied “a few years ago.”

Textbox 1. Example questions from the interviewer at the start of the interview (top). These questions are casual to make the patient comfortable. Over time, questions become specific to the patient’s condition and behavior (middle). At the end of the interview, the questions become less subjective and target the patient’s life (bottom).

Start of interview
- “Okay what’d you study at school”
- “That’s good where are you from originally”
- “How do you like L.A.”

Middle of interview
- “Is there anything you regret”
- “Do you feel down”
- “Have you been diagnosed with posttraumatic stress disorder”

End of interview
- “Okay when was the last time you felt really happy”
- “Cool how would your best friend describe you”
- “who’s someone that’s been a positive influence in your life”

We converted the question and answer (Q and A) pairs into sentences to preserve the inherent structure of clinical diagnostic interviews, which is described by the sequence of utterances by the interviewer and the interviewee. For instance, the interviewer asks the same question multiple times by rephrasing it to derive meaningful responses from the patient. Therefore, the answer to a question at the beginning of the interview can be found at the end or later parts of the interview (ie, anaphora [44]). To address this issue, we converted questions and answers into a template “participant was asked X, the participant said Y” so that TextRank can measure the statistical relevance of the response to the question (if the answer is contextually irrelevant to the question, the TextRank algorithm fails to generate a cohesive graph; rather, it generates disjoint graphs—one for the question, one for the answer—with no common node). Although we optimize using ILP over such disjoint structures, the informativeness score is still very low, as distances are large (a constraint that we minimize in ILP). Therefore, it is essential to develop a summarization model to recognize this structure. We recognize that, in some cases, this structure might generate longer statements; however, the statement conveys minimal information. There are various forms of AS, which include or exclude paraphrasing, depending on the problem. For this study, we built and improved upon the past work on AS from Banerjee et al [38], Filippova [19], and Tuan et al [44]. In our qualitative evaluation guided by our domain expert, we specifically focused on the ability of the model to select good questions and meaningful responses.
Baseline Summarization Methodologies

We considered 3 baselines for comparison with the proposed approach. First, ES generates human-readable summaries. The greedy nature of ES identifies meaningful utterances from the interview scripts. Second, we use AS, which brings coherence to the summaries. Third, we hybridized abstraction over extractive summarization (AoES) to leverage the advantages of ES to improve AS quality.

Extractive Summarization

ES generates a subset of sentences from the input document of the corpus as a summary. This approach can be likened to a condensation of the source document according to the what you see is what you get paradigm. ES techniques generally guarantee the linguistic quality of the generated summaries, whereas they are not abstractive enough to mirror manual summaries. We used the SumBasic (SB) algorithm to perform ES over the interview transcripts [45]. SB selects important sentences based on word probabilities ($P(w_i)$) [46]. For a given input sentence ($S_j$), the sentence-importance weight is computed using Equation 1:

$$\text{where } c(w_i) \text{ is the number of occurrences } w_i \text{ in the input sentence, and } N \text{ is the total number of words in the input sentence (} N >> S_j). \text{ A greedy selection strategy of SB selects the sentence that contains words with the highest probability. This selection strategy embodies the intuition that the words with the highest probabilities represent the document’s most important topics. After selecting a sentence, the word probabilities in the selected sentence are updated by squaring word probabilities before the sentence was selected. Such an SB update prevents the selections of the same or similar sentences multiple times, thus creating a diverse sentence summary. However, ES-generated summaries, although short, lack readability and informativeness. These are critical criteria in making understandable abstracts of clinical interviews where understandability takes precedence over summary length.}

Abstractive Summarization

Typically, in a clinical diagnostic interview, the patient’s response aligns better with the question asked earlier in the interview. Therefore, to obtain a meaningful summary, it is necessary to consider the informativeness of a response to the question that has been asked earlier. Relating the answer to the most relevant question improves the cohesiveness of the summaries. This thematic rephrasing aspect makes AS superior to ES [47,48]. We implemented the AS method using the ILP optimization framework to optimize linguistic quality and informativeness by leveraging a generic LM [22]. This study contrasts with existing studies investigating supervised AS algorithms leveraging sequence-to-sequence architectures because we do not rely on human-written summaries [49]. A caveat in the use of AS in an unsupervised setting is its susceptibility to generate summaries with inaccurate information because the constraints do not consider domain knowledge. To minimize the impact of unsupervised learning, particularly in the mental health domain, constraints can be modeled using medical domain knowledge (eg, UMLS [Unified Medical Language System] and International Classification of Disease, 10th Edition) to generate outcomes that facilitate reliable decisions to develop our proposed approach, KiAS.

Abstraction Over ES

AoES uses ES as a prefilter so that AS can generate high-quality summaries. However, AoES fails to focus on the domain-specific verbiage implicit in the conversation. For example, in the following conversation piece, "participant was asked what is going on with you, a participant said i am sick and tired of losses," the italicized phrases are essential to an MHP but occur with low frequency and thus get removed by AoES. Another example, "participant was asked that's good where you are from originally, the participant said originally I'm from glendale california," was identified as relevant by AoES. In contrast, it was filtered out using the proposed approach. Although the location in which people live could influence their mental health [50], it is less of a concern in clinical diagnostic interviews, which are face-to-face.

Proposed Approach: KiAS

KiAS has 4 key steps: (1) creation of pruned conversations, (2) tuning generic LM, (3) retrofitting the concept net embedding model, and (4) creating abstractive summaries in an unsupervised manner. Figure 2 illustrates the proposed framework of KiAS for generating knowledge-aware summaries from real-world, simulated clinical diagnostic interviews in the DAIC-WoZ data set.
Figure 2. The overall workflow of our proposed model to generate contextual summaries of clinical diagnostic interviews. First, a PHQ-9 lexicon filters out irrelevant occurrences. Next, the ConceptNet embedding model was modulated using PHQ-9 Lexicon using a retrofitting procedure. The improved model was used to generate Word Semantic Scores. These scores quantify the importance of words in a conversation piece. A unified ILP framework of pruned conversations, trigram language model, and WSS, generates abstractive summaries. Q3 and Q4 in PHQ-9 Lexicon are questions in the PHQ-9 questionnaire. So, our Lexicon has nine categories associated with nine items in the questionnaire. DAIC-WoZ: Distress Analysis Interview Corpus-Wizard of Oz; ILP: integer linear programming; PHQ-9: Patient Health Questionnaire-9.

Creation of Pruned Conversations

In the clinical diagnostic interview, the interaction between the patient and MHP is initially unstructured and noisy but becomes focused and specific to mental health over time. The interview involves exchanging medical analogies and condition-expressive phrases, which implicitly refer to mental health conditions. These phrases were identified using semantic lexicon. Furthermore, to improve the quality of the summaries, initial filtering of noninformative summaries needs to be conducted. A cleaned set of conversations is termed as pruned conversations and is essential to allow KiAS to put more weight on terms that are important to MHPs. In this pruning process, we used the PHQ-9 lexicon [34], which covers concepts related to depressive disorders obtained from human-curated medical knowledge bases (eg, UMLS and SNOMED-CT) and web dictionaries (eg, Urban Dictionary). We extracted phrases (eg, bigrams and trigrams) from the pruned conversations and find their presence in the PHQ-9 lexicon. We used normalized pointwise mutual information (NPMI) to evaluate the quality of n-grams. On the basis of the observation that trigrams NPMI scores (0.78) are higher than those for bigrams (0.72), we used a trigram LM in our summarization process [51].

Tuning the Generic LM

Our primary motivation for using an LM is to improve the linguistic quality of generated summaries. LM implicitly measures the grammatical nature and readability of text. On the other hand, one can either use a pretrained generic LM as-is or tune an LM for a specific domain and task. In this study, we chose to optimize an existing generic LM (we used a trigram model from CMUSphinx [52]) using the PHQ-9 lexicon.

This ensures that depression-related terms are retained when sentences are synthesized. We introduced a semantic score for each word in the sentence, termed the word semantic score (WSS), to measure how a word relates to the depression symptoms present in the PHQ-9 lexicon. To compute this semantic score, we leveraged ConceptNet embeddings retrofitted with the PHQ-9 lexicon [53].

Retrofitting ConceptNet

This procedure enriches word representations in the generic word-embedding model using a semantic lexicon [53]. In this study, we retrofitted ConceptNet to improve the similarity between the concepts of clinical relevance using the PHQ-9 lexicon. For example, the similarity between the words feeling and lethargic is 0.39 in ConceptNet, whereas after retrofitting, it is 0.86. As generic LMs generate representations of words in a sentence solely depending on the data, they may not reflect the true meaning of these words. Retrofitting adjusts the representations of words related to depression to have a similarity score to those in the lexicon. With the retrofitted ConceptNet embeddings, a word’s semantic score is the maximum cosine similarity the word can have with a term in the depression lexicon. The formulation for WSS is as follows:

Here, \( f(c(w_l)) = \max_{w_k} \langle \cos(w_l, w_k) \rangle \) \( l \in \) lexicon categories, \( k \in l \), denotes the maximum cosine similarity of \( w_l \) with a term in the depression lexicon. WSS improves the linguistic quality of the summaries by enhancing the probabilities of trigram phrases.

Knowledge-Infused Abstractive Summarization

We input the semantic score of a word, the trigram LM, and the relevant utterances to the ILP framework that will maximize the summaries’ informativeness and linguistic quality (Table 1). In the context of clinical diagnostic interviews, where the presence of anaphora and the free-flowing nature of discourse
is profound, a Q and A pair would carry more meaning if previous and subsequent utterances were examined. For example, the Q and A pair—Ellie: “Was that hard for you?” Participant: “Yes”—can be unambiguously decoded if the previous few interactions between the interviewer and the participant are used to provide the necessary context for interpretation. Our domain experts estimated 7 Q and A pairs as an adequate window to capture the context based on a random sample of 25 patient conversations. The pruned conversations were divided evenly into the maximum number of slices such that each piece was not larger than 7 Q and A pairs. For example, a pruned conversation with 20 Q and A pairs is divided into a set of 3 slices (S) of sizes 7 (s1), 7 (s2), and 6 (s3) Q and A pairs. Furthermore, these fixed-window slices enable grouping the most semantically related sentences, which enhances informativeness.

Table 1. Example dialogues with their respective informativeness (I) and linguistic quality (Q) scores.

<table>
<thead>
<tr>
<th>Example question and answer pair (path in word graph)</th>
<th>Informativeness score (I)</th>
<th>Linguistic quality score (Q)</th>
<th>Included in summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant was asked have they been diagnosed with depression participant said yeah while ago</td>
<td>0.25</td>
<td>0.1</td>
<td>Yes</td>
</tr>
<tr>
<td>Participant was asked uh huh, then participant said pretty easy</td>
<td>0.08</td>
<td>0.04</td>
<td>No</td>
</tr>
</tbody>
</table>

*Sentence containing words that are semantically close to those in the depression lexicon have higher Q than those that do not. The last column says whether the integer linear programming framework selected the sentence or not based on I and Q.*

**Informativeness (I)**

We used TextRank that creates a WG from these slices, with words as vertices along with their scores computed based on in-degree and out-degree metrics (Figure 3) [20]. The frequency of connections between words in a corpus determines the contextual information, thereby factoring in informativeness [54]. TextRank assigns higher scores to vertices (words) with higher degrees in WG. The score of a given vertex v_i in WG is calculated as follows:

\[
\text{score}(v_i) = \frac{1-d}{N} + d \sum_{v_j \in \text{tables containing words that are semantically close to those in the depression lexicon have higher Q than those that do not. The last column says whether the integer linear programming framework selected the sentence or not based on I and Q.*

**Linguistic Quality (Q)**

Sequential characteristics (ie, using an LM) and contextual coherence (ie, via the WSS of the words in the path) determine the linguistic quality of a sentence. Our approach uses the contextual knowledge using WSS (defined in Equation 2) in the LM, emphasizing the sentences with more frequent trigrams and words extracted through the mental health lexicon. The modified Q of a path p_i in a slice s_j is defined as:

\[
Q(p_i | s_j) = \text{Imp}(v_i) + \text{Score}(v_i)
\]
where $p_i$ is the $i$\textsuperscript{th} path in the WG formed from $q$ words ($w_1, w_2, \ldots, w_q$). L is the number of conditional probabilities; $(P (w_t \mid w_{t-1}, w_{t-2}))$ is calculated using the words in $p_t$ ($w_1, w_2, \ldots, w_q$).

$I$–LL (log-likelihood) in Equation 5 maximizes the understanding of the summaries.

**ILP Formulation**

To simultaneously maximize both $Q$ and $I$ of $s_j$, we formulated the following objective function:

$$
\text{The ILP framework optimizes } \text{ILP}(p_i, s_j) \text{ and } \text{ILP}(p_i, s_j) \text{ of a path } p_i \text{ and does the same over } K \text{ paths in the slice } s_j(s_j \subseteq S) \text{ created from a pruned conversation. The term } \text{ensures that higher weight is given to paths with fewer words for concise summary generation, where } \mid W(p_i) \mid \text{ indicates the number of words in the path. To ensure that } F \text{ chooses one path from WG of paths } (p_1, p_2, \ldots, p_K) \subset s_j, \text{ it adheres to the following constraint:}
$$

**Results**

**Extrinsic Evaluation**

As there are no ground truth summaries of the clinical diagnostic interviews for our task, we considered the pruned conversations (which are the inputs that need to be summarized) as if they were written by humans as reference summaries (RS). For an extrinsic evaluation of the summaries, we adopted JSD, contextual similarity, Flesch Reading Ease (FRE), and Topic Coherence Scores [55]. JSD measures how well the generated summaries probability distribution approximates the reference probability distribution. We considered the RS to provide the actual probability distribution over mental health concepts (input) and the generated summary as providing an approximation. For JSD, we needed to represent the generated summaries and RS. For this, we trained a topic model and used it to create a probabilistic topical representation of the generated summaries and RS. We trained Latent Dirichlet Allocation (LDA) topic models with varying numbers of topics (2 to 100) and measured coherence scores for each model. From Figure 4, a trained LDA model with 18 topics, having the highest coherence score, was used to generate topical representations of reference and generated summaries. For contextual similarity, we used the cosine-similarity metric to measure the distance between representations of the generated summaries and RS using retrofitted ConceptNet embeddings. A higher contextual similarity score is desirable. We used FRE to measure the readability of the text generated by an automatic summarizer [20]. A higher score reflects the ease of reading. Note that FRE is a validated instrument in the domain of education. Although generated summaries are expected to contain more focused and domain-specific information, they should have a considerable thematic overlap with the pruned conversations (or RS). Topics that describe psychological distress (eg, “I was diagnosed with ptsd a couple of weeks back”) and multiple behavioral dimensions (eg, sad, anger, positive or negative empathy, feeling low) need to be captured in summaries.

We used the LDA model trained over pruned conversations to create topics of summaries generated from different summarization methods. The thematic overlap score was calculated for the generated summaries [56]. We expected the created summaries to provide information on the diagnostic disorder (eg, stress and depression), patient behavior (eg, sad, feeling lonely, and lack of sleep), and time-related information (eg, years, ago, and weeks). As expected, a higher score for thematic overlap was desired.

**Extrinsic Evaluation Results**

The interviews transcribed in DAIC-WoZ are diverse and noisy discourses because of poor grammar, thereby making the inputs significantly challenging to interpret across different patients.

Moreover, some of the patients' responses were short, with no mental health–related information. We showed these variations and linguistic irregularities using the metrics of contextual
similarity, JSD, readability, and thematic overlap across 184 patients and reported mean scores with SDs for comparison.

In Figure 5, we compare the summaries’ representations of each patient with the averaged representation of the RS. We observed that the summaries generated by ES, AS, and AoES, were similar, whereas those produced by KiAS were marginally better. We used information entropy (JSD) to measure the information gain in the summarization approaches (Figure 5 and Table 2). A lower JSD was more desirable. We observed that the JSD of KiAS was relatively small (ES [2.5% decrease], AS [2% decrease], and AoES [3% decrease]), and 2.2% decrease on average, as the use of the PHQ-9 lexicon and retrofitted ConceptNet enables KiAS to preserve the semantic relationships in the dialogue. For example, “Have you been diagnosed with clinical depression?” and “How often did you feel depressed because of poor sleep and fatigue?” elicit similar information from the patients. The response to either of these questions is related to the mental condition; therefore, it should be informative and preserved. Figures 6 and 7 show a comparison between the baseline summarization approaches and KiAS for readability. We observed that KiAS provides better readability than the baseline methods (ES [5.5% increase], AS [5.3% increase], and AoES [2.3% increase]), whereas all summaries seem to be more readable than the pruned conversations.

**Figure 5.** The heatmap shows the evaluation of generated summaries using information entropy and contextual similarity metrics. The figure shows the performance of KiAS against three baselines on retaining the content and context in summaries. AoES: abstraction over extractive summarization; AS: abstractive summarization; ES: extractive summarization; KiAS: knowledge-infused abstractive summarization.

**Table 2.** Evaluating contextual similarity (higher is better) and information entropy (lower is better) of summaries generated from four different summarization approaches. The reported scores are mean and standard deviation calculated across 184 patient conversations in the Distress Analysis Interview Corpus-Wizard of Oz data set.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Contextual similarity, mean (SD)</th>
<th>JSD(^a) mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extractive summarization</td>
<td>0.672 (0.076)</td>
<td>0.387 (0.107)</td>
</tr>
<tr>
<td>Abstractive summarization</td>
<td>0.676 (0.076)</td>
<td>0.373 (0.102)</td>
</tr>
<tr>
<td>Abstractive over extractive summarization</td>
<td>0.669 (0.092)</td>
<td>0.385 (0.103)</td>
</tr>
<tr>
<td>Knowledge-infused abstractive summarization</td>
<td>0.689 (0.088)</td>
<td>0.360 (0.104)</td>
</tr>
</tbody>
</table>

\(^a\)JSD: Jensen Shannon Divergence.
Figure 6. Heatmap of 184 patient summaries created using the Flesch Reading Ease scale. We compare the readability of summaries created from ES, AS, AoES, and KiAS with reference summaries. Darker patches indicate patient summaries, which are easy to read. AoES: abstraction over extractive summarization; AS: abstractive summarization; ES: extractive summarization; KiAS: knowledge-infused abstractive summarization; RS: reference summaries.

Figure 7. Evaluating readability of the generated summaries from RS. FRE method assesses comprehensibility and engagement of the summaries. AoES: abstraction over extractive summarization; AS: abstractive summarization; ES: extractive summarization; FRE: Flesch Reading Ease; KiAS: knowledge-infused abstractive summarization; RS: reference summaries.
We measured the thematic overlap between the referenced and generated summaries to assess the presence of psychological stressors and behavioral signals, which would be helpful for MHPs. We noticed that ES, AS, and AoES created summaries capturing time-related words (eg, how long, away for a while, about a year, end of the day) and emotional words (eg, annoyed, obnoxious behavior, happy, angry); however, disorder- and response-related words were rarely present. KiAS summaries showed higher occurrences of psychological stress-related words (eg, lack of energy, dizzy whole day, loss of appetite) and behavioral concepts (eg, down in guilt and fear of returning to work). As a result, we observed ~40% thematic overlap between KiAS and reference summaries, which is 17%, 20.5%, 32.5% better than ES (32.8%), AS (31.5%), and AoES (26.65%). On the other hand, KiAS might provide low-quality summaries when the conversation is introductory and does not use mental health-specific words (white and dark patches in Figures 5 and 7).

In comparing KiAS with ES based on FRE, JSD, and contextual similarity scores, we noticed a significant statistical difference on a two-tailed $t$ test at a significance level of .05. Across all 184 patients’ summaries, which were quantitatively and qualitatively evaluated, KiAS gave consistently higher scores than ES. Similarly, KiAS summaries were reasonably statistically significant when compared with AS and AoES across the various FRE, JSD, and contextual similarity scores. The main feature of KiAS is to reveal the implicit clinical information from the interviews, specifically the responses of patients to the questions; however, there are few such conversations. Therefore, noticeable differences in KiAS summaries can be observed by focusing on these samples. Nonetheless, we observed an improvement over AoES and AS, although it was modest.

**ROUGE Evaluation**

ROUGE is a measure of the informational adequacy of the summaries generated from a summarization system given as input as long text (eg, paragraph, meeting notes, interview logs, or RS). The metric is statistical, as it measures the overlap in n-grams in the generated summaries and RS. We reported $F_1$ scores and Recall of KiAS and compared it with other methods of summarization (ES, AS, and AoES, Table 3). As KiAS and AS methods are guided by constraints, we considered recall as an appropriate measure, alongside the $F_1$ score for performance evaluation. With an improvement of approximately 61% in ROUGE-2 (ROUGE for bigrams) recall, KiAS captures more relevant bigrams compared with ES and AS. Most of the clinical terms in mental health care occur as bigrams, and the use of the PHQ-9 lexicon (which contains mostly bigram phrases) enabled the generation of comparatively more relevant summaries (approximately 55% improvement in the $F_1$ score). In another version of ROUGE-2, ROUGE-L (ROUGE for longest subsequence) calculates the sentence-level structural similarity between the generated summaries and RS. KiAS outperformed ES and AS and AoES with improvements of 48%, 48%, and 53%, respectively, in ROUGE-L recall. We did not see bilingual evaluation understudy as an appropriate metric based on the reasons mentioned in previous literature [57,58]. We further conducted a human evaluation to analyze the informativeness and fluency (or readability) of the generated summaries [58,59].

**Table 3.** Quantitative Recall-Oriented Understudy for Gisting Evaluation (ROUGE)-1, ROUGE-2, and ROUGE-L results on the summarization task of clinical diagnostic interviews. All the scores have a 95% CI of at most ±0.18 (SD).

<table>
<thead>
<tr>
<th>Methods</th>
<th>ROUGE$^a$-1</th>
<th>ROUGE-2</th>
<th>ROUGE-L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall</td>
<td>$F_1$ score</td>
<td>Recall</td>
</tr>
<tr>
<td>KiAS$^b$</td>
<td>22.53</td>
<td>30.43</td>
<td>10.65</td>
</tr>
<tr>
<td>Abstractive summarization</td>
<td>9.89</td>
<td>15.22</td>
<td>4.09</td>
</tr>
<tr>
<td>AoES$^c$</td>
<td>8.69</td>
<td>12.37</td>
<td>2.25</td>
</tr>
<tr>
<td>Extractive summarization</td>
<td>9.79</td>
<td>14.37</td>
<td>4.18</td>
</tr>
</tbody>
</table>

$^a$ROUGE: Recall-Oriented Understudy for Gisting Evaluation.

$^b$KiAS: knowledge-infused abstractive summarization.

$^c$AoES: abstraction over extractive summarization.

**Intrinsic Evaluation**

Our qualitative evaluation has been designed by 4 practicing psychiatrists who are also the end users of the proposed system. We evaluated the quality of the questions and meaningful responses provided by the patient. Our rubric for domain expert evaluation was as follows:

1. Good question with unclear context: the summary may or may not include context related to mental health, specific to the patient. For example, the patient was asked, “When was the last time that happened?” for which the referent of that is unclear.

2. Good question with clear context: the summary includes context related to only the mental health situation of the patient. These questions are complete, and no inference is required by MHPs. For example, the patient was asked, “Did you ever suffer from PTSD?”

3. Meaningful response: the response is meaningful and understandable concerning the patient and the question asked by the MHP. For example, the patient was asked, “Have you ever been diagnosed with depression?” The patient then responded, “Not really,” meaningful only in the context of the preceding question.
Another example: a patient was asked, “How long ago were you diagnosed?” The patient responded, “A few years ago.” In this qualitative evaluation, we only considered summaries generated from KiAS and AS because ES- and AoES-based summaries were not identified as useful by our collaborator MHPs. Randomly selected 25 (179 Q and A sentences) patient summaries were given to the 4 practicing MHPs for expert evaluation. In summary, if a sentence is (1) a good question with an unclear context, (2) a good question with a clear context, or (3) a meaningful response, a +1 score is given. A score of 0 is assigned otherwise. We then totaled the scores for each patient. Considering the varied experiences of MHPs in treating patients, we investigated interrater agreement using Cohen \( \kappa \) [60,61].

### Intrinsic Evaluation Results

To evaluate the quality of summaries from the clinicians’ perspective, we randomly selected 25 summaries (179 Q and A pairs) generated from AS and KiAS methods. For intrinsic evaluation, MHPs would first read the original interview transcript of the patient and then assess the summaries based on (1) the number of good questions and (2) the association of the most relevant patient’s response to the good questions. Overall, KiAS (1) provides more contextual questions and answers, (2) is more informative even in the absence of context, (3) captures implicit references to medical vocabulary in patients’ answers, and (4) improves upon AS on identifying good questions by 2.6% and meaningful responses by 4.1%. Better Q and A with meaningful responses should improve the follow-up time for MHPs. The 4 MHPs had an estimated reduction of up to 46% in the follow-up time with KiAS than without KiAS, enabling them to see more patients. MHPs mostly agree on their evaluation of KiAS and AS, although MHP 3 is more inclined toward AS than KiAS (Table 4).

### Table 4. Performance of methods on intrinsic evaluation from 4 mental health professionals gathered after counting the number of good questions with clear context, good questions with unclear context, and meaningful responses in 50 (2 methods) summaries generated.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MHP 1</th>
<th>MHP 2</th>
<th>MHP 3</th>
<th>MHP 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS</td>
<td>64</td>
<td>71</td>
<td>66</td>
<td>63</td>
</tr>
<tr>
<td>KiAS</td>
<td>69</td>
<td>75</td>
<td>68</td>
<td>69</td>
</tr>
<tr>
<td>GQCC</td>
<td>71</td>
<td>75</td>
<td>71</td>
<td>65</td>
</tr>
<tr>
<td>GQUC</td>
<td>86</td>
<td>93</td>
<td>87</td>
<td>82</td>
</tr>
<tr>
<td>Meaningful responses</td>
<td>60</td>
<td>61</td>
<td>65</td>
<td>52</td>
</tr>
</tbody>
</table>

### Table 5. Interrater agreement (Cohen \( \kappa \)) calculated over summaries evaluated by 4 mental health professionals.

<table>
<thead>
<tr>
<th>Method</th>
<th>Good questions(^{a}), Cohen ( \kappa )</th>
<th>Meaningful response, Cohen ( \kappa )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstractive summarization</td>
<td>0.63</td>
<td>0.43</td>
</tr>
<tr>
<td>KiAS(^{b})</td>
<td>0.70</td>
<td>0.65</td>
</tr>
</tbody>
</table>

\(^{a}\)Good questions include good questions with clear context and good questions with unclear context.

\(^{b}\)KiAS: knowledge-infused abstractive summarization.

### Discussion

#### Principal Findings

Textbox 2 shows summary snippets generated from AS and KiAS for patient ID 313 (because of a page limit, we have not shown the pruned conversation of patient ID 313, but it can be viewed on a link [62]). The number of Q and A pairs is 51 (number of words=1190). On visual inspection of the summaries by 4 MHPs, we found that the summary provided by the KiAS was more informative and aligned with relevant responses to relevant questions. For example, considering the patient question “How long ago were they diagnosed with depression?” the response obtained by KiAS was “a year ago,” which is meaningful compared with the response by AS (“they are still depressed”). Furthermore, an implication that can be drawn from Table 4 is that our summary includes the reason for the patient’s visit, which makes questions on therapy and diagnosis of depression relevant. However, the purpose of the visit is missing in the summary generated by AS. Although the summary created from our approach is longer than that from AS, a recent study by Sun et al [63] illustrated that summary length alone is not a good measure of the summary. To validate the quality of KiAS, we performed an intrinsic evaluation designed to investigate its potential utility in real-world applications.
Textbox 2. Summary generated using abstractive summarization and knowledge-infused abstractive summarization. The proposed approach captures near-exact questions and responses as in Distress Analysis Interview Corpus-Wizard of Oz (DAIC-WoZ) interview scripts compared with AS. Both models received the same pruned conversations of patient ID 313 from the DAIC-WoZ. The tendency to model Q and I as constraints in integer linear programming enhances its capability to generate descriptive summaries.

Summary using abstractive summarization
- Participant was asked: What do they do when they are annoying until they stop
- Participant said: That they stop talking
- Participant was asked: When was the last time they felt really happy
- Participant said: A year while ago
- Participant was asked: How long ago were they diagnosed depression
- Participant said: They are still depressed

Summary using knowledge-infused abstractive summarization
- Participant was asked: What do you do when they are annoying
- Participant said: She stop talking
- Participant was asked: Can you explain with example
- Participant said: Yeah
- Participant was asked: When was the last time they felt happy
- Participant said: A while ago
- Participant was asked: What got them to seek help
- Participant said: They are still depressed
- Participant was asked: Tell me more about that
- Participant said: Yeah
- Participant was asked: Do they feel like therapy useful
- Participant said: Oh yeah definitely
- Participant was asked: How long ago were they diagnosed depression
- Participant said: A year ago

Conclusions
We experimented with the infusion of knowledge to summarize mental health conversations that contain ambiguous, noisy, and nongrammatical content while preserving the key low-frequency content of clinical significance. Using clinical diagnostic interviews, we proposed a simple and effective summarization strategy called KiAS, which incorporates the knowledge in the PHQ-9 lexicon into an ILP framework to extract and summarize Q and A pairs that describe a patient’s condition. We used a sequence of understandable evaluation criteria to test the summarization framework’s ability to capture contextual, syntactic, and semantic characteristics that match human-level judgments. Our approach significantly outperforms the baselines on dialogues that had explicit and implicit indicators of mental health conditions. These data characteristics raise challenges in the summarization task in addition to data sparsity because of the limited number of patient interviews. Our primary goal was to demonstrate the feasibility of a method that generates actionable summaries containing meaningful questions and responses for a well-informed follow-up. With guidance from coauthor MHP, we selected the ILP framework, which allows integration of domain knowledge to resolve summarization over clinically sparse data, optimize informativeness in summaries, and generate summaries with good linguistic quality. By optimizing informativeness using the PHQ-9 lexicon, our method elicits cues that act as subtle indicators of human emotions. However, we certainly acknowledge that abstractive systems may lose nuance from their rewriting of the text and accept this trade-off to improve recall or reduce information overload. Similarly, social media interaction typically demonstrates sarcasm, irony, and other idiomatic languages that are difficult to capture using deep-learning approaches. Thus, we state that “an accurate assessment, diagnosis, and treatment, hinges on the ability of a...
trained MHP to elicit not only information but also extract subtle indicators of human emotions that portend clues to a severely life-threatening situation” with a caution that generated summaries need to be evaluated by domain experts.

A limitation of this study is that we did not explore transformer-based architectures (eg, Medical Bidirectional Encoder Representations from Transformers, Clinical Bidirectional Encoder Representations from Transformers, and BART), fine-tuning procedures, and pretrained models owing to (1) the lack of sufficient patient interviews, (2) no gold standards, and (3) the lack of data from discussion forums that parallel the structure of clinical interviews. Aside from the limitations on the data sets and insufficient exercise of deep-learning methods, a different set of MHPs may have highlighted a different approach or qualitative evaluation strategy. Our research was limited to transcripts from the University of Southern California Institute of Creative Technologies.

Furthermore, we are working toward extending the data set cohort by including clinical interviews recorded by clinicians in these medical schools. This sample may not represent diagnostic interviews in other clinics, such as the University of California, Los Angeles; University of California San Francisco; Weill Cornell; and Wake Forest School of Medicine, which follow different styles of eliciting information from patients. This can be remedied in future studies by having MHPs at these medical schools. Furthermore, we would extend our qualitative analysis of opinions from MHPs from these medical schools.

Furthermore, we envisioned that our approach can be used with guidance from an MHP in a mental health virtual assistant (VA) app to summarize the conversations between the patient and VA.
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AS: abstractive summarization
BART: Bidirectional and Auto-Regressive Transformers
ES: extractive summarization
FRE: Flesch Reading Ease
ILP: integer linear programming
JSD: Jensen Shannon Divergence
KiAS: knowledge-infused abstractive summarization
LDA: Latent Dirichlet Allocation
LM: language model
MHP: mental health professional
NIDA: National Institute on Drug Abuse
NIH: National Institutes of Health
NPMI: normalized pointwise mutual information
NSF: National Science Foundation
PHQ-9: Patient Health Questionnaire-9
PTSD: posttraumatic stress disorder
Q and A: question and answer
ROUGE: Recall-Oriented Understudy for Gisting Evaluation
RS: reference summaries
SB: SumBasic
SNOMED-CT: Systematized Nomenclature of Medicine-Clinical Terms
UMLS: Unified Medical Language System
VA: virtual assistant
WG: word graph
WSS: word semantic score