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Abstract

Background: Previous studies have suggested that social media data, along with machine learning algorithms, can be used to
generate computational mental health insights. These computational insights have the potential to support clinician-patient
communication during psychotherapy consultations. However, how clinicians perceive and envision using computational insights
during consultations has been underexplored.

Objective: The aim of this study is to understand clinician perspectives regarding computational mental health insights from
patients’ social media activities. We focus on the opportunities and challenges of using these insights during psychotherapy
consultations.

Methods: We developed a prototype that can analyze consented patients’Facebook data and visually represent these computational
insights. We incorporated the insights into existing clinician-facing assessment tools, the Hamilton Depression Rating Scale and
Global Functioning: Social Scale. The design intent is that a clinician will verbally interview a patient (eg, How was your mood
in the past week?) while they reviewed relevant insights from the patient’s social media activities (eg, number of
depression-indicative posts). Using the prototype, we conducted interviews (n=15) and 3 focus groups (n=13) with mental health
clinicians: psychiatrists, clinical psychologists, and licensed clinical social workers. The transcribed qualitative data were analyzed
using thematic analysis.

Results: Clinicians reported that the prototype can support clinician-patient collaboration in agenda-setting, communicating
symptoms, and navigating patients’verbal reports. They suggested potential use scenarios, such as reviewing the prototype before
consultations and using the prototype when patients missed their consultations. They also speculated potential negative
consequences: patients may feel like they are being monitored, which may yield negative effects, and the use of the prototype
may increase the workload of clinicians, which is already difficult to manage. Finally, our participants expressed concerns
regarding the prototype: they were unsure whether patients’ social media accounts represented their actual behaviors; they wanted
to learn how and when the machine learning algorithm can fail to meet their expectations of trust; and they were worried about
situations where they could not properly respond to the insights, especially emergency situations outside of clinical settings.

Conclusions: Our findings support the touted potential of computational mental health insights from patients’ social media
account data, especially in the context of psychotherapy consultations. However, sociotechnical issues, such as transparent
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algorithmic information and institutional support, should be addressed in future endeavors to design implementable and sustainable
technology.

(JMIR Ment Health 2021;8(11):e25455) doi: 10.2196/25455
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Introduction

Background
Mental health treatment relies heavily on what the patient tells
their clinician during in-person consultations. However, issues
of retrospective recall bias [1,2], impression management goals
[3], and social desirability bias [4] have motivated mental health
clinicians to augment patient reports using collateral information
[5], such as those obtained from patients’ friends and family
members. According to the George Engel biopsychosocial model
of care [6], such information provides a complementary and
adjuvant perspective on the patient’s condition, which the
clinician can use to tailor treatment decisions, regulate the
quality of care, and support the patient on the road to recovery
[5].

The ubiquity and increasing use of digital technology have
opened up new opportunities for clinicians to gather
complementary sources of collateral information, which can be
diverse in scope and gathered in the natural contexts of the
patients [7]. Patient-generated health data of patients with
irritable bowel syndrome, such as food intake and abdominal
pain, have been explored in provider-patient collaboration [8].
The providers saw that self-monitoring data could support
provider-patient communication; parallelly, they were also
worried about insufficient time to review the data or not having
meaningful results from such investments. Kim et al [9]
developed DataMD, a clinician-facing patient-generated health
data dashboard, by conducting design workshops with clinicians.
They found that DataMD helped clinicians to improve
counseling skills and facilitated in-depth communication
between a clinician and patient.

Among the different types of data sources that can provide
collateral information, patients’ social media activities have
been investigated in diverse settings such as healthy eating [10]
and forensic mental health evaluations [11,12]. Researchers
have suggested that social media platforms have emerged as
low-cost and unobtrusive means to gather insights about
behaviors, mood [13], psychological traits [14], social
interactions [15], and even the mental health states of individuals
[16,17]. As these platforms provide an unprompted medium
through which individuals can voice their feelings and daily
experiences, digital traces left behind by people on these
platforms provide opportunities for clinicians to gain another
layer in their understanding of patients [7,18].

In the wake of these opportunities, clinicians have expressed
interest in exploring the use of patients’ social media as
clinically relevant information [19]. At the same time, they have
been keen to weigh the benefits and drawbacks of doing so [20].
Various studies have suggested ethical guidelines, such as

professional boundary management and informed consent, when
incorporating social media into clinical settings [21-25]. Even
if patients are fully informed, it is unclear how they will share
their social activities and to what extent and how the sharing
will inform clinicians’ decision-making processes [26,27]. It is
also possible that fully informed consented patients may alter
their behaviors, which weakens the usefulness of the collateral
information from social media data [28]. Moreover, the
collateral information derived from patients’social media should
be relevant to the clinical context and provided in a way that
clinicians can access their current workflows [29].

Therefore, further research is required to create social
media–based technologies that can empower clinician-patient
collaboration as collateral information while preventing such
technologies from exacerbating ethical concerns. Future
technologies need to be able to protect professional boundaries
when clinicians and patients collaborate using social
technologies. In addition, patients’ privacy must be respected
even if the patients have consented to share their social media
posts. One of the potential solutions is to computationally
translate patients’ social media posts into clinically meaningful
insights such as the intensity of certain symptoms [30] and the
possibility of relapse [31]. By only showing possibilities or
indexes calculated from social media posts, some of the ethical
concerns mentioned above can be assuaged; clinicians will not
read what the patient posted but will be able to glean important
information such as indicators of exacerbation of their
symptoms. However, this approach creates other questions:
What are the relevant and useful information derived from
patients’ social media data? How would clinicians incorporate
this information into current work practices? How would new
technologies be salient in addressing the ethical concerns of
using sensitive personal information in a clinical context?

Objectives
To examine how collateral information computationally derived
from patients’ social media can support or hinder mental health
therapy, we developed a clinician-facing prototype that visually
represents patients’ social media data. We focused on patients
with mood disorders because the collateral information that can
be distilled from patients’ social media is relevant to patients
with mood disorder [32]. We further left our target condition
broad because of the early and exploratory nature of this study.

The prototype was qualitatively evaluated by 15 mental health
clinicians. The evaluation study accomplished 2 goals: (1) it
helped us understand whether and for what purpose clinicians
could incorporate the prototype and social media insights
gleaned from patients’ data into their work practices and (2) it
revealed concerns and potential harms in its use and adoption
in real-world clinical settings. In this study, we present the
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findings from the user study sessions with mental health
clinicians and the implications for future mental health
technologies as well as ethical considerations of using patients’
social media data in the mental health context.

Methods

Overview
On the basis of the low-fidelity prototypes designed by the
research team [29], we developed a prototype with Facebook
data of consented patients with mood disorder in treatment at
a large health center in the northeast of the United States. The
prototype was qualitatively evaluated by clinicians via
interviews (n=15) and focus groups (n=13) at this location. The
following subsections explain the details of the prototype and
the evaluation methods.

Prototype

Overview
As clinicians may be unaccustomed to the concept of
computational mental health insights from social media data,
we decided to design a prototype that can help clinicians
understand this concept and envision its future. The design of
our prototype is based on our previous codesign work to
understand how computational social media analyses can be
visually represented by clinicians [29]. We extended the
previous low-fidelity prototypes in 2 ways: first, we used actual
patient social media data in the design of the prototype because
the insights generated from the actual data and deidentified
vignette of the patient can help our clinician participants to
evaluate the opportunities of the computational approaches;
second, we situated the computational mental health insights
as a part of existing clinician-facing assessments because those
assessments provide our participants with a familiar base of
understanding. A detailed explanation of patient social media
data and the design of the prototype are provided below.

Patient Facebook Data
In general, this study draws on data from a larger study, some
of which have been reported in the studies by Saha et al [30],
Birnbaum et al [31], and Ernala et al [33]. In this study, the
Facebook archives of a set of clinically diagnosed patients with
mood disorder were downloaded following informed consent
from the patients and after approval by the institutional review
boards of the relevant institutions. From 110 patients who
contributed their data following informed consent, we selected
an exemplar set of 8 patients with mood disorder, who had the
highest activity on Facebook, to build the prototype. Overall,
patients had an average of 7143.4 (SD 3209.1) timeline posts
and 21,043.6 (SD 16,761.6) messages spanning between 1 and
10 years (mean 6.5, SD 3.6) on Facebook. In particular, the
following types of data were used for the specific purposes of
our prototype: self-posts and self-comments (posts, comments,
and interpersonal messages posted by the patient), including
their time of posting, check-ins, friending and cotagging
activities, and volume of interpersonal social interactions. In
addition to Facebook data, we also accessed their primary

diagnosis and hospitalization information (eg, admission and
discharge dates) from their medical records.

We used a number of computational analyses on the Facebook
data of patients, grounded in the symptomatic and functional
impairments associated with mood disorders [29]. To identify
posts indicative of depressed mood and suicidal ideation, we

used machine learning classifiers (bag-of-words–based -gram
models) from prior research [30]. The depression classifier
showed an accuracy of 0.82, and the suicidal ideation classifier
had an accuracy of 0.91. To capture insomnia, we calculated
the number of Facebook posts that were posted during regular
sleep hours (between midnight and 5 AM). For diurnal variation
in association to mood, we calculated the number of
depression-indicative posts (as predicted by the classifier) that
were posted at different times of the day (morning, noon, night,
and midnight defined between 5 AM and noon, noon and 5 PM,
5 PM and 10 PM, and 10 PM and 5 AM, respectively) [17].
Next, as a measure of new friendships, we calculated the number
of accepted friend requests on Facebook. To operationalize
social ties, we calculated the number of distinct people the
patient messaged on Facebook and the total number of messages
exchanged [34]. Finally, to measure the frequency of offline
social interactions, we determined the number of posts that had
location check-ins or cotagging with other people [31]. In
general, we prioritized these specific items because they are
well-validated and well-supported in the literature [31,33] in
terms of revealing meaningful mental health insights from a
clinical standpoint and in a clinical patient population.

Augmenting Existing Assessment Tools
We adopted 2 existing psychiatric assessment tools for the
design of our prototype—the Hamilton Depression Rating Scale
(HAM-D) [35] and the Global Functioning: Social (GF:S)
[36]—because they are well-established tools that help clinicians
track symptoms and the emotional, social, educational, and
vocational functioning of patients. Typically administered in
the form of interview-based assessments, there are 24 items in
the HAM-D (eg, depressed mood and feelings of guilt) and 8
items in the GF:S (eg, Do you ever have problems or fallings
out with friends?). For each item, clinicians ask questions to
patients in person and observe their behaviors during the
interview to assess their patients.

Although the assessment tools focus largely on offline
behaviors—aspects that may not be covered in an individual’s
Facebook activities—we designed a prototype that would enable
clinicians to quickly assess social media–derived insights as an
additional layer of collateral information on top of what might
be accessible through the assessment tools. Our clinical
collaborators felt that such complementary information gathered
from patients’ social media activities can be useful. After
deliberation and considering the social and emotional
affordances of Facebook, we picked the 4 items from the
HAM-D and 3 items from the GF:S (Table 1) that can be most
reliably mapped to an analysis of patients’ Facebook data
described earlier.
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Table 1. Items, interview guides, and social media analysis in the prototype.

Social media analysisInterview guideItems

Number of depression-indicative postsHow would you describe your mood in the past several days?Depressed mood

Number of suicidal thought indicative postsIn the past several days, have you felt that life was not worth living,
or that you would be better off dead?

Suicidal thoughts

Number of Facebook posts between midnight
and 5 AM

How have you been sleeping in the past several days?Insomnia

Number of depression-indicative posts by 4
time frames

In the past several days, have you noticed feeling worse at any
particular time of day—such as in the morning or evening?

Diurnal variation

Number of accepted friend requestsTell me about your social life. Do you have friends? If yes, how
many friends would you say you have?

New friends

Number of messages and recipientsAre they casual or close friends?Social ties

Number of posts with location and taggingHow often do you see friends?Frequency of social interactions

We created an electronic version of a clinician-facing assessment
dashboard that was augmented with social media analysis
(Figure 1). We provided interview questions from the
assessments on the top of the main page, so that clinicians can
initiate the interview process. At the bottom of the screen, we
placed anchored rating scales for the item, which come from
either the HAM-D or the GF:S. Between the interview questions
and the rating scales, the relevant social media analysis is
displayed as collateral information. For example, for the
depressed mood item, we added the number of
depression-indicative posts from the patient’s Facebook data,
visualized as a time series bar graph. The y-axis of this graph
is the number of posts, and the x-axis of the graph represents

time, that is, the time from account creation to the most recent
activity. We added a range slider for the clinicians to adjust the
time frame. Next to the title of the social media analysis, we
added an information button that shows how we calculated the
number of posts (eg, depression classifier for
depression-indicative posts). Finally, we added a comparison
between the last 2 months and 2 months before the last
hospitalization of the same patient in plain text. This was to
help clinicians find patterns that could indicate a change in
symptoms. Additional screenshots of the prototype (eg, the
suicidal ideation view) can be accessed in Multimedia Appendix
1.

Figure 1. One view of the prototype.
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Qualitative Evaluation of the Prototype

Recruitment
To formatively evaluate the prototype powered by actual
patients’ deidentified data, we used purposive sampling
strategies to recruit mental health clinicians from a large, urban,
behavioral health center located in the northeast of the United
States. This research was approved by the institutional review
boards of the relevant organizations.

To facilitate the recruitment process and to compensate for their
participation, we provided a raffle for an iPad mini. We recruited
15 clinicians for individual interviews, and 13 of the 15
participated in a set of subsequent focus group sessions (3
sessions with 4-5 participants per session). In total, we had 8
psychiatrists, 5 clinical psychologists, and 2 licensed clinical
social workers (Table 2). We grouped the focus group
participants based on their availability. We recruited a
heterogeneous group of clinicians because psychiatrists,
psychologists, and social workers are highly collaborative in
our study site.

Table 2. Participant demographics with their experience and gender. All focus group participants joined individual interviews before their focus group
sessions.

GenderExperience (years)Participants and title

Focus group 1

Female8Psychiatrist (MD)P1

Female8Clinical psychologist (PhD)P2

Female6Licensed clinical social worker (MS)P3

Female7Clinical psychologist (PhD)P4

Female11Clinical psychologist (PhD)P5

Focus group 2

Male4Psychiatrist (fellow, MD)P6

Female6Psychiatrist (fellow, MD)P7

Female20Clinical psychologist (PhD)P8

Female30Licensed clinical social worker (MS)P9

Focus group 3

Female1Psychiatrist (resident, MD)P10

Female2Psychiatrist (resident, MD)P11

Female2Psychiatrist (resident, MD)P12

Female3Psychiatrist (resident, MD)P13

Only interview

Male3Psychiatrist (resident, MD)P14

Female5Clinical psychologist (trainee, MS)P15

Procedure
First, to familiarize the participants with the prototype, we
conducted an individual interview, where the participant
explored the prototype and gave their feedback on it. Second,
to envision future uses of the prototype, we conducted 3 focus
group sessions where participants discussed the values and
barriers of the prototype. These sessions were conducted
between June and August 2019. The interview and focus group
protocols are included in the Multimedia Appendix 2.

We interviewed participants in the same offices where they met
their patients. Before obtaining informed consent, we provided
an overview of the study. After the participants signed the
informed consent form, they completed a demographic survey.
We then asked questions about their work practices and their
experiences with the patients’ social media. We demonstrated
the prototype on a laptop. Next, the participants were asked to

freely explore the prototype using a think-aloud protocol. We
provided a vignette of a real patient, which was deidentified
and edited for the study; the prototype displayed the same
patient’s Facebook data. The clinician participants and the
patients in the prototype were from the same behavioral health
center; however, we did not check whether the participants had
actually met the patients. Following the exploration, the
participants answered follow-up questions regarding general
feedback, compatibility with their work practices, and concerns
and thoughts. The duration of the sessions ranged from 45
minutes to 80 minutes.

The subsequent focus group sessions were held for 55 minutes
to 70 minutes. We explained the purpose of the focus groups
and obtained informed consent from the participants. To refresh
their memory of the prototype through a brief reintroduction,
we asked about participants’general feedback on the prototype.
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After that, the participants led the discussion comprising topics
such as their willingness to use the prototype or their concerns.

Analysis of Qualitative Data
The sessions were audio-recorded with the participants’
permission, and the recordings were transcribed. The transcribed
data were analyzed using thematic analysis [37]. The research
team (DWY and BS) first deductively coded the data based on
our research aims: (1) whether and for what purpose clinicians
could incorporate the prototype into their work practices and
(2) concerns and potential harms in its use and adoption in
real-world clinical settings. We then inductively analyzed the
data to identify particular patterns in the data. The initial
codebook was iteratively reviewed during regular team meetings
(DWY, MDC, MLB, and ARVM) until the team reached a
consensus. The list of codes, their descriptions, and examples
for each are included in the Multimedia Appendix 3.

Results

Overview
Participants considered the computational insights from patients’
social media to be helpful for clinician-patient collaboration.
However, they also pointed out potential negative consequences
and concerns that should be addressed in future technologies.

Clinician-Patient Collaboration
While freely exploring the prototype, our participants voluntarily
explained how they would like to use it to have a better
conversation with their patients. In particular, they mentioned
diverse collaborative situations where the prototype can be
useful, such as when they explore directions for consultation
and track changes in patients’ symptoms.

Collaborative Agenda-Setting
Our participants considered the prototype to be useful for them
to collaboratively set an agenda with their patient—an approach
strongly advocated in patient-centered and collaborative care
models [38]. P11 suggested that reviewing the prototype with
the patient at the beginning of the consultations could create
awareness and concern about salient issues in a collaborative
manner and the patient could feel that there is a more welcoming
space where they can now “open up” and be “a contributor in
[their] own treatment” (P5). The participants considered this a
valuable outcome for enhancing their therapeutic alliance [39]:

If we have the patient in the office and were like,
“Let’s spend 5 minutes and go through your data
together.” And we look at the graphs together. And
then point out, oh, it looks like at this period, you
were posting a lot at nighttime, what was going on?
And you just use it as a way to explore if something
didn’t come up in the session. So obviously it could
be used in a therapeutic way to enhance the
therapeutic relationship. [P11]

Participants pointed out that if they could have time to review
the prototype before the consultations, it would help set the
stage for what is to come during the session, and could affect
the course, direction, and quality of care, including treatment
decisions. In fact, such an approach could result in fewer hidden

concerns at the end of the consultation (P9). For instance,
clinicians could look for atypical or concerning patterns that
might stand out when reviewing the prototype. If appropriate,
during the session, they would then actively seek to know what
happened during that time or why the patient posted something
in particular on social media:

I could see myself using it this way: so if I’m meeting
them on October 17 for an appointment, I’ll say, “Oh,
have you had any suicidal thoughts in the last week?”
And they say, “No.” And then, “I’m seeing on three
occasions it looks like that on social media you were
expressing something that maybe was concerning for
suicidal thoughts, can you tell me about what these
were if you remember them?” So I might use it to
hone in on specific instances of suicidal thoughts.
[P11]

Communicating Symptoms
Communicating symptoms is one of the most important parts
of clinician-patient collaboration [40]; however, it is often
challenging because of the subjective nature of most mental
illnesses and a lack of efficacious ways to monitor them
longitudinally and in a fine granularity [41]. Therefore, our
participants consistently pointed out that being able to gather
more objective information regarding patients’ symptoms with
the prototype could help both clinicians and patients to
communicate symptoms:

Sometimes patients forget or don’t recall clearly for
how long they had the symptoms, or how long they
thought they have been secluding themselves in their
room. Sometimes they don’t recall a rough timeline.
But if you have the data in front of you in terms of
how often have they been going out, and if you can
clearly see a drop if they are a social person, but
there has not been even a single tag, or they have not
gone outside for a long while, you know you have to
check into the situation. [P7]

Participants further stated that sometimes patients may minimize
certain symptoms, or as P11 noted, they can struggle to
“recognize small changes,” in which case the prototype can help
learn about the patients’mental state. Difficulties in recognizing
and communicating symptoms can be seen under certain
conditions:

So maybe in a bipolar patient that would be more
helpful. If they’re saying, “Oh yeah, I’m sleeping
well” but they’re posting throughout the whole night,
then you could see that their sleep patterns are off.
[P12]

Participants said that if the clinicians encountered such
discrepancies, they would like to cautiously bring up the
information from the social media analyses, as long as the
patient is comfortable. In addition, they would explore the
opportunity to address the gaps by having deeper conversations,
such as by asking patients to unpack the foundations of this
contradiction. P7 reported that patients “often live in denial” as
and when they feel better intermittently. In that case, based on
the prototype, it might be a meaningful psychotherapy probe to
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know “why the patient is not sharing what they have not shared,”
that is, “was it just forgetfulness, or was it intentional on the
part of the patient to hide certain things?” (P7).

However, participants also emphasized that the early moments
of clinical interactions are important, as the tone of voice used
by a clinician early in the visit is known to be indicative of
satisfaction and compliance with treatment recommendations
[38]. Therefore, they mentioned that there should be
inconsistencies between what the patient says and what the
prototype shows, they would approach this in a
nonconfrontational manner, “do [so] subtly and bring it up to
[the patients’] attention” (P3) and negotiate the appropriate time
when this discussion may be timely.

As family members often engage in tracking symptoms and
communicating with clinicians [42], our participants mentioned
that the prototype may be useful in resolving conflicts between
patients’self-reports and collateral information from their family
members:

Sometimes there is a tendency, by parents, when they
do not recall clearly, of overgeneralizing things, like
the patient has not talked to anybody in the last two
or three months, has been really doing bad. But when
you explore it clinically, the patient may tell you
otherwise, even though the parent might deny it. But
when you can see from their Facebook as well that
they have been going out, they have been enjoying
things that they had in the past, this can definitely
correlate that fact. [P7]

We considered the information from patients’ social media as
another type of collateral information rather than a type of
information that can replace any of the current information that
clinicians may use. Our expectation is that clinicians will
collectively consider every type of information available,
including discreet conversations with patients. Our participants
confirmed their interests in including information from social
media in their decision-making process when appropriate.

Incorporating the Tool in Current Work Practices
Different types of clinicians envisioned various ways to
incorporate the prototype into their work practices. Clinical
psychologists and licensed social workers (and some
psychiatrists) mentioned that they would like to use the
prototype similar to homework assignments [43]—cognitive
behavioral therapy strategies suggest that homework
assignments can help patients practice coping strategies and
restructure dysfunctional beliefs. As our clinicians already
discussed patients’ assignments at length during therapy
sessions, they envisioned that the prototype could provide
additional interesting discussion points. Although clinical
psychologists and social workers preferred using the prototype
to navigate their conversations, psychiatrists mentioned that
they would like to check whether there were sudden changes
after they modified some medication treatments. One of the
psychiatrist participants, P14, mentioned that “being able to
input when I started a medication would be very useful. And
being able to even just note dose changes would be cool.”

Second, some participants suggested that reviewing the
technology before consultations might be better from the
perspective of patient-clinician engagement during consultations.
This will ensure that conversations are not negatively disrupted
with technology use, and it will prevent patients from “feeling
neglected” (P10):

I think this is very valuable and I think there’s a very
good role for that being incorporated in treatment.
Personally, I might like having it here, something I
review beforehand and then as needed or do a check
in at a portion of the session where I’m like, “Let’s
look together.” I just don’t know logistically if I’d
want to keep [the prototype] in front of me the whole
session. The patient might think, I don’t like how now
my doctor is standing at a computer typing instead
of talking to me. [P8]

A third potential use of the prototype that some participants
brought up included the possibility to learn about or keep track
of specific patients’symptom improvements or downturns when
patients miss an appointment. P11 cited a case in which the
prototype could provide timely feedback to the patient to enable
them to self-reflect and be self-aware:

It’s often the case where patients don’t recognize
small changes as much as maybe other people around
them. So things like, they’re smiling more. They’re
brighter, they’re more interactive, they’re talking for
longer during the session. Those might be signs that
their mood is improving. They might not notice it. So
if there was some feedback I could give them, like “I
notice that you’re looking a little bit brighter today
or you’re a little bit better. And in fact, based on your
social media use, it looks like you’ve been posting
more positive things.“ That would be a great way to
show it. [P11]

P13, on the other hand, found that they could use the tool to
connect with the patient in a timely fashion, even if an in-person
consultation was not possible:

The irony of it is that when patients actually get sick
is when they don’t come to see you. But if you are
able to check in on them, like with this tool, that can
be cool. [P13]

Potential Negative Consequences

Collaboration Versus Monitoring
Another conspicuous theme throughout the participants’
accounts concerns the potential negative consequences of the
prototype. They pointed out that there will be a subtle line
between collaboration and monitoring, and some patients might
be negatively affected by the prototype. In addition, our
participants expressed their negative opinions regarding the
additional workload that the prototype may bring to clinicians.

Although participants voluntarily mentioned that the prototype
can support collaboration and engagement during the
consultations, some participants also expressed concerns; they
provided scenarios where the patient may not choose to be an
amicable party to the process. For instance, P9 mentioned that

JMIR Ment Health 2021 | vol. 8 | iss. 11 | e25455 | p. 7https://mental.jmir.org/2021/11/e25455
(page number not for citation purposes)

Yoo et alJMIR MENTAL HEALTH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the mental illness experiences of certain patients may prevent
their participation in the use of this prototype or there could be
negative consequences:

The concern that everything that they do or even if
they’re being monitored, big brother’s watching and
even though consents are signed, I mean, paranoia
is what, an irrational fear and they’re very vulnerable.
So, it can go the other way too. [P9]

Participants were concerned that the prototype’s abilities and
clinical usefulness might be undermined by the Hawthorne
effect [44], wherein patients may stop posting or begin to
self-censor themselves on social media, knowing clinicians’
awareness of and access to this information:

It would be interesting how this will, this would
modify their behavior on their social media
considering the fact that they know now that, even
their social media post has been given access to their
clinicians. So like it’s being monitored. So like that
might modify their behavior on the social media as
well, either positively or negatively, depending on if
they are seeking help or if they are seeking attention,
in one way or the other. They might post more or they
might start posting less. [P15]

They further conjectured that patients who are less open and
engaged during consultations would not consent to provide their
social media data to the prototype, which is an important concern
because openness and trust are critical to therapeutic alliance:

I feel like for the patients I’d want it, it’s those that I
don’t trust and they’re not going to necessarily trust
everyone with stuff on social media, and also kind of
trust me to go look at their data, like to give me
permission. So it would probably be looking at a lot
of data from patients that we could just ask them the
questions and they’ll be honest with us. [P4]

Workload Issues
First, despite acknowledging it as a “technicality” (P7),
participants were worried about the potential burden on their
workloads. P11 felt that it may not always be feasible to review
patients’ social media information before consultations in some
programs, because in some clinical settings, patient loads are
exceedingly high. In fact, the participants felt that reviewing
additional data from the prototype might increase work and call
for advanced training, either of which is likely to be impractical
without adequate support from their institutions.

Participants also considered other areas of concern, such as
general management of the prototype, explaining the scope of
the prototype to (new) patients and its functioning to clinicians,
maintaining informed consent from patients, getting help from
the information technology staff to allow sustained use of the
prototype, and ensuring that it is seamlessly integrated with
other pieces of clinical information gathered by the
institution—all of which they thought could lead to an increase
in clinician burden. For instance, they pondered on who would
educate the patients about this technology and manage issues,
both technically related and patient-related. To this end, they
thought they may be more willing to use this system when they

are employees in a large hospital where someone else can handle
the aspects surrounding the functioning of the system.

Ethical Concerns
In addition to the potential negative consequences, our
participants pointed out concerns that need to be addressed
before this technology could be introduced in the clinical
context.

Patient Privacy
When we introduced our prototype, we explained the
privacy-related settings for it. The prototype’s data were
collected with the patient’s consent for research purposes, and
we envision that future technologies will actively seek patients’
consent to use their social media information in their treatment.
Some participants mentioned that they were worried about
patients’ privacy; however, they considered achieving patients’
consent to be the first step toward addressing such issues:

Also, the idea of someone being able to have their
privacy of being able to poach these things without
them having to have their doctors know about it all
the time, but I guess if they’re agreeing to it, and that
means they don’t mind. [P1]

Our participants also provided keen insights regarding the
sharing preferences of patients in a clinical context. P7 pointed
out that even if the post is public, it is not clear whether the
patient will be fine while sharing content with their clinicians.
This idea opens up new questions about the difference between
sharing a post with their friends and sharing a post with their
clinicians. More importantly, this indicates that future consent
procedures should be thorough in communicating the
implications of sharing patients’ social media data with their
clinicians. These ethical implications are explored in the
Discussion section.

One of our measures to respect patients’ privacy, the design
decision to not show the actual post in the visual representation,
was well-received by clinicians. They pointed out that “not
having a specific post is a little bit less invasive to the person’s
privacy” (P8). However, it also raised a question about the
trade-off between having the ability to review what the patient
wrote and to protect patients’ privacy. This trade-off can be
important, especially when they find a trend or pattern that
might be relevant to the patient or their treatment. Multiple
participants mentioned that they would like to read the post if
the posts were flagged as suicidal ideation–indicative or
depression-indicative, and they felt the pattern was important
in the patient’s treatment. We envision that this tension
regarding the granularity of shared data should be considered
in future designs such as specific customization options for both
clinicians and patients to decide the level of details that will be
shared between them.

Credibility
There were 2 dominant credibility issues that participants
thought could diminish trust in the prototype: if “Facebook posts
and friend requests and everything correlate to actual life” (P12)
and if an algorithm applied on top of these data can distinguish
different contexts and intents behind specific posts. For instance,
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1 participant repeatedly pointed out several times that they
wanted to learn how the different algorithms worked and when
they failed. Another participant mentioned a concrete scenario
in which the algorithm may not be able to provide clinically
meaningful insights because of the underlying gaps in
psychometric validity:

And how does that algorithm delineate that certain
posts are more likely to be related to depression
versus others? Like if somebody had just posted
they’re listening to some dark music, would it
automatically pick that they’re suffering from low
mood, that’s why they’re. Because sometimes people
just write that on their Facebook post, they’re
listening to this, and, like, that’s a part of dark music,
or in general, sad songs. [P7]

Another participant similarly mentioned that as the prototype
does not distinguish between active and passive suicidal
ideation, it cannot hint at the specific circumstances under which
a patient may have shared a suicidal ideation–indicative post.
A lack of this context may prevent clinicians from adjusting
their treatment decisions based on the prototype, and it can be
particularly difficult to ensure that the data augments patients’
and caregivers’ accounts, instead of eroding them:

Unless there’s behavioral action to back up what the
person may have posted, I feel like it’s unclear how
much conviction they had, and what they were saying,
or whether it was just for attention. I think in terms
of what is said, maybe more active stuff like, “I want
to die; Life isn’t worth living anymore” will be more
useful. [P10]

Another participant further questioned relying on Facebook as
the sole source of collateral information, as “people might [be]
on a Facebook break” (P12). Ultimately, without subverting the
utility of the prototype, participants said that, in the absence of
an implicit level of trust or transparency in the functioning of
the algorithms, they would consider the social media insights
with caution:

I would probably trust the patient’s report more than
I would trust the data from Facebook. I mean if the
patient’s saying they’re doing totally fine and then
they’re having a bunch of suicidal posts, I guess it’s
a thing to bring up. But I wouldn’t necessarily feel
that they’re suicidal because their posts say they are.
I guess I would want more information, I wouldn’t
just take it at face value. Because I know people post
things for all different kinds of reasons. So I guess
that’s my hesitancy, is this. . . and I got to trust what
I see here. [P11]

Liability
Liability issues may arise when clinicians have access to
patients’ social media information via the prototype, which
indicates an exacerbation of their symptoms, such as a crisis,
but clinicians are not in a position to take any appropriate action:

There are posts which can be very critical. For
example, “Oh, I’m going to kill myself now.” And
then, if you don’t see this post, even though you have

access to this information and you can access it at
any time, are you responsible? So, there’s a lot more
questions that come up if you have unlimited access
to patient information at any time because the
computer can then flag it. Right? That’s why I’m kind
of my concerned more with like the legal and ethical
stuff of how much you can/cannot be held responsible
for. [P6]

To this end, our participants wanted to clarify whether the
Facebook data collection, and the analytics on top of it, happens
in real time or if it is an episodic event that only happens when
they meet their patients. On hearing that we intend the prototype
to be used only when the clinician meets with the patient,
participants thought the very act of volunteering their Facebook
data may lead patients to think they are receiving 24/7 care;
they may expect crisis mitigation resources all the time, outside
of periodic clinician consultations. Participants felt that this
could not only impact how clinicians currently manage crisis
scenarios but also negatively impact their therapeutic
relationship when patients’ concerns are not addressed as they
occur. Consequently, participants highlighted the need for ethical
and legal help from their institution:

I like to welcome that idea but I think if I’m in my
private clinic or if I’m the only clinician then I would
think about whether I would apply this, given various
legal and ethical questions. Perhaps I would be more
comfortable using it in the larger institution like here,
in this hospital. Because they have legal rights and
experts, and then if they say, “Okay, you can use it,”
then, I’ll probably be more comfortable using it. [P6]

Clinicians also brainstormed the liability around the
aforementioned possible use case where they accessed patients’
social media information outside of consultations, such as when
patients missed their consultations. We envision that, if the
proposed technology is implemented in a real-world setting, it
will be imperative to delineate when and in what circumstances
(eg, during or outside of consultations) accessing these data is
acceptable to the patients.

Discussion

Implications for Future Mental Health Technologies
Our work raises a vital question—how do we expect mental
health treatment to be shaped in the future if a technology such
as our prototype were to be used by clinicians?

The Future of Clinicians’ Work
Our findings reveal that our prototype can be a step forward in
developing clinician-facing technologies that harness voluntarily
shared patient social media data in mental health care
delivery—a possibility advocated in prior work [33]. We found
our prototype to be capable of providing a nuanced
understanding of a patient’s unique illness course and clinical
needs over time. Augmenting the short infrequent visits of today
with our prototype, clinicians felt they could distill a stream of
fluctuations in symptoms for a patient, calibrated against their
baseline behaviors, and quantified against their past trends to
detect subtle changes. Clinicians also appreciated the
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opportunity to correlate, corroborate, and contrast a patient’s
clinical presentation with their behavior outside of the visit
setting—a capability that can be particularly meaningful when
a patient, because of cognitive impairment, has difficulty
articulating their condition.

At the same time, clinicians expressed concerns regarding the
credibility of the computational approaches that power the
prototype. This was largely attributed to the fact that the
acquisition of patient data was opaque to the clinicians and
because providers thus far have not acquired patients’ social
media data in the past. This is perhaps also unsurprising because
many mental health clinicians are not used to using
algorithm-generated information in their day-to-day work. Our
participants repeatedly asked if social media reflected the
patients’ actual mental health state, how the algorithms work,
whether they were tested in a real treatment scenario, and when
the algorithms failed. We noted that previous work has shown
that people’s social media activities represent their actual selves
[45], and we used previously validated social media measures
of mental health in powering this tool [30,31,33]. However, we
acknowledge that the prototype needs to persuade our potential
users rather than relying on the support of previous research.

Technology has been reshaping the future of work in many
domains [46,47]. Clinical work on mental health is no exception.
These identified general needs for trustworthy algorithms are
a core aspect of the future of clinicians’ work, which resonates
with recent studies highlighting the importance of explainable,
interpretable artificial intelligence and machine learning in
health care [48,49]. Alongside these efforts, our findings also
emphasize the need to consider structural changes in the future
of clinicians’ work, specifically educating clinicians about the
technology, not only to reduce the negative impact and potential
harm attributed to poor credibility but also to make such
technology more accessible to clinicians who may be
conservative about new technologies.

We suggest the following calls to action accordingly:

1. Include resources to clarify the data collection process,
when the system acquires the data, where the data are
stored, and how the system accesses patient social media
accounts, before both clinicians and patients experience
this technology.

2. Provide the details of the algorithms both on-demand and
contextualized in their demonstrated clinical efficacy,
including evidence-based endorsement that can assure
clinicians that the quality of the algorithms that power the
technology is adequate.

3. Consider how technology education may be part of the
psychiatry training paradigm, so that clinicians can gain
some fluency in using a future version of this technology
as an adjuvant tool in their clinical work.

The Patient-Clinician Therapeutic Relationship
We noted clinicians’ enthusiasm regarding how our prototype
can help nurture early agenda-setting before in-person
consultations. This feedback is particularly encouraging—in a
busy clinical environment where time and throughput are
paramount, clinicians may forego setting the stage at first based

on patient feedback, to get the work done [50]. The clinicians
in our study also thought that the information delivered through
the prototype could be a helpful psychotherapeutic probe during
consultations, wherein the patient’s clinical presentation on
social media is reconciled with what they verbally report. Hence,
we conjecture that the use of this tool can facilitate that the
patient’s perceptions, needs, and concerns are considered
appropriately by clinicians, in turn, helping to strengthen the
therapeutic relationship between clinicians and patients.

However, our study also revealed potential scenarios in which
the use of the tool may introduce new difficulties in managing
the therapeutic alliance. According to the Agnew Relationship
Measure [51], the therapeutic relationship between a patient
and a clinician is defined by bond, partnership, confidence, and
openness. During our study, we found that clinicians speculate
on how the tool may negatively impact some of these core
elements, such as patients’ openness to sharing sensitive
information on social media, or their partnership in care, should
this tool be introduced during consultations. Our clinician
participants also felt unclear about what type of patient
engagement was OK under various circumstances, and if patients
felt comfortable with clinicians discussing with them highly
sensitive information provided by the tool, such as that relating
to suicidal thoughts. They also pondered the privacy and ethical
challenges they might encounter when they find themselves
obliged to connect with patients in case of a potential crisis
scenario flagged by the tool but when the patient’s willingness
to be contacted is unknown.

Even if these issues were to be mitigated in the future with
deeper involvement of patients in exploring the use of the tool,
a next step in this broader line of investigation, questions might
arise about whether its use might undermine patients’voice and
autonomy, and their power in their treatment process. Although
we emphasize that the role of the tool is not to replace patients’
self-reports but to augment them, it is not unusual for consented
patients to feel that the tool would automatically replace the
clinician’s judgments and decision-making. Patients may also
feel insecure and think that their clinicians may disbelieve what
they say, turning their conversations confrontational, especially
when patients’ self-reports and social media data are not
mutually consistent.

Here, we suggest the following calls to action to mitigate the
challenges:

1. Consider provisions to continually negotiate patients’
involvement and agency in the use and functioning of this
future technology throughout the treatment process.

2. Incorporate auxiliary risk management strategies to balance
protecting patients’ privacy and clinicians’ obligation to
reach out during moments of crisis revealed by the tool.
These can include involving patient collateral or family
members or liaising with additional safety resources (eg,
patient groups and other health service providers).

3. Identify mutually negotiated terms between the clinician
and the patient so that they agree when the technology is
causing more harm than benefit or when benefit is no longer
present.
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Institutional Infrastructures
Finally, our findings indicate the need to consider creating
adequate institutional support to co-ordinate a sustainable
ecosystem of stakeholders in both the deployment and
maintenance of the prototype. The goal will be to assuage
concerns that our study raised regarding compatibility with their
existing workflows, increased burden on the clinicians, and
liability and perceived lack of resources to support the use of
the technology. For instance, our clinician participants noted
the moral and professional quandary when they discovered
alarming patterns, such as active suicidal ideation through this
technology. Relatedly, they felt that the timing of when, during
an ongoing consultation, to bring up the social media analyses
is critical, but currently there is little counsel on it. Others
expressed reservations, wondering if using the tool during an
ongoing consultation was a good idea at all because it can
potentially be distracting and rude, and take away the
much-needed focus and eye contact desired during a
conversation with a patient. Therefore, the technology will also
have to be appraised continually through institutionally enforced
policies so that trust and confidence in its use are maintained.

We offer the following calls to action in light of these
observations:

1. Facilitate collaboration of diverse institutional stakeholders,
such as management and information technology personnel,
legal staff, and clinicians and patient advocacy groups, to
develop institutional policies surrounding the technology.

2. Develop institutional provisions that advise clinicians on
how to attend to any potential crisis discovered by the tool
and standardize professional guidelines within the institution
around what type of use of the technology in the context
of a patient’s care is acceptable.

3. Frame overarching policies governing what are the goals
of care improvement when this technology is used and how
efficacy and safety can be assessed throughout the period
of a patient’s care.

4. Suggest medical institutions to consider creating a new role
to enable better assimilation of such a technology in mental
health care—a “technology coach for mental health” or a
“digital navigator” [52,53], similar to the notion of a patient
navigator in cancer care [54] or a technology coach in
web-based education [55], who can serve as an interface
between the technology and the clinician, and the
technology and the patient.

Ethical Implications
Although the tool we discuss in this study exclusively focuses
on scenarios where a patient would have consented to have their
data collected and used in the prototype for clinicians’ use, we
see remaining ethical concerns around the concept of using
social media at the point of care.

First, we acknowledge that managing consent is a murky topic.
Informed consent has been widely accepted as a legal and ethical
requirement for most health care transactions; however,
researchers have been reflecting on informed consent practices,
especially on how much the participants should understand,
how explicit their consent should be, and the delicate

consideration of a patient’s authenticity of choice (ie,
voluntarism) [56], for instance, when a patient feels potential
coercive pressures to incorporate this technology into their care,
or social pressures to engage with new technology. Furthermore,
patients may not fully appreciate what they are revealing when
they consent, so they may share social media activities that they
would otherwise choose not to share with their clinicians. The
patient may also misunderstand that there might be a
disadvantage if they do not participate in the sharing program.
To address these problems, we need to consider a sustained
informed consent [57] procedure in which someone will
continually revisit informed consent with the patients, providing
detailed information about both the sharing process and the
voluntary nature of the program, as well as potential clinical
and ethical harms.

Finally, we should consider the legal perspectives of future
technologies. According to the Food and Drug Administration
Safety and Innovation Act [58], most clinical decision support
that delivers knowledge, person-specific information, and
intelligently filtered information to clinicians and patients is
not regulated by authorities. In addition, the source of data that
will power this technology—social media—is not considered
protected health information. However, because computer-aided
detection or diagnosis can be considered a medical device, it
raises an important question about whether such future
technology should be overseen. Technology regulations also
need to be considered by researchers and technology designers.
We argue that even if the technology is not considered a medical
device, the Food and Drug Administration Safety and Innovation
Act’s recommendations should be considered.

Limitations and Future Work
We note that our work suffers from some limitations, which
constitute avenues for future research. First, we recruited
patients from one health center and included a limited number
of clinicians; therefore, the results may not be generalizable.
Second, our participants explored the prototype without real
interactions with their patients. By deploying the technology
during actual appointments, future research can assess its
ecological validity.

Finally, our study did not explore patients’ opinions on the
technology we proposed, although our study and the design
decisions behind the prototype were situated in positive attitudes
expressed by patients in sharing their social media data for
diagnostic and treatment purposes [59,60]. We note here that
this study is the first of a series of studies that plan to understand
the potential and barriers of social media–powered technologies
to support mental health treatment. We plan to explore this from
a multistakeholder perspective, an important one being the
patients. We believe that clinicians’ feedback is a natural first
step in this line of investigation. Using social media for mental
health without the clinicians’ guidance or support can be
dangerous [24], and a lack of demonstrated clinical utility and
buy-in from clinicians is likely to render subsequent studies less
meaningful [61]. As argued by Baier [23], the potential harm
of inappropriate social media use could be seen as a violation
of this principle from indirectly encouraging boundary crossings
to burdening patients with unnecessary information that could
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compromise the therapeutic environment. This motivated us to
consider interviewing clinicians first in the work presented in
this study. As a next step, our goal is to explore patients’
attitudes toward this potential technology.

Conclusions
This study presents a qualitative design study, including the
design and evaluation of a prototype, to explore mental health
clinicians’ perspectives regarding a future technology that
delivers computational insights derived from consented patients’

social media. Our findings reveal the promise of the prototype
beyond its compatibility with work practices. At the same time,
the participants reported concerns and potential barriers to the
new technology. The design of such technology should address
the potential negative consequences and ethical concerns
regarding credibility, liability, and institutional support. Our
findings necessitate future research exploring patient
perspectives on using computational insights from their social
media in the context of their treatment.

Acknowledgments
The authors would like to thank Koustuv Saha, Vedant Das Swain, Qiaosi Wang, and the members of the Georgia Tech Social
Dynamics and Well-Being Lab and Georgia Tech Ubicomp Group for their valuable feedback. This research was partly supported
by funds from a cooperative research agreement issued by Northwell Health to Georgia Tech and a National Institute of Mental
Health grant to MDC and MLB (R01MH117172).

Conflicts of Interest
None declared.

Multimedia Appendix 1
Screenshots of the prototype.
[PDF File (Adobe PDF File), 6110 KB-Multimedia Appendix 1]

Multimedia Appendix 2
The interview and focus group protocols.
[PDF File (Adobe PDF File), 81 KB-Multimedia Appendix 2]

Multimedia Appendix 3
The list of codes, their description, and examples.
[PDF File (Adobe PDF File), 54 KB-Multimedia Appendix 3]

References

1. John OP, Robins RW. Accuracy and bias in self-perception: individual differences in self-enhancement and the role of
narcissism. J Pers Soc Psychol 1994 Jan;66(1):206-219. [doi: 10.1037//0022-3514.66.1.206] [Medline: 8126650]

2. Rogler LH, Malgady RG, Tryon WW. Evaluation of mental health. Issues of memory in the Diagnostic Interview Schedule.
J Nerv Ment Dis 1992 Apr;180(4):215-223. [Medline: 1556561]

3. Sherman M, Trief P, Sprafkin R. Impression management in the psychiatric interview: quality, style, and individual
differences. J Consult Clin Psychol 1975 Dec;43(6):867-871. [doi: 10.1037//0022-006x.43.6.867] [Medline: 1194481]

4. Arnold H, Feldman D. Social desirability response bias in self-report choice situations. Acad Manag J 1981 Jun
01;24(2):377-385 [FREE Full text] [doi: 10.2307/255848]

5. Petrik ML, Billera M, Kaplan Y, Matarazzo B, Wortzel H. Balancing patient care and confidentiality: considerations in
obtaining collateral information. J Psychiatr Pract 2015 May;21(3):220-224. [doi: 10.1097/PRA.0000000000000072]
[Medline: 25955265]

6. Engel GL. The need for a new medical model: a challenge for biomedicine. Science 1977 Apr 08;196(4286):129-136. [doi:
10.1126/science.847460] [Medline: 847460]

7. Mohr DC, Zhang M, Schueller SM. Personal sensing: understanding mental health using ubiquitous sensors and machine
learning. Annu Rev Clin Psychol 2017 May 08;13:23-47 [FREE Full text] [doi: 10.1146/annurev-clinpsy-032816-044949]
[Medline: 28375728]

8. Chung C, Cook J, Bales E, Zia J, Munson SA. More than telemonitoring: health provider use and nonuse of life-log data
in irritable bowel syndrome and weight management. J Med Internet Res 2015 Aug 21;17(8):e203 [FREE Full text] [doi:
10.2196/jmir.4364] [Medline: 26297627]

9. Kim Y, Heo E, Lee H, Ji S, Choi J, Kim J, et al. Prescribing 10,000 steps like aspirin: designing a novel interface for
data-driven medical consultations. In: Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems.
2017 Presented at: CHI '17: CHI Conference on Human Factors in Computing Systems; May 6 - 11, 2017; Denver Colorado
USA p. 5787-5799. [doi: 10.1145/3025453.3025570]

JMIR Ment Health 2021 | vol. 8 | iss. 11 | e25455 | p. 12https://mental.jmir.org/2021/11/e25455
(page number not for citation purposes)

Yoo et alJMIR MENTAL HEALTH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=mental_v8i11e25455_app1.pdf&filename=6210865d7af6d183eb26a949b0dd3a21.pdf
https://jmir.org/api/download?alt_name=mental_v8i11e25455_app1.pdf&filename=6210865d7af6d183eb26a949b0dd3a21.pdf
https://jmir.org/api/download?alt_name=mental_v8i11e25455_app2.pdf&filename=3a91ce85d3de9b9d7919a58f81ba8362.pdf
https://jmir.org/api/download?alt_name=mental_v8i11e25455_app2.pdf&filename=3a91ce85d3de9b9d7919a58f81ba8362.pdf
https://jmir.org/api/download?alt_name=mental_v8i11e25455_app3.pdf&filename=4b68e70b02a60e42e39c2bf376e02a21.pdf
https://jmir.org/api/download?alt_name=mental_v8i11e25455_app3.pdf&filename=4b68e70b02a60e42e39c2bf376e02a21.pdf
http://dx.doi.org/10.1037//0022-3514.66.1.206
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8126650&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=1556561&dopt=Abstract
http://dx.doi.org/10.1037//0022-006x.43.6.867
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=1194481&dopt=Abstract
https://doi.org/10.5465/255848
http://dx.doi.org/10.2307/255848
http://dx.doi.org/10.1097/PRA.0000000000000072
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25955265&dopt=Abstract
http://dx.doi.org/10.1126/science.847460
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=847460&dopt=Abstract
http://europepmc.org/abstract/MED/28375728
http://dx.doi.org/10.1146/annurev-clinpsy-032816-044949
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28375728&dopt=Abstract
https://www.jmir.org/2015/8/e203/
http://dx.doi.org/10.2196/jmir.4364
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26297627&dopt=Abstract
http://dx.doi.org/10.1145/3025453.3025570
http://www.w3.org/Style/XSL
http://www.renderx.com/


10. Pater JA, Farrington B, Brown A, Reining LE, Toscos T, Mynatt ED. Exploring indicators of digital self-harm with eating
disorder patients. Proc ACM Hum-Comput Interact 2019 Nov 07;3(CSCW):1-26 [FREE Full text] [doi: 10.1145/3359186]

11. Pirelli G, Otto R, Estoup A. Using internet and social media data as collateral sources of information in forensic evaluations.
Prof Psychol Res Pr 2016;47(1):12-17 [FREE Full text] [doi: 10.1037/pro0000061]

12. Coffey C, Batastini A, Vitacco M. Clues from the digital world: a survey of clinicians’ reliance on social media as collateral
data in forensic evaluations. Prof Psychol Res Pr 2018 Oct;49(5-6):345-354 [FREE Full text] [doi: 10.1037/pro0000206]

13. Golder SA, Macy MW. Diurnal and seasonal mood vary with work, sleep, and daylength across diverse cultures. Science
2011 Sep 30;333(6051):1878-1881. [doi: 10.1126/science.1202775] [Medline: 21960633]

14. Kosinski M, Stillwell D, Graepel T. Private traits and attributes are predictable from digital records of human behavior.
Proc Natl Acad Sci U S A 2013 Apr 09;110(15):5802-5805 [FREE Full text] [doi: 10.1073/pnas.1218772110] [Medline:
23479631]

15. Lazer D, Pentland A, Adamic L, Aral S, Barabasi A, Brewer D, et al. Social science. Computational social science. Science
2009 Feb 06;323(5915):721-723 [FREE Full text] [doi: 10.1126/science.1167742] [Medline: 19197046]

16. Coppersmith G, Dredze M, Harman C. Quantifying mental health signals in Twitter. In: Proceedings of the Workshop on
Computational Linguistics and Clinical Psychology: From Linguistic Signal to Clinical Reality.: Association for
Computational Linguistics; 2014 Presented at: Workshop on Computational Linguistics and Clinical Psychology: From
Linguistic Signal to Clinical Reality; June, 2014; Baltimore, Maryland, USA p. 51-60. [doi: 10.3115/v1/w14-3207]

17. De Choudhury M, Gamon M, Counts S, Horvitz E. Predicting depression via social media. Association for the Advancement
of Artificial Intelligence. 2013. URL: https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/icwsm_13.
pdf [accessed 2021-10-08]

18. Neimark G, Hurford MO, Digiacomo J. The internet as collateral informant. Am J Psychiatry 2006 Oct;163(10):1842. [doi:
10.1176/ajp.2006.163.10.1842]

19. Fisher CE, Appelbaum PS. Beyond googling: the ethics of using patients' electronic footprints in psychiatric practice. Harv
Rev Psychiatry 2017;25(4):170-179. [doi: 10.1097/hrp.0000000000000145] [Medline: 28504978]

20. Hobbs KW, Monette PJ, Owoyemi P, Beard C, Rauch SL, Ressler KJ, et al. Incorporating information from electronic and
social media into psychiatric and psychotherapeutic patient care: survey among clinicians. J Med Internet Res 2019 Jul
12;21(7):e13218 [FREE Full text] [doi: 10.2196/13218] [Medline: 31301127]

21. Deen SR, Withers A, Hellerstein DJ. Mental health practitioners' use and attitudes regarding the Internet and social media.
J Psychiatr Pract 2013 Nov;19(6):454-463. [doi: 10.1097/01.pra.0000438184.74359.88] [Medline: 24241499]

22. Jent JF, Eaton CK, Merrick MT, Englebert NE, Dandes SK, Chapman AV, et al. The decision to access patient information
from a social media site: what would you do? J Adolesc Health 2011 Oct;49(4):414-420 [FREE Full text] [doi:
10.1016/j.jadohealth.2011.02.004] [Medline: 21939873]

23. Baier AL. The ethical implications of social media: issues and recommendations for clinical practice. Ethics Behav 2018
Oct 11;29(5):341-351. [doi: 10.1080/10508422.2018.1516148]

24. Appelbaum PS, Kopelman A. Social media's challenges for psychiatry. World Psychiatry 2014 Feb;13(1):21-23 [FREE
Full text] [doi: 10.1002/wps.20085] [Medline: 24497238]

25. Lehavot K, Barnett J, Powers D. Psychotherapy, professional relationships, and ethical considerations in the myspace
generation. Prof Psychol Res Pr 2010 Apr;41(2):160-166 [FREE Full text] [doi: 10.1037/a0018709]

26. Hutton L, Henderson T. "I didn't sign up for this!": informed consent in social network research. In: Proceedings of the
Ninth International AAAI Conference on Web and Social Media. 2015 Presented at: Ninth International AAAI Conference
on Web and Social Media; May 26-29, 2015; Oxford, United Kingdom URL: https://ojs.aaai.org/index.php/ICWSM/article/
view/14593

27. Chancellor S, Birnbaum M, Caine E, Silenzio V, De Choudhury M. A taxonomy of ethical tensions in inferring mental
health states from social media. In: Proceedings of the Conference on Fairness, Accountability, and Transparency. USA:
ACM; 2019 Presented at: FAT* '19: Conference on Fairness, Accountability, and Transparency; January 29 - 31, 2019;
Atlanta GA USA p. 79-88. [doi: 10.1145/3287560.3287587]

28. Sleeper M, Balebako R, Das S, McConahy A, Wiese J, Cranor L. The post that wasn't: exploring self-censorship on facebook.
In: Proceedings of the 2013 conference on Computer supported cooperative work. USA: Association for Computing
Machinery; 2013 Presented at: CSCW '13: Computer Supported Cooperative Work; February 23 - 27, 2013; San Antonio
Texas USA p. 793-802. [doi: 10.1145/2441776.2441865]

29. Yoo DW, Birnbaum ML, Van Meter AR, Ali AF, Arenare E, Abowd GD, et al. Designing a clinician-facing tool for using
insights from patients' social media activity: iterative co-design approach. JMIR Ment Health 2020;7(8):e16969 [FREE
Full text] [doi: 10.2196/16969] [Medline: 32784180]

30. Saha K, Sugar B, Torous J, Abrahao B, Kıcıman E, De Choudhury M. A social media study on the effects of psychiatric
medication use. Proc Int AAAI Conf Weblogs Soc Media 2019 Jun 07;13:440-451 [FREE Full text] [Medline: 32280562]

31. Birnbaum ML, Ernala SK, Rizvi AF, Arenare E, R Van Meter A, De Choudhury M, et al. Detecting relapse in youth with
psychotic disorders utilizing patient-generated and patient-contributed digital data from Facebook. NPJ Schizophr 2019
Oct 07;5(1):17 [FREE Full text] [doi: 10.1038/s41537-019-0085-9] [Medline: 31591400]

JMIR Ment Health 2021 | vol. 8 | iss. 11 | e25455 | p. 13https://mental.jmir.org/2021/11/e25455
(page number not for citation purposes)

Yoo et alJMIR MENTAL HEALTH

XSL•FO
RenderX

https://doi.org/10.1145/3359186
http://dx.doi.org/10.1145/3359186
https://doi.org/10.1037/pro0000061
http://dx.doi.org/10.1037/pro0000061
https://doi.org/10.1037/pro0000206
http://dx.doi.org/10.1037/pro0000206
http://dx.doi.org/10.1126/science.1202775
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21960633&dopt=Abstract
http://www.pnas.org/cgi/pmidlookup?view=long&pmid=23479631
http://dx.doi.org/10.1073/pnas.1218772110
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23479631&dopt=Abstract
http://europepmc.org/abstract/MED/19197046
http://dx.doi.org/10.1126/science.1167742
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19197046&dopt=Abstract
http://dx.doi.org/10.3115/v1/w14-3207
https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/icwsm_13.pdf
https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/icwsm_13.pdf
http://dx.doi.org/10.1176/ajp.2006.163.10.1842
http://dx.doi.org/10.1097/hrp.0000000000000145
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28504978&dopt=Abstract
https://www.jmir.org/2019/7/e13218/
http://dx.doi.org/10.2196/13218
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31301127&dopt=Abstract
http://dx.doi.org/10.1097/01.pra.0000438184.74359.88
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24241499&dopt=Abstract
http://europepmc.org/abstract/MED/21939873
http://dx.doi.org/10.1016/j.jadohealth.2011.02.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21939873&dopt=Abstract
http://dx.doi.org/10.1080/10508422.2018.1516148
https://doi.org/10.1002/wps.20085
https://doi.org/10.1002/wps.20085
http://dx.doi.org/10.1002/wps.20085
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24497238&dopt=Abstract
https://doi.org/10.1037/a0018709
http://dx.doi.org/10.1037/a0018709
https://ojs.aaai.org/index.php/ICWSM/article/view/14593
https://ojs.aaai.org/index.php/ICWSM/article/view/14593
http://dx.doi.org/10.1145/3287560.3287587
http://dx.doi.org/10.1145/2441776.2441865
https://mental.jmir.org/2020/8/e16969/
https://mental.jmir.org/2020/8/e16969/
http://dx.doi.org/10.2196/16969
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32784180&dopt=Abstract
http://europepmc.org/abstract/MED/32280562
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32280562&dopt=Abstract
https://doi.org/10.1038/s41537-019-0085-9
http://dx.doi.org/10.1038/s41537-019-0085-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31591400&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


32. Fulford H, McSwiggan L, Kroll T, MacGillivray S. Exploring the use of information and communication technology by
people with mood disorder: a systematic review and metasynthesis. JMIR Ment Health 2016 Jul 01;3(3):e30 [FREE Full
text] [doi: 10.2196/mental.5966] [Medline: 27370327]

33. Ernala S, Birnbaum M, Candan K, Rizvi A, Sterling W, Kane J, et al. Methodological gaps in predicting mental health
states from social media: triangulating diagnostic signals. In: Proceedings of the 2019 CHI Conference on Human Factors
in Computing Systems.: Association for Computing Machinery; 2019 Presented at: CHI '19: CHI Conference on Human
Factors in Computing Systems; May 4 - 9, 2019; Glasgow Scotland, UK p. 1-16. [doi: 10.1145/3290605.3300364]

34. Gilbert E, Karahalios K. Predicting tie strength with social media. In: Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems. USA: Association for Computing Machinery; 2009 Presented at: CHI '09: CHI Conference
on Human Factors in Computing Systems; April 4 - 9, 2009; Boston MA, USA p. 211-220. [doi: 10.1145/1518701.1518736]

35. Rohan KJ, Rough JN, Evans M, Ho S, Meyerhoff J, Roberts LM, et al. A protocol for the Hamilton rating scale for depression:
item scoring rules, Rater training, and outcome accuracy with data on its application in a clinical trial. J Affect Disord 2016
Aug;200:111-118 [FREE Full text] [doi: 10.1016/j.jad.2016.01.051] [Medline: 27130960]

36. Carrión RE, Auther A, McLaughlin D, Olsen R, Addington J, Bearden C, et al. The global functioning: social and role
scales-further validation in a large sample of adolescents and young adults at clinical high risk for psychosis. Schizophr
Bull 2019 Jun 18;45(4):763-772 [FREE Full text] [doi: 10.1093/schbul/sby126] [Medline: 30351423]

37. Nowell LS, Norris JM, White DE, Moules NJ. Thematic analysis. Int J Qual Methods 2017 Oct 02;16(1):160940691773384.
[doi: 10.1177/1609406917733847]

38. Maizes V, Rakel D, Niemiec C. Integrative medicine and patient-centered care. Explore (NY) 2009;5(5):277-289. [doi:
10.1016/j.explore.2009.06.008] [Medline: 19733814]

39. Langhoff C, Baer T, Zubraegel D, Linden M. Therapist–patient alliance, patient–therapist alliance, mutual therapeutic
alliance, therapist–patient concordance, and outcome of CBT in GAD. J Cogn Psychother 2008 Mar 01;22(1):68-79. [doi:
10.1891/0889.8391.22.1.68]

40. Capone V. Patient communication self-efficacy, self-reported illness symptoms, physician communication style and mental
health and illness in hospital outpatients. J Health Psychol 2016 Jul;21(7):1271-1282. [doi: 10.1177/1359105314551622]
[Medline: 25274717]

41. Di Matteo D, Fine A, Fotinos K, Rose J, Katzman M. Patient willingness to consent to mobile phone data collection for
mental health apps: structured questionnaire. JMIR Ment Health 2018 Aug 29;5(3):e56 [FREE Full text] [doi:
10.2196/mental.9539] [Medline: 30158102]

42. Pina L, Sien S, Ward T, Yip J, Munson S, Fogarty J, et al. From personal informatics to family informatics: understanding
family practices around health monitoring. In: Proceedings of the 2017 ACM Conference on Computer Supported Cooperative
Work and Social Computing. USA: ACM; 2017 Presented at: CSCW '17: Computer Supported Cooperative Work and
Social Computing; February 25 - March 1, 2017; Portland Oregon, USA p. 2300-2315. [doi: 10.1145/2998181.2998362]

43. Cooper AA, Kline AC, Graham B, Bedard-Gilligan M, Mello PG, Feeny NC, et al. Homework "dose," type, and helpfulness
as predictors of clinical outcomes in prolonged exposure for PTSD. Behav Ther 2017 Mar;48(2):182-194. [doi:
10.1016/j.beth.2016.02.013] [Medline: 28270329]

44. McCarney R, Warner J, Iliffe S, van Haselen R, Griffin M, Fisher P. The Hawthorne effect: a randomised, controlled trial.
BMC Med Res Methodol 2007;7:30 [FREE Full text] [doi: 10.1186/1471-2288-7-30] [Medline: 17608932]

45. Back MD, Stopfer JM, Vazire S, Gaddis S, Schmukle SC, Egloff B, et al. Facebook profiles reflect actual personality, not
self-idealization. Psychol Sci 2010 Mar;21(3):372-374. [doi: 10.1177/0956797609360756] [Medline: 20424071]

46. Daugherty P, Wilson H. Human + Machine: Reimagining Work in the Age of AI. Massachusetts, United States: Harvard
Business Press; 2018.

47. Sussskind R, Sussskind D. The Future of the Professions: How Technology Will Transform the Work of Human Experts.
USA: Oxford University Press; Apr 01, 2017.

48. Ahmad M, Eckert C, Teredesai A. Interpretable machine learning in healthcare. In: Proceedings of the 2018 ACM
International Conference on Bioinformatics, Computational Biology, and Health Informatics. USA: ACM; 2018 Presented
at: BCB '18: 9th ACM International Conference on Bioinformatics, Computational Biology and Health Informatics; August
29 - September 1, 2018; Washington DC USA p. 559-560. [doi: 10.1145/3233547.3233667]

49. Ribeiro M, Singh S, Guestrin C. "Why should I trust you?": explaining the predictions of any classifier. In: Proceedings of
the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. USA: ACM; 2016 Presented
at: KDD '16: The 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining; August 13 -
17, 2016; San Francisco, California USA p. 1135-1144. [doi: 10.1145/2939672.2939778]

50. Torous J, Roberts LW. The ethical use of mobile health technology in clinical psychiatry. J Nerv Ment Dis 2017
Jan;205(1):4-8. [doi: 10.1097/NMD.0000000000000596] [Medline: 28005647]

51. Agnew-Davies R, Stiles WB, Hardy GE, Barkham M, Shapiro DA. Alliance structure assessed by the Agnew Relationship
Measure (ARM). Br J Clin Psychol 1998 May;37(2):155-172. [doi: 10.1111/j.2044-8260.1998.tb01291.x] [Medline:
9631204]

52. Ben-Zeev D, Drake R, Marsch L. Clinical technology specialists. Br Med J 2015 Feb 19;350:h945. [doi: 10.1136/bmj.h945]
[Medline: 25697164]

JMIR Ment Health 2021 | vol. 8 | iss. 11 | e25455 | p. 14https://mental.jmir.org/2021/11/e25455
(page number not for citation purposes)

Yoo et alJMIR MENTAL HEALTH

XSL•FO
RenderX

https://mental.jmir.org/2016/3/e30/
https://mental.jmir.org/2016/3/e30/
http://dx.doi.org/10.2196/mental.5966
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27370327&dopt=Abstract
http://dx.doi.org/10.1145/3290605.3300364
http://dx.doi.org/10.1145/1518701.1518736
http://europepmc.org/abstract/MED/27130960
http://dx.doi.org/10.1016/j.jad.2016.01.051
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27130960&dopt=Abstract
http://europepmc.org/abstract/MED/30351423
http://dx.doi.org/10.1093/schbul/sby126
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30351423&dopt=Abstract
http://dx.doi.org/10.1177/1609406917733847
http://dx.doi.org/10.1016/j.explore.2009.06.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19733814&dopt=Abstract
http://dx.doi.org/10.1891/0889.8391.22.1.68
http://dx.doi.org/10.1177/1359105314551622
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25274717&dopt=Abstract
https://mental.jmir.org/2018/3/e56/
http://dx.doi.org/10.2196/mental.9539
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30158102&dopt=Abstract
http://dx.doi.org/10.1145/2998181.2998362
http://dx.doi.org/10.1016/j.beth.2016.02.013
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28270329&dopt=Abstract
http://www.biomedcentral.com/1471-2288/7/30
http://dx.doi.org/10.1186/1471-2288-7-30
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17608932&dopt=Abstract
http://dx.doi.org/10.1177/0956797609360756
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20424071&dopt=Abstract
http://dx.doi.org/10.1145/3233547.3233667
http://dx.doi.org/10.1145/2939672.2939778
http://dx.doi.org/10.1097/NMD.0000000000000596
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28005647&dopt=Abstract
http://dx.doi.org/10.1111/j.2044-8260.1998.tb01291.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=9631204&dopt=Abstract
http://dx.doi.org/10.1136/bmj.h945
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25697164&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


53. Noel VA, Carpenter-Song E, Acquilano SC, Torous J, Drake RE. The technology specialist: a 21st century support role in
clinical care. NPJ Digit Med 2019;2:61 [FREE Full text] [doi: 10.1038/s41746-019-0137-6] [Medline: 31388565]

54. Braun KL, Kagawa-Singer M, Holden AE, Burhansstipanov L, Tran JH, Seals BF, et al. Cancer patient navigator tasks
across the cancer care continuum. J Health Care Poor Underserved 2012 Feb;23(1):398-413 [FREE Full text] [doi:
10.1353/hpu.2012.0029] [Medline: 22423178]

55. Sugar W. Nstructional technologist as a coach: impact of a situated professional development program on teachers’
technology use. J Technol Teacher Edu 2005;13:547 [FREE Full text]

56. Grady C. Enduring and emerging challenges of informed consent. N Engl J Med 2015 Feb 26;372(9):855-862. [doi:
10.1056/nejmra1411250]

57. Prentice K, Appelbaum P, Conley R, Carpenter W. Maintaining informed consent validity during lengthy research protocols.
IRB Ethics Hum Res 2007;29(6):1-6. [Medline: 18237078]

58. FDASIA health IT report: strategy and recommendations for a risk-based framework. Food and Drug Administration. 2014.
URL: https://www.fda.gov/about-fda/cdrh-reports/fdasia-health-it-report [accessed 2021-10-08]

59. Birnbaum ML, Rizvi AF, Confino J, Correll CU, Kane JM. Role of social media and the internet in pathways to care for
adolescents and young adults with psychotic disorders and non-psychotic mood disorders. Early Interv Psychiatry 2017
Aug;11(4):290-295 [FREE Full text] [doi: 10.1111/eip.12237] [Medline: 25808317]

60. Rieger A, Gaines A, Barnett I, Baldassano CF, Gibbons MB, Crits-Christoph P. Psychiatry outpatients' willingness to share
social media posts and smartphone data for research and clinical purposes: survey study. JMIR Form Res 2019 Aug
29;3(3):e14329 [FREE Full text] [doi: 10.2196/14329] [Medline: 31493326]

61. Torous J, Baker JT. Why psychiatry needs data science and data science needs psychiatry: connecting with technology.
JAMA Psychiatry 2016 Jan;73(1):3-4. [doi: 10.1001/jamapsychiatry.2015.2622] [Medline: 26676879]

Abbreviations
GF:S: Global Functioning: Social
HAM-D: Hamilton Depression Rating Scale

Edited by J Torous; submitted 02.11.20; peer-reviewed by K Stawarz, R Lee; comments to author 18.12.20; revised version received
11.02.21; accepted 22.06.21; published 16.11.21

Please cite as:
Yoo DW, Ernala SK, Saket B, Weir D, Arenare E, Ali AF, Van Meter AR, Birnbaum ML, Abowd GD, De Choudhury M
Clinician Perspectives on Using Computational Mental Health Insights From Patients’Social Media Activities: Design and Qualitative
Evaluation of a Prototype
JMIR Ment Health 2021;8(11):e25455
URL: https://mental.jmir.org/2021/11/e25455
doi: 10.2196/25455
PMID:

©Dong Whi Yoo, Sindhu Kiranmai Ernala, Bahador Saket, Domino Weir, Elizabeth Arenare, Asra F Ali, Anna R Van Meter,
Michael L Birnbaum, Gregory D Abowd, Munmun De Choudhury. Originally published in JMIR Mental Health
(https://mental.jmir.org), 16.11.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution
License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work, first published in JMIR Mental Health, is properly cited. The complete bibliographic
information, a link to the original publication on https://mental.jmir.org/, as well as this copyright and license information must
be included.

JMIR Ment Health 2021 | vol. 8 | iss. 11 | e25455 | p. 15https://mental.jmir.org/2021/11/e25455
(page number not for citation purposes)

Yoo et alJMIR MENTAL HEALTH

XSL•FO
RenderX

https://doi.org/10.1038/s41746-019-0137-6
http://dx.doi.org/10.1038/s41746-019-0137-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31388565&dopt=Abstract
http://europepmc.org/abstract/MED/22423178
http://dx.doi.org/10.1353/hpu.2012.0029
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22423178&dopt=Abstract
https://www.learntechlib.org/primary/p/4888/
http://dx.doi.org/10.1056/nejmra1411250
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18237078&dopt=Abstract
https://www.fda.gov/about-fda/cdrh-reports/fdasia-health-it-report
http://europepmc.org/abstract/MED/25808317
http://dx.doi.org/10.1111/eip.12237
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25808317&dopt=Abstract
https://formative.jmir.org/2019/3/e14329/
http://dx.doi.org/10.2196/14329
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31493326&dopt=Abstract
http://dx.doi.org/10.1001/jamapsychiatry.2015.2622
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26676879&dopt=Abstract
https://mental.jmir.org/2021/11/e25455
http://dx.doi.org/10.2196/25455
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

