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Abstract

Background: Online communities provide support for individuals looking for help with suicidal ideation and crisis. As community data are increasingly used to devise machine learning models to infer who might be at risk, there have been limited efforts to identify both risk and protective factors in web-based posts. These annotations can enrich and augment computational assessment approaches to identify appropriate intervention points, which are useful to public health professionals and suicide prevention researchers.

Objective: This qualitative study aims to develop a valid and reliable annotation scheme for evaluating risk and protective factors for suicidal ideation in posts in suicide crisis forums.

Methods: We designed a valid, reliable, and clinically grounded process for identifying risk and protective markers in social media data. This scheme draws on prior work on construct validity and the social sciences of measurement. We then applied the scheme to annotate 200 posts from r/SuicideWatch—a Reddit community focused on suicide crisis.

Results: We documented our results on producing an annotation scheme that is consistent with leading public health information coding schemes for suicide and advances attention to protective factors. Our study showed high internal validity, and we have presented results that indicate that our approach is consistent with findings from prior work.

Conclusions: Our work formalizes a framework that incorporates construct validity into the development of annotation schemes for suicide risk on social media. This study furthers the understanding of risk and protective factors expressed in social media data. This may help public health programming to prevent suicide and computational social science research and investigations that rely on the quality of labels for downstream machine learning tasks.

(JMIR Ment Health 2021;8(11):e24471) doi:10.2196/24471
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**Introduction**

**Background**

In the United States, suicide is a leading cause of death and a pressing public health concern [1,2]. Suicide rates have increased >30% over the past 20 years [2]. Suicide is preventable [1,3]—early identification and support of people at risk, such as those with suicidal ideation, is a proven strategy that can reduce suicide [3].

Digital communities and social networking platforms provide support to individuals who may be considering self-harm or suicide. Examples of such communities are r/SuicideWatch on Reddit [4-6], ReachOut [7-9], and TalkLife [10], which offer dynamic and organic support that assists those in need. For this aim, social media data have been harnessed as a naturalistic and unobtrusive source of information about how to improve suicide prevention [4,6,11-13].

A focus in recent research has been to conceptualize and quantify risk from web-based posts, thereby identifying who may be most in need of assistance. Suicide risk estimation assesses the likelihood that someone may attempt or die by suicide. For extracting measures of risk from these data, prior work has often conceptualized risk into categorical or ordinal groups—risk and not risky [4,6], a stoplight system of green, yellow, and red [7-9], or a 0 to 3 scale [13,14]. Categories are then mapped to training data for computational linguistic analysis and the development of machine learning models to quantify risk and potentially predict behavior [9,13,15-17].

Current quantifiable risk evaluations of suicidality map to a single perspective of evaluating risk, which focuses on aggregated notions of riskiness that may determine a response from a clinician. Instead of collapsing the notion of risk into a singular point, clinical and public health professionals instead often examine and track risk factors or attributes and characteristics that increase an individual’s likelihood of attempting suicide in the future [18]. Such health professionals also explore protective factors or characteristics and behaviors that decrease the probability of suicidal ideation, planning, or attempts [18,19]. These include both psychological factors, such as access to mental health care and treatment, and social factors, such as supportive family members. These factors are important as they provide resilience and a buffer against suicide [19,20]. Assessing both risk and protective factors provides a more nuanced and holistic view of the risk for suicide.

Labeling social media data for complex behaviors such as suicidality is simultaneously pervasive within research and challenging. Social media data do not include clinically validated signals of distress or diagnosis, and labels must therefore be generated. Agreeing on and applying these labels to data sets is difficult in part as the evaluation of mental health (especially for suicide risk) is more subjective and requires complex labeling schemes [21,22]. However, there are no current schemas that study risk and protective factors for suicidal ideation in social media data. Moreover, there are no practical guidelines on how to construct and validate annotation systems and schema for complex mental health behaviors in social media [23]. This is of critical concern given that recent research on mental health and social media has identified numerous challenges in how clinical and health signals are constructed, annotated, and verified in data sets [23-25]. The reliability and validity of these signals are essential for ensuring studies on social media data accurately measure what they claim to measure [26,27].

**Objective**

To address this problem, we draw on the vocabulary and tools of construct validity measurement from the social sciences to formalize an annotation scheme. Measures of validity have a long and rich history in social sciences (under the name of measurement modeling) [27], computational linguistics [28,29], and psychometrics [30,31]. In this study, we focused on construct validity, or “making inferences from the sampling particulars of a study to the higher-order constructs they represent” [27,32]. In our case, this allows us to translate the higher-order clinical concept of risk and protective factors to those in social media. By using construct validity as an anchoring concept for our research, we aim to produce more accurate, representative, and reliable labels of risk and protective factors from digital text.

In this study, we provide the development process, a first validation, and results for a framework for operationalizing and testing clinical concepts via social media data. We do so by assessing the risk and protective factors of suicidal ideation in r/SuicideWatch, a Reddit community dedicated to social support during a suicide crisis event. A team of experts in social media, mental health, public health, and suicide worked collaboratively to develop this annotation scheme. We have provided detailed descriptions and procedures for iterative development and validation. Finally, we tested this approach on 200 posts from the community and discussed the initial results of our annotations and how they reflect on studying suicidal ideation in social media.

Our work provides a formalized approach for developing annotation data for suicide and social media data. We have discussed the implications of this research as they relate to the development of rigorous and validated frameworks for assessing mental health on the web. This work also considers downstream applications, such as expert annotation, training laypersons for generating training data in machine learning, closed coding for qualitative analysis or for grounded evaluation of machine learning model outcomes that assess suicide risk and buffers.

**Methods**

Our **Approach to Labeling**

Our research goals connect to the larger area of labeling data—a problem that applies across fields outside of computer science, such as linguistics [28] and psychometrics [30,31]. Given these considerations and our priorities for exploring construct validity through labeling [33], we designed a novel and iterative process for building an annotation scheme to evaluate suicide risk and protective factors in social media posts. We adopted the socioecological framework as the basis for labeling these factors. Initially focused on the sociological study of human development [34], socioecological models help conceptualize...
the dynamic and interrelated factors that influence outcomes in psychological behaviors [34], and in our case, suicidal ideation [2,35]. In addition to personal and individual factors, this model accounts for circumstances such as relationships, community, and social pressures that affect well-being.

Creating labels that accurately capture what is of interest is tied to construct validity, the degree to which a practical measure or label captures what theoretical concept it claims to measure [32]. Guided by the approach of Simms and Watson [31] to construct validity and psychometric instruments, we formalized an approach to annotation scheme development that aligns around two core questions for construct validity:

1. Is this annotation system needed, useful, and in alignment with prior work and expertise?
2. Is the annotation system reflective of the prior literature and able to be applied reliably across a research team?

We present an overview of this process in Figure 1. The first question approximates the process of substantive validity, which Simms and Watson [31] argue is “centered on the tasks of construct conceptualization and development of the initial item pool.” We expand on the approach by Simms and Watson [31] for development to include crucial input from stakeholders and possibly participants for whom labels will be applied, adopting a stakeholder-driven and human-centered approach to social media data analysis [36]. The data set of interest and a pilot annotation scheme can then be developed.

Next comes the structural validity phase, where the scheme was tested against the construct in practical and measurable ways. We focused on two strategies for reaching consensus: small-scale testing and refinement of items and intergroup reliability testing. Raters apply the ratings to a random but small set of new examples from the social media corpus and engage in group discussions to adjust items and themes. Once consensus was reached, the raters independently annotated a larger batch of posts and recorded the metrics of interrater reliability to evaluate the consistency of the scheme.

In the following sections, we describe our application of this procedure to suicide risk and protective factors in social media data.

Figure 1. An overview of our annotation process.

Data Collection and Preparation

Source of Data

We used data from Reddit, a social media site organized into subreddits, individual communities organized around topic areas. We chose to study r/SuicideWatch, given its focus and interest from prior work [4,13,37,38] and ample text space for content (50,000 characters).

In June 2019, we gathered our data set from r/SuicideWatch (r/SW) from archived, public Reddit data through Google’s BigQuery data storage platform, acquiring all data between January 2016 and February 2019. We then prefiltered the data set to remove content deleted by either moderators or users, as indicated by the [deleted] and [removed] tags. We also removed content posted by the subreddit’s moderators and the user u/AutoModerator, a Reddit bot designed to automate moderation tasks.

Next, we selected 1000 posts to build an annotation data set, randomly sampled without replacement, for constructing all piloting data sets and the final annotation data set. We discarded posts that had short (>5 words, including the title) or long text content (>1500 words), as requested after a few rounds of piloting by 2 members of the research team. Short posts were removed because of the difficulty in providing meaningful annotations about the risk or protective factors; annotators found...
it difficult to evaluate concrete factors with no details. Long posts often contained so much information that they overwhelmed the labeling schema. Together, these posts were very rare in our sample of 1000 posts—<20 posts or <2%. We also manually inspected each post to remove those that asked for help on behalf of someone else or that were about suicide bereavement (around 10 posts or 1%). We then gathered descriptive statistics for our data set, as shown in Table 1.

### Table 1. Summary statistics for the 1000-candidate post data set.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of unique users</td>
<td>984</td>
</tr>
<tr>
<td>Post length (words), mean (SD)</td>
<td>221.81 (267.98)</td>
</tr>
<tr>
<td>Median length</td>
<td>141</td>
</tr>
</tbody>
</table>

### Data Deidentification

Following best practices for detailed annotation of suicide content [15,33,39], we deidentified each post to remove personal details. We first removed any mention of usernames or links from the posts. Next, we tagged all person, organization, or location names using Stanford’s Named Entity Recognizer through the nltk Python library. We replaced any tagged words with placeholder text (eg, named locations with the term LOCATION). To verify that these data were deidentified, the researcher responsible for gathering the data set manually checked and edited any posts to remove identifiable information, as necessary. After this step, the data were passed to the broader research team for coding.

### Research Team and Positionality

The research team included 4 experts with complementary experiences across social media, mental health, public health, and suicide. This approach represents an interdisciplinary collaboration that considers public health, clinical, and social computing perspectives.

A total of 2 researchers are public health experts with additional backgrounds in psychology and clinical medicine. The other 2 researchers are computer scientists who are experts in social media and mental health. The team also included people with lived experiences of mental illness. Together, they have extensive experience working in high-risk mental health behaviors, such as suicide, expressed through social media.

### Designing the Annotation Scheme

#### Phase 1: Evaluation of Context and Preliminary Item Development

To begin the initial development, we drew on several sources to understand the risk and protective factors. First, we reviewed the classification schemes used by the Centers for Disease Control and Prevention’s National Violent Death Reporting System (NVDRS). NVDRS is a state-based system that collects data from multiple sources (eg, death certificates, coroner and medical examiner reports, law enforcement, and toxicology reports) to provide context for violence-related deaths, including suicide [40]. The NVDRS collects information about many risk factors for suicide, such as preceding health and mental health problems, as well as social and environmental factors associated with suicide. In addition, the research team drew on other work in suicide and social media [13,41], the relevant literature on risk and protective factors [40,42], and their experiences engaging with online mental health communities to create an initial version of the scheme.

This annotation scheme included questions related to suicidality and public health. Each item contained an overview defining and clarifying the item and excluding other categories. For example, the risk factor “crisis in past 2 weeks or upcoming 2 weeks” was paired with the following text for annotators: “Direct language that the event caused or contributed to the suicidal ideation or behavior is not required to code ‘yes’. Use judgment to determine the time frame. Variable may overlap with other categories (eg, house foreclosure, court date for criminal offense).”

In addition to risk and protective factors, we also captured supplementary information useful in contextualizing risk and protective factors and complementing the use of this survey by stakeholders in suicide prevention (eg, national public health authorities, web-based moderators, and supportive others). The literature points to discussion or intentions with methods of harm as a key part of assessing intention and risk; therefore, we developed an item related to potential methods that an individual may discuss. We also included demographic information volunteered by the poster in r/SW, including self-stated gender and age, as well as whether the poster states that they are in the United States. See Multimedia Appendix 1 for the extended items, definitions, and clarifications of the annotators.

#### Initial Piloting and Adjustments

A total of 2 members of the team then independently piloted the scheme on 25 random posts drawn from the candidate data set. A total of 2 undergraduate research assistants also piloted the scheme for clarity and interpretability. The 2 members of the research team reported taking 30-45 minutes on the task, and the undergraduates took longer, between 45 minutes and an hour. All took detailed notes on their experiences; then, the team discussed their findings to come to a consensus and refined the scheme based on content:

- Assumptions around depressed mood: there was substantial conversation around annotating if the poster had “depressed mood and mental health problems.” The nature of posting in a suicide crisis forum would be inferred to indicate the presence of suicidal thoughts or considerations and some common mental health conditions, such as depression. On the basis of the pilot and to increase precision and sensitivity to identifying mental health conditions that may be contributing to suicide risk, the initial risk factor of “depressed mood and mental health” was refocused to...
include only explicit mentions of mental health diagnosis and symptoms other than suicidality.

- Write-in risk and protective factors: the annotation task presented situations where the annotators found risk or protective factors unaccounted for in the categories, though not prevalent enough to warrant a separate category (such as care for family members and dependents). For these, we added a write-in option to the risk and protective factor questions.

During this iteration phase, we also refined the scheme for practical concerns with labeling:

- **Unable to determine** signifier: for demographic questions, we added an option of *cannot tell/not indicated* to assist annotators in indicating their confidence that not enough information was provided to assess the poster’s gender, age category, or possible location.

- **Removed any risk or protective factor present** category: this category was duplicated with other labels in the other categories, and the annotators did not feel it was useful to potential future efforts to connect factors to suicide interventions.

**Phase 2: Formal Testing and Refinement, Initial Evaluations**

After the initial version of the scheme was piloted, 2 team members annotated three rounds of posts randomly sampled without replacement from our candidate data set. Each time, they annotated 20-25 posts and then began checking for internal agreement. Between each round, all researchers met to clarify inconsistencies and better separate categories. Inconsistencies often involved discussing a single post’s annotations or how to finesse the descriptions and definitions of items to strengthen consensus.

**Interrater Agreement and Reliability Measurements**

To evaluate internal validity, we selected 20 posts that were independently annotated by 2 raters on the team with experience in public health and mental health. For categories that were borderline on good-to-strong agreement, we supplemented those with an additional 20 posts for annotation. To quantitatively evaluate the agreement for each subitem or question, we used Gwet AC-1 over Cohen $\kappa$ or raw percentage agreement. Although Cohen $\kappa$ is frequently used for interrater reliability evaluations [43], Cohen $\kappa$ does not adjust for rare category representations within data sets [44,45]. Gwet AC-1 manages rare or infrequent events better than Cohen $\kappa$ and avoids the pitfalls of large class sizes when evaluating straightforward percentage agreements. In the final version, we saw strong agreement (Gwet AC-1>0.6) across all but one item (*explicit statement of mental health symptoms or diagnosis other than suicidality*).

**Final Ratings for 200 Posts and Exploratory Factor Analysis**

After establishing interrater agreement and consistency for evaluation, the 2 annotators rated 100 posts each. They rated these items independently, and we counted their annotations together for a total of 200 posts. The expert raters reported that this took between 1 and 3 minutes per post, depending on the post’s length. The results from this analysis are presented in Table 2.
Table 2. Independent annotations of 200 posts (N=200).

<table>
<thead>
<tr>
<th>Annotation category</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Risk factors (included at least one)</strong></td>
<td></td>
</tr>
<tr>
<td>Crisis in past 2 weeks or upcoming 2 weeks</td>
<td>11 (5.5)</td>
</tr>
<tr>
<td>Social or relationship problem</td>
<td>102 (51)</td>
</tr>
<tr>
<td>Finance or job problem</td>
<td>48 (24)</td>
</tr>
<tr>
<td>Physical health problem</td>
<td>18 (9)</td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td>10 (5)</td>
</tr>
<tr>
<td>Other substance use problem</td>
<td>11 (5.5)</td>
</tr>
<tr>
<td>Legal problem</td>
<td>4 (2)</td>
</tr>
<tr>
<td>School- or academic-related problem</td>
<td>26 (13)</td>
</tr>
<tr>
<td>Death of a friend or family member</td>
<td>7 (3.5)</td>
</tr>
<tr>
<td>Explicit statement of mental health symptoms or diagnosis other than suicidality</td>
<td>98 (49)</td>
</tr>
<tr>
<td>History of abuse or witnessing violence in childhood</td>
<td>17 (8.5)</td>
</tr>
<tr>
<td><strong>Protective factors (included at least one)</strong></td>
<td></td>
</tr>
<tr>
<td>Positive social support presence in life</td>
<td>92 (46)</td>
</tr>
<tr>
<td>Desire to get better or feel better</td>
<td>59 (29.5)</td>
</tr>
<tr>
<td>Lack of means to harm self (perceived or actual)</td>
<td>8 (4)</td>
</tr>
<tr>
<td>Engagement in activities</td>
<td>15 (7.5)</td>
</tr>
<tr>
<td>Sense of purpose or hope</td>
<td>9 (4.5)</td>
</tr>
<tr>
<td>Access to health or mental health care</td>
<td>33 (16.5)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>48 (24)</td>
</tr>
<tr>
<td>Female</td>
<td>29 (14.5)</td>
</tr>
<tr>
<td>Transgender</td>
<td>9 (4.5)</td>
</tr>
<tr>
<td>Cannot tell or not indicated</td>
<td>114 (57)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>High school or younger (&lt;18)</td>
<td>24 (12)</td>
</tr>
<tr>
<td>College (18-22)</td>
<td>21 (10.5)</td>
</tr>
<tr>
<td>Postcollege (23-29)</td>
<td>14 (7)</td>
</tr>
<tr>
<td>Young adult unspecified (any age&lt;30)</td>
<td>30 (15)</td>
</tr>
<tr>
<td>Adult (&gt;30)</td>
<td>12 (6)</td>
</tr>
<tr>
<td>Cannot tell or not indicated</td>
<td>99 (49.5)</td>
</tr>
<tr>
<td><strong>Mechanism</strong></td>
<td></td>
</tr>
<tr>
<td>Firearm</td>
<td>12 (6)</td>
</tr>
<tr>
<td>Suffocation, hanging, or strangulation</td>
<td>11 (5.5)</td>
</tr>
<tr>
<td>Poisoning</td>
<td>23 (11.5)</td>
</tr>
<tr>
<td>Harm using sharp instruments or cutting</td>
<td>23 (11.5)</td>
</tr>
<tr>
<td>Fire or burns</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Fall</td>
<td>9 (4.5)</td>
</tr>
<tr>
<td>Drowning</td>
<td>3 (1.5)</td>
</tr>
<tr>
<td>Motor vehicle or train accident</td>
<td>7 (3.5)</td>
</tr>
<tr>
<td><strong>Post from inside the United States</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>175 (87.5)</td>
</tr>
</tbody>
</table>
Finally, we conducted a correlational analysis using tetrachoric correlations and exploratory factor analysis (EFA) to determine the relationships between individual protective and risk factors. EFA is a technique commonly used in scale development and psychometrics to evaluate whether any variables in a scheme, survey, or instrument are correlated such that they may be explained by unobservable or underlying variables called factors \[46\]. This allows us to inspect for potential overlap with correlations and how the schema may be reduced in future work. For EFA, we separated risk and protective factors, as these items were developed distinct from each other and had the most potential for common concepts and underlying factors. We conducted EFA using minimum residuals on the tetrachoric correlational matrix, and we reported the results using parallel analysis \[46\]. These are available in the psych package in R (R Core Team).

**Results**

**Agreement Between 2 Raters**

The final scheme items and their agreement scores are listed in Table 3. We saw strong results that indicated our annotation scheme was consistent between the 2 raters.

<table>
<thead>
<tr>
<th>Annotation category</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>14 (7)</td>
</tr>
<tr>
<td>Cannot tell or not indicated</td>
<td>11 (5.5)</td>
</tr>
</tbody>
</table>
Table 3. Interrater reliability between raters in the final data set.

<table>
<thead>
<tr>
<th>Question</th>
<th>Agreement, %</th>
<th>AC-1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Risk factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crisis in past 2 weeks or upcoming 2 weeks</td>
<td>90</td>
<td>0.87</td>
</tr>
<tr>
<td>Social or relationship problem</td>
<td>81</td>
<td>0.64</td>
</tr>
<tr>
<td>Finance or job problem</td>
<td>90</td>
<td>0.85</td>
</tr>
<tr>
<td>Physical health problem</td>
<td>95</td>
<td>0.94</td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Other substance use problem</td>
<td>98</td>
<td>0.97</td>
</tr>
<tr>
<td>Legal problem</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>School- or academic-related problem</td>
<td>90</td>
<td>0.86</td>
</tr>
<tr>
<td>Death of a friend or family member</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Explicit statement of mental health symptoms or diagnosis other than suicidality(^a)</td>
<td>78</td>
<td>0.57</td>
</tr>
<tr>
<td>History of abuse or witnessing violence in childhood</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td><strong>Protective factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive social support present in life(^a)</td>
<td>90</td>
<td>0.81</td>
</tr>
<tr>
<td>Desire to get better or feel better(^a)</td>
<td>80</td>
<td>0.68</td>
</tr>
<tr>
<td>Lack of means to harm self (perceived or actual)</td>
<td>95</td>
<td>0.95</td>
</tr>
<tr>
<td>Engagement in activities</td>
<td>93</td>
<td>0.92</td>
</tr>
<tr>
<td>Sense of purpose or hope</td>
<td>88</td>
<td>0.86</td>
</tr>
<tr>
<td>Access to physical or mental health care</td>
<td>90</td>
<td>0.86</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>93</td>
<td>0.89</td>
</tr>
<tr>
<td>Female</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Transgender</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Cannot tell or not indicated</td>
<td>90</td>
<td>0.81</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or younger (&lt;18)</td>
<td>98</td>
<td>0.97</td>
</tr>
<tr>
<td>College (18-22)</td>
<td>98</td>
<td>0.97</td>
</tr>
<tr>
<td>Postcollege (23-29)</td>
<td>98</td>
<td>0.97</td>
</tr>
<tr>
<td>Young adult unspecified (any age&lt;30)</td>
<td>88</td>
<td>0.83</td>
</tr>
<tr>
<td>Adult (&gt;30)</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Cannot tell or not indicated</td>
<td>85</td>
<td>0.72</td>
</tr>
<tr>
<td><strong>Method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firearm</td>
<td>98</td>
<td>0.97</td>
</tr>
<tr>
<td>Suffocation, hanging, or strangulation</td>
<td>nan(^b)</td>
<td>nan</td>
</tr>
<tr>
<td>Poisoning</td>
<td>98</td>
<td>0.97</td>
</tr>
<tr>
<td>Sharp instrument or cutting</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Fire or burns</td>
<td>nan</td>
<td>nan</td>
</tr>
<tr>
<td>Fall</td>
<td>98</td>
<td>0.97</td>
</tr>
<tr>
<td>Drowning</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Motor vehicle or train</td>
<td>nan</td>
<td>nan</td>
</tr>
<tr>
<td><strong>Post in the United States</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Results of Annotation for 200 Posts

In Table 2, we present the independent annotations of 200 posts. We provide quotes for the context that has been edited to protect participants’ identities.

Out of 200 posts, about 164 (82%) posts included at least one risk factor, and 128 (64%) posts included at least one protective factor. Related to this, 31% (62/200) described a possible mechanism for a current or past attempt at suicide. Of all 200 posts, 189 (94.5%) had either a protective or risk factor, leaving only 11 (5.5%) posts that did not. We manually inspected these 11 posts, and these tended to be very short posts with little information about the person’s unique circumstances (e.g., the entire post was “that calm when you finally decided–yea i’m gonna do it”). We noted that very short posts were difficult for annotators because of their length, and this limited the ability to apply this scheme to them. However, most posts were rich enough for annotation by the data set and indicated that community members were willing to disclose suicide risk and protective factors.

Analysis of Risk and Protective Factors

In Tables 4 and 5, we present histograms of the count of risk and protective factors by post. This shows that many posters have more than one risk or protective factor that they mention, indicating multiple avenues for support that may not have been captured through the evaluation of risk in a binary classification system.

Table 4. Risk factors per post.

<table>
<thead>
<tr>
<th>Number of risk factors present in post</th>
<th>Count in data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>36</td>
</tr>
<tr>
<td>1</td>
<td>56</td>
</tr>
<tr>
<td>2</td>
<td>49</td>
</tr>
<tr>
<td>3</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5. Protective factors per post.

<table>
<thead>
<tr>
<th>Number of protective factors present in post</th>
<th>Count in data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>72</td>
</tr>
<tr>
<td>1</td>
<td>65</td>
</tr>
<tr>
<td>2</td>
<td>41</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

The most prevalent risk factors were social or relationship problems (102/200, 51%), mental health symptoms (98/200, 49%), financial or job problems (48/200, 24%), school or academic problems (26/200, 13%), and physical health problems (18/200, 9%). We noted that over half of all posts mentioned social and relationship problems in their posts. These included trouble with family members (“I can’t stay with my family for another 10 months”), breakups (“I miss my ex so much, but he doesn’t care about me and has forgotten me with his new girlfriend”), and the absence of relationships and friends (“I can’t really say I’ve had a friend in the last 5 years”). Combinations of these factors also included navigating the devastating effects that mental health symptoms have on relationships and friendships (“I’ve tried to hide my depression from my friends for years, but my best friend is so exhausted dealing with me. She must know by this point...”). For mental health symptoms, many noted that their symptoms recurred or were not well treated or that their relationship with their therapist
or medical professional was not supportive. Write-in examples for risk factors were varied and included circumstances such as cutting and self-injury and losing access to technology.

The most prevalent protective factors were positive social support (92/200, 46%), desire to get or feel better (59/200, 29.5%), access to health or mental health care (33/200, 16.5%), and engagement in activities (15/200, 7.5%). Examples of posts that indicated positive social support included support from family and friends (“A friend recommended me for a job”) and worries about disappointing supportive people in their lives (“I’m so scared because my mom couldn’t handle it if I weren’t here, but I’m so miserable.”). Those who desired to get or feel better described both the active desire to get better (“I want to believe that I’ll get through these feelings”) and the negative desire to not die (“I really don’t want to die, but I can’t keep living like this either”). In addition to these categories, our annotators also identified other protective factors mentioned by the posters, such as how their religion discouraged suicide as a solution.

Analysis of Demographic and Methods Factors

Only 43% (86/200) of posts included a discernable indication of their gender. Of the posters who mentioned their gender, 56% (48/86) were male. We noticed that gender was mentioned in the post body (eg, “hi I’m 26/M and struggling”), in the context of risk or protective factors (“there’s no way I’m better than the other men she loves”), or in the mental health struggles they were currently encountering (“my gender dysphoria is very bad tonight, please help”). Of the 200 posts, 9 (4.5%) had people who identified as transgender, gender fluid, or nonbinary identities. These individuals often described being closeted for their true gender or frustrations around being misgendered.

As for age, approximately half of the posts (101/200, 50.5%) indicated the person’s age group. The largest age group on the forum was young adults aged >30 years, with many of them being in college (21/200, 10.5%), and some being in high school (24/200, 12%). Many posts mentioned age in passing, with no connection to circumstances surrounding their ideation (“19yo—please help”). However, some posts often related to age as a factor for both risk (“I’m 58 and I’ve wasted my whole life”) and protective (“I know I’ll graduate [college] soon, and then it’ll be easier”) factors.

About 31% (62/200) of total posts described a possible mechanism for a current or past attempt at suicide. For posts that include a mechanism, these posts mention only one, and those in descending order are poisoning (23/200, 11.5%), sharp instruments and cutting (23/200, 11.5%), and self-injury via firearms (12/200, 6%). Some of these posts mention it in the context of past attempts (“I tried to drown myself”) or in present or future possibilities.

Finally, we examined whether posts indicated that they were in the United States. We found that 87.5% (175/200) of posts were inferred to be from posters in the United States. As we removed location details from the posts, this category was generated mostly from inferences about context. This included current details (“I make about 30k a year”) or past history of the participant (“we moved a lot between k-12”). Other contextual details were indicative for people not in the United States, such as the context of learning a new language after moving to a new and small country, or other personal indicators (“I only weigh 8 stone”).

Item Correlations and Factor Analysis on 200 Posts’ Ratings

First, we present the correlations of the variables in Figures 2 and 3 using tetrachoric correlations. Tetrachoric correlations are useful for measuring the strength of correlations between binary or dichotomous data. Colored or shaded cells indicate significance at the P<.01 level after applying the Benjamini-Yekutieli correction to account for false discovery rate.

Many variables show correlations with other risk and protective factors. Some correlations are relatively strong, such as the correlation between legal and financial concerns (r=0.53) and abuse and social factors (r=0.54). The correlations of the factors themselves are not surprising based on prior work on suicide prevention, as many factors are independently related to each other [47]. For instance, research has shown the impact of abuse and violence in childhood, commonly reframed from adverse childhood experiences, and their connections to negative outcomes in adulthood [48], such as alcohol (r=0.27) and substance abuse (r=0.4). We saw similar correlational strengths in the protective factors. There is a very strong correlation between the complementary factors of having a sense of purpose in one’s life and the ability to feel better (r=0.70). We noted the distinctiveness of the lack of means to harm oneself, which showed no significant correlations with any other factors. We hypothesized that this factor might be distinctive from the others, and future work should explore the independence of this factor.
Next, we present the EFA for our analysis, relying on the tetrachoric correlations we used earlier. We opted for parallel analysis rather than the scree plot of the eigenvalues as there was no distinctive elbow for risk factors, a common signal for effective interpretations of scree plots, as shown in Figures 4 and 5 for risk and protective factors, respectively. Parallel analysis is a complementary evaluation technique to scree plots that use simulated data to evaluate factor reduction [46]. Parallel analysis pointed to five unobserved factors for risk and 3 unobserved factors for protection. Both models have a reasonable percentage of variance explained—73% of variance explained for a reduced model of five risk factors and 57% of variance explained for a reduced model of three protective factors (we expect between 60% and 70% of variance explained, per DeVellis [46]). This aligns with our conceptual model that there is distinctiveness among the socioecological factors proposed in prior work.
Discussion

Principal Findings

Our work responds to recent calls within computer science to better operationalize concepts for social media analysis [25-27]. We did so through the synthesis of procedures, vocabulary, and perspectives of measurement and validity literature in linguistics [28] and psychometrics [30,31]. We have provided a more formalized, step-by-step approach to generate annotations for social media analysis for mental health.

This work affects public health and computational research by better conceptualizing risk and protective factors that influence suicidality. Leading public health data about suicidality are largely generated from suicide decedents, and information on precise circumstances and precipitants influencing individuals at risk of suicide is lacking. Large-scale information on suicide ideation is valuable as it provides information on a time point that is upstream of significant morbidity. This may help improve public health programs to prevent suicide, such as programs to enhance protective factors such as social connectedness [49].

Furthermore, this research points to improvements in the computational analysis of social media data for mental health and suicide. With more testing and a larger volume of samples, we envision that our annotation scheme can be used in semiautomated machine learning systems that screen natural
language for mention of risk and protective factors. These systems could eventually direct support and resources to those with more urgent risk or with complementary protective factors that may assist in mitigating crisis (such as shared experiences and social connections) [1].

**Comparison With Previous Work**

Social media data have been a fruitful data source for research on suicide. Many studies have attempted to distinguish whether an individual is suicidal [14,41,50] or may attempt suicide in the future [51]. Early research by Coppersmith et al [51] used the disclosure of a past suicide attempt to understand the pathology of risk. Another study identified 6 categories of suicide-related disclosures, such as public awareness campaigns and memorial campaigns alongside legitimate disclosures [41]. De Choudhury et al [5] studied shifts in Reddit to suicidal ideation from other mental health subreddits, and Kavuluru et al [38] designed a classification approach to detect helpful comments on r/SuicideWatch [37].

The dominant model for understanding suicide on social media has focused on risk, operationalized into categories of low, medium, or high. In early work, Homan et al [14] adopted a manual annotation process to verify the veracity and trustworthiness for clinical diagnosis of a mental disorder that is then fed to language models to understand distress and suicide risk. These annotation surveys and schemes are in service of annotation for automated or artificial intelligence systems. O’Dea et al [12] used Twitter data to develop an annotation scheme for mixed-expertise coders to annotate among strongly concerning, possibly concerning, or safe to ignore, which is then used for prediction. Building off shared tasks in natural language processing [52,53], both Milne et al [54] and Cohan et al [7] designed a survey that annotated with the stoplight system of green-amber-red-crisis, which was then fed to machine learning models to improve moderator responsiveness on ReachOut. Closest to our study, Shing et al [13] developed an ordinal risk assessment annotation with four categories for Reddit suicide crisis data, with mental health experts as annotators compared with the crowd. An active area of research innovates in strategies for assessing mental health signals and generating labels. Some studies used trained medical professionals to generate labels [12,13]. Although this approach is promising because of its direct connection to everyday clinical practice, scaling this specialized skill to the number of posts needed for stable social media analysis is burdensome for clinicians with outside responsibilities and busy schedules [24]. Researchers have developed scalable labeling strategies for use by people other than clinicians, which have been called proxy signals in prior work [24,33]. Although these approaches aim to distribute labor, recent work has called into question whether these proxy signals measure what they claim to measure. Emrala et al [24] empirically compared the outcomes of proxy signals derived from prior work and found that computational models had poor external validity on verified patient data for patients with schizophrenia. Similarly, Chancellor and De Choudhury [23] found that there has been little research evaluating clinical constructs in social media data.

Together, this research points to gaps in the approaches to the annotation of suicidal behaviors. As social media data do not, by default, include clinically validated labels of suicide, processes relying on these signals must be replicable and reliable. Our study responds to and makes the first attempt at reconciling these criticisms in a labeling task designed to annotate risk and protective factors in social media data.

**Considerations for Developing New Schema for Annotation**

We believe our approach can be extended to other cases where teams need high-quality annotations from social media data in mental health and beyond. In this section, we provide an overview of the considerations and guiding questions to adopt this framework in new schema development.

**Problem Framing and Domain Expertise**

Problem framing is both the origin and evaluation point for research and practice and is a core component of construct validity. Although computer scientists are experts in technical methods and social media, they do not carry the same background, intuition, and framing expertise as psychiatrists and psychologists, researchers in medicine and psychology, social workers, or other experts. The right set of domain experts can make it clear how to instantiate certain concepts in surveys and adjust and evaluate concepts to align with notions of construct validity. Do our definitions of illness or behavior hold up to appropriate disciplinary scrutiny [23]? What, specifically, is the exact problem to evaluate? We strongly encourage working with experts in mental health as a de facto standard in work that bridges mental illness and computer science to assist with questions of construct validity.

**Source of Social Media Data**

In addition to problem framing, the social media data source will need to be evaluated for its capacity to provide insight into a question. Different platforms and affordances, subcommunities, and normative practices may lend themselves to answering certain kinds of questions about mental health and human behavior. Can social media data from a specific platform answer the question that the team wants to solve, or do modifications need to be made to the community data source, platform, or questions being asked?

**Automated and Deliberate Filtering**

Social media data are almost always processed, filtered, or curated by both the platform and the research team. Data gathering techniques may be altered by the platform, preventing the curation of a truly random sample (Twitter data streams typically provide 1%-5% of all data), and research teams may choose to remove posts that do not meet certain objective criteria for length or language patterns. For instance, we chose to remove very short and very long posts from our annotations from expert requests. What are the impacts of different kinds of filtering on the generalizability of the findings or schema?

**The Tradeoff Between Complexity and Validity**

A crucial balancing act will come between the complexity of the schema and the schema’s validity. We anticipate that a schema that has the highest levels of construct validity will also
be time consuming given the schema’s length. Simplification may be necessary to reduce time and resource costs. The same simplification can quickly become a dangerous abstraction that loses the ability to evaluate the original concept, a shadow of its original concepts, and may lead to erroneous conclusions. However, the simplification of a schema to core factors is a subfield of psychology. Methods such as EFA can assist in the process of robustly condensing schema, but this requires the appropriate use of new methods. What are the most robust strategies for managing complexity and validity?

**Who Does the Labeling?**

In addition to the development of schema, the actual people and groups that label social media data are just as important as the development of the schema itself. Domain experts are ideally the best to label posts; however, their time is valuable and constrained. In computer science, researchers have turned to nondomain experts and crowd workers on sites such as Mechanical Turk to quickly label large batches of data [13].

Although crowd workers have been adopted for tasks such as image labeling, their utility in subjective tasks such as mental health evaluations is a nascent area of study. Most studies use simplified versions of risk evaluations, such as the promising work of Shing et al [13] in suicide risk assessment, and do not use an expanded schema similar to ours. Who are the best sources of labels for robust schema, and how do they diverge from more accurate assessments? What thresholds of accuracy from different groups are appropriate for evaluating social media data?

**Resource Management**

In ideal production scenarios, there would be plenty of time to develop a robust schema and test and label thousands of posts. However, this is infeasible in practice, especially in professional environments where the time of experts is limited, and costs may drive decision-making. What resource tradeoffs are appropriate for maintaining quality standards? How many high-quality annotations can be generated, and does this ensure that a model or finding is robust? What emerging ethical and moral questions arise from the tradeoffs required for resource management?

**Software for Annotation Schemas**

There are many ways to format and deploy a schema through software that may have secondary impacts on time to completion, perceived complexity, and accuracy. Work in the field of human-computer interaction and crowd working considers how technical design tradeoffs may affect these variables. For example, our raters found Google Forms burdensome in prepiloting; hence, we abandoned it. We encourage mindfulness of these methods and concerns to avoid unforeseen interactions between tools and technology with the annotation schema itself.

**Ethics and Privacy Considerations**

We believe that all researchers have obligations to protect individuals in their data sets from harm, no matter the source of the data or protections or exemptions from ethics boards [33]. We followed emerging professional and research norms of care for social media data in sensitive contexts [33,39]. However, careful research protections do not inherently guarantee that the participants will not be reidentified, that the research process is human-centered, or that the implications will generate just outcomes for individuals whose data are analyzed [36]. Tensions in scientific reproducibility, moral imperatives for intervention, professional ethics obligations, and other factors emerge when dealing with challenging areas such as suicide prevention [15,33].

One tension in development is the balance between the inclusion of correct gender identities and risks of harm from a small sample size. Understanding a person’s gender identity is an important facet of suicide prevention, as suicidal ideation disproportionately affects LGBTQ+ individuals [55]. We considered including more inclusive gender categories recommended by experts [56], including nonbinary and genderfluid identities. On manual inspection of the data set, there were very few individuals who self-described as nonbinary or genderfluid—<2% of all posts (2-3 posts of 200). We worried that our research could have a spotlighting effect on their behavior if we chose to isolate these gender categories and present comparisons of these individuals because of the small data set size. This attention risks harming individuals who may already be vulnerable for reasons related to their gender identity and poor social support from others. Therefore, we opted to bundle the identity categories together and label individuals who were genderqueer, genderfluid, and transgender as one category.

**Limitations and Future Work**

The primary limitation of this approach is that external validation of this annotation scheme is needed. This includes robust confirmatory factor analysis, reduction of factors into more generalized concepts, and a scale evaluation and deployment with new raters and a new data set. This facet of generalizability is important for benchmarking the performance of downstream applications. Our study focuses on the critical first step of establishing construct validity in annotation development, and our immediate and future work will focus on demonstrating external validity with new annotators and communities discussing suicide crises.

Other data concerns that might limit generalizability are connected to this concern. Although it is anchored in broader concepts for suicide risk and protective factors, this scheme was developed for the unique context of Reddit suicide crisis posts. Reddit demographics will skew toward younger audiences, may be biased for US contexts, and may miss crucial demographics at risk for suicide. We also expect explicit requests for assistance through a suicide crisis to influence our annotation schema and not translate as well to more subtle disclosures. We do not yet have a sufficient sample size to present a generalizable analysis of differences in risk and protective factors differing between different demographic factors or across cultural differences in expressions of mental illness. Future work will additionally need to extend and verify this scheme on new communities and platforms such as mental illness subreddits more broadly (eg, r/depression, r/selfharm, and r/madeofstyrofoam) or general-purpose social media sites.
However, these limitations are opportunities for future research. As a crucial next step, external validity should be added to this pipeline to develop our approach. New individuals could be involved as raters, including novices and computer scientists with domain expertise but no medical training, crowd workers, and other experts and stakeholders in this space. This would complement previous studies by comparing experts and nonexperts [13,14]. In addition, we could consider validating these data against other sources of information about suicide, such as public health data sets or alternate social media sites and communities.

Conclusions

We report the development and first validation of an annotation scheme that evaluates risk and protective factors in suicide crisis forums on Reddit. By using the socioecological model of suicide prevention, our approach expanded state-of-the-art processes by moving beyond categorical or ordinal scales to evaluate only risk. Moreover, by adding protective factors to the scheme, we provided key insights into behavior that better represents the constellation of support needs for suicide prevention. Aligning with the metrics of construct validity, we demonstrated strong substantive and structural agreement among the research team. By explicating our processes, logic, and decision-making, we not only hope to enable replicability in social media annotation of suicide but also raise awareness for annotation development.
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Abstract

Background: The study of depression and anxiety using publicly available social media data is a research activity that has grown considerably over the past decade. The discussion platform Reddit has become a popular social media data source in this nascent area of study, in part because of the unique ways in which the platform is facilitative of research. To date, no work has been done to synthesize existing studies on depression and anxiety using Reddit.

Objective: The objective of this review is to understand the scope and nature of research using Reddit as a primary data source for studying depression and anxiety.

Methods: A scoping review was conducted using the Arksey and O’Malley framework. MEDLINE, Embase, CINAHL, PsycINFO, PsycARTICLES, Scopus, ScienceDirect, IEEE Xplore, and ACM academic databases were searched. Inclusion criteria were developed using the participants, concept, and context framework outlined by the Joanna Briggs Institute Scoping Review Methodology Group. Eligible studies featured an analytic focus on depression or anxiety and used naturalistic written expressions from Reddit users as a primary data source.

Results: A total of 54 studies were included in the review. Tables and corresponding analyses delineate the key methodological features, including a comparatively larger focus on depression versus anxiety, an even split of original and premade data sets, a widespread analytic focus on classifying the mental health states of Reddit users, and practical implications that often recommend new methods of professionally delivered monitoring and outreach for Reddit users.

Conclusions: Studies of depression and anxiety using Reddit data are currently driven by a prevailing methodology that favors a technical, solution-based orientation. Researchers interested in advancing this research area will benefit from further consideration of conceptual issues surrounding the interpretation of Reddit data with the medical model of mental health. Further efforts are also needed to locate accountability and autonomy within practice implications, suggesting new forms of engagement with Reddit users.

(JMIR Ment Health 2021;8(11):e29487) doi:10.2196/29487
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Introduction

Background

Interest in studying depression and anxiety using publicly available social media data has grown considerably in the past decade as widespread social media use has dovetailed with the rising global incidence of mental disorders [1,2]. The discussion platform Reddit has become a popular social media data source in this area of study, in part because of the unique ways in which the platform is facilitative of research. This scoping review is about understanding the landscape of research using the social
media platform Reddit as a primary data source for studying depression and anxiety. Approach to this research area with a scoping review is supported by 2 points of rationale. First, no work has been done to synthesize the existing research on depression and anxiety using Reddit outside of a small selection of review articles that included Reddit-focused studies under broader topics of social media data and mental health [3-5]. The Reddit platform affords researchers unique methodological opportunities for studying depression and anxiety and warrants a focus that is exclusive of other social media platforms. Second, timely resources are needed to cultivate informed deliberation about the conceptual and ethical dimensions of using publicly accessible social media in research on sensitive health topics, such as mental illness [6], and in public health research and practice more broadly [7]. By illuminating the scope and nature of the research landscape using Reddit data to study depression and anxiety, this review contributes to advancing understandings at the intersection of social media, research practice, and public mental health. The remainder of the Introduction section expands on the methodological characteristics of the Reddit platform and grounds the idea of using publicly accessible social media data to study mental health from a historical perspective.

Methodological Characteristics of the Reddit Platform

Reddit is a social media platform comprising single topic communities called subreddits that are formed, maintained, and participated in by pseudonymous users. Within subreddits, users can submit posts, respond to posts with comments, and reply to comments. Users can also engage with content by granting upvotes and downvotes, which subsequently inform the default visibility of content to other users. Content moderation is performed by volunteer moderators dually tasked with upholding individual subreddit rules and platform-wide content policies.Reddit harbors a variety of mental health subreddits. Examples relevant to this review, which are established in terms of longevity, size, and user activity, include r/mentalhealth, r/depression, and r/anxiety. Reddit distinguishes itself from Facebook, Twitter, and other social media forums with its pseudonymous user system and generous length allowance for posts, comments, and replies. For years, researchers have been attracted to the way these attributes facilitate candid naturalistic expressions and exchanges of mental health information. In turn, Reddit-based studies have a definitive place in the history of studying informal web-based mental health communities [3].

At the outset of this review, it was clear that Reddit facilitates a variety of research approaches and scales of inquiry for studying depression and anxiety. Among the options for collecting naturalistic data, researchers can simply use the search function within the Reddit platform to identify posts, comments, and replies with specified keywords. For researchers interested in larger and more comprehensive data sets, Reddit’s publicly accessible application programming interface (API) can be used to gather batches of data at a time according to the parameters specified in the code. For example, researchers might use the Reddit API to gather all posts, comments, and replies made to a particular subreddit over a defined period and contain a specified keyword. The Reddit API also grants researchers access to select metadata associated with posts, comments, and replies, such as the time of submission and the number of upvotes and downvotes received [8]. A widely used alternative means of accessing Reddit data is called Pushshift, a service created by developer Jason Baumgartner and designed to ingest and archive the entirety of Reddit data on an ongoing basis. As an alternative to the Reddit API, Pushshift offers researchers 2 primary benefits. First, Pushshift allows querying and retrieving historical data that are unavailable via the Reddit API, which enables, for example, the study of a community that was banned from Reddit in the past [9]. Second, Pushshift allows researchers more requests per minute than the Reddit API, shortening the time required to gather large data sets [8,9]. Aside from the Reddit API and Pushshift, researchers interested in studying depression and anxiety using Reddit data may also obtain access to data sets made available by other researchers who have already compiled the relevant data. Having briefly delineated these key methodological entry points for studying depression and anxiety using Reddit data, the remainder of the Introduction section provides a general historical contextualization for the study of mental health using naturalistic social media data.

Studying Mental Health Disorders Using Social Media Data

From a historical perspective, public exchanges of mental health information on social media platforms appeared nearly simultaneously alongside the opportunities for researchers to view and study these exchanges. To illustrate, communications scholar Lomborg [10] has traced the emergence of contemporary social media, both as a communicative phenomenon and a research object, to 2010. The Lomborg [10] demarcation marks the influx of a broad range of published research examining the intersections of mental disorders and social media, for example, by studying the associations between frequency of social media use and symptoms of depression and anxiety [11]. Within this wider range of inquiry, a research subgenre specifically focused on classifying mental health states using naturalistic data from Twitter and Facebook first appeared around 2013 [4], and comparable studies using Reddit data followed in 2014 [5]. The act of classifying written expressions from social media to make inferences about the mental states of users broke new ground at this time by combining disciplinary orientations and techniques from data science, psychology, and clinical psychiatry. The enthusiasm surrounding novel data sources and methodological possibilities ushered in by contemporary social media also extended to public health more broadly. For example, a 2012 commentary titled How Social Media Will Change Public Health predicted public health expanding its scope of practice as it began incorporating new streams of health data, including those related to mental health, which were now on full display because of social media [12].

The excitement that marked the early 2010s is in many ways still behind the research efforts to study mental health using social media data. The opportunities for mental illness prevention and mental health promotion remain promising, and the capacities of machine learning (ML) for generating insights from large social media data sets have expanded. However, 2 important sources of temperance arrived later in the decade, with respective origins from social media companies and the academic community. The first is our current post–public-API age, referring to the restrictions on public access to social media...
data via the Facebook and Twitter APIs, which occurred in the wake of the 2016 Cambridge Analytica scandal [13]. Although Reddit has yet to enact comparable restrictions to API access [9], the post–public-API age has renewed emphasis on the foundations of independent social media research by highlighting that access to data is contingent on what private social media companies decide to make or keep available. Second, compelling scholarly arguments for a deeper examination of the conceptual foundations and ethical concerns surrounding the study of sensitive health issues such as mental health using social media data have increased in presence in the latter half of the 2010s [4,10,14]. These key points of historical inflection provide context on how this scoping review of studies on depression and anxiety using Reddit data enters into the brief, fast-moving history of social media’s emergence as an object of dedicated research inquiry.

Objective and Research Questions
The objective of this scoping review is to determine the scope and nature of research conducted using Reddit as a primary data source for studying depression and anxiety. Specifically, this review proposes to answer the following broad research questions:

1. To what extent have depression and anxiety been studied using the data from Reddit?
2. What are the prevailing analytical practices observed in the included studies?
3. What recommendations for practice have been made by the authors of the included studies?

Methods
Overview
Scoping reviews are exploratory review studies conducted to better understand a research area. The unifying activity of scoping reviews can be thought of as mapping sources of evidence and key concepts [15]. Similar to the systematic review methodology, scoping reviews require careful planning in advance of collecting the literature. Researchers must articulate a research objective and questions that thread through the search strategy and criteria for assessing sources. However, the purposes for undertaking scoping reviews are typically more flexible than those motivating systematic reviews. Procedures followed for this scoping review were guided by the influential Arksey and O’Malley [16] methodological framework, the Levac [15] elaborations to the Arksey and O’Malley framework, a guidance article from the Joanna Briggs Institute Scoping Review Methodology Group [17], and the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) checklist [18] for reporting the results of scoping reviews.

Search Strategy
To identify relevant studies, the search strategy encompassed health science databases MEDLINE, Embase, CINAHL, PsycINFO, and PsycARTICLES and general science databases Scopus and ScienceDirect. Computer science databases ACM Digital Library and IEEE Xplore Digital Library were also searched to capture refereed conference proceedings that may not have been indexed in other science databases [19]. An initial search was performed on October 22, 2020, and the results were imported into Endnote (Clarivate Analytics, Inc) and sorted by databases. To update the review before submitting for publication, a follow-up search was performed on January 22, 2021, with identical search terms and databases. New sources yielded from the follow-up search were identified following the Bramer [20] technique for updating systematic literature searches using Endnote’s deduplication feature. The full Ovid MEDLINE database search strategy is provided in Multimedia Appendix 1.

Studies were also gathered from 2 information sources outside of the academic databases. First, the reference lists of recent review articles, including Reddit-focused studies under the broader topics of social media data and mental health, were hand-searched before the initial database search [3,4,21]. Second, the author set a weekly Google Scholar alert that ran from the day of the initial search to that of the follow-up search and identified newly indexed studies with the word Reddit in the title. Studies identified by the weekly alerts were imported into a separate database folder in Endnote during the follow-up search. Google Scholar was restricted to a supplementary search resource because of its limited capabilities for structured searches and issues with transparency and reproducibility of search results [22].

Eligibility Criteria
Overview
Eligible studies used naturalistic data from Reddit as a primary data source and featured an analytic focus on depression or anxiety. Studies were limited to those published in English. To be included at the abstract screening stage, studies had to use the term Reddit in their title or abstract and depression or anxiety in the title or abstract. As familiarity with the subject matter increased, inclusion criteria were further articulated following the participants concept context framework suggested by Peters et al [17]. These criteria have been defined in the following subsections.

Participants
Participants of the included studies were Reddit users whose publicly available posts, comments, and replies were unobtrusively analyzed as a primary data source for studying depression and anxiety.

Concept
Included studies examined depression or anxiety as core concepts, meaning that a conceptual focus on depression or anxiety was specified at the level of methodology. Studies that did not make this methodological specification were excluded even if findings related to depression or anxiety were reported. Aside from the criteria of methodological specification, the concepts of depression and anxiety were treated inclusively throughout the screening and review steps.

Context
The contextual focus of this review is naturalistic data from Reddit. Studies using Reddit to recruit participants for surveys or interviews fall outside this context.
Study Selection
Covidence (Veritas Health Innovation, Ltd) reference management software was used to screen abstracts, review full texts, and chart data from included studies. After duplicates were removed, the author and a second reviewer collaboratively screened the first 10% of abstracts. Then, the author and the second reviewer screened the second 10% of abstracts independently. They then met again to check in and resolve conflicts before independently screening the remaining 80% of the abstracts. This approach resulted in a high degree of agreement between the 2 reviewers (95%), and conflicting screening decisions were resolved by revisiting the abstracts in question and discussing them alongside the study objective and inclusion criteria. A similar approach was taken for the full-text review stage, in which there were no conflicts. A total of 60 additional references were captured in the follow-up search executed on January 22, 2021, and these additional studies were processed through abstract screening and full-text review during collaborative sessions. Data charting for the additional studies was performed using the same form as in the initial studies. The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram presented in Figure 1 was backward-corrected to reflect all included sources, including those collected in the follow-up search [20].

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram.

Data Charting
The 2 reviewers (the author and the second reviewer mentioned above) initially met to draft the data charting form. The reviewers used the first iteration of the data charting form to independently chart data from 5 papers before meeting again to revise the form. The reviewers then used the revised form to chart the remainder of the included studies. Information charted from each paper included (1) publication details, (2) study design (objectives and conceptualization of depression or anxiety), (3) methodology, (4) sample characteristics, (5) intervention details, (6) outcomes, and (7) conclusions.
anxiety), (3) methodology (data collection techniques, data set characteristics, data preprocessing, analysis methods, and outcome measures), and (4) results (summary of findings, implications, and recommendations for future research). Early data charting revealed an abundance of studies using ML models, and additional data were charted for these, including the overall type of ML approach, feature extraction methods, and classifier types. For a subset of ML-based studies that were distinctly focused on making predictive classifications of user mental health states, techniques for supporting the ground truth of classification decisions were also charted following a typology of common methods identified by Chancellor and De Choudhury [4]. A formal appraisal of the quality and sources of bias among the included studies was not meaningful to the objective of this scoping review.

Summarizing and Reporting Results

Once all the data were charted, the included studies were first descriptively summarized according to the date, type of publication (journal article vs conference proceeding), and institutional location of the first author. Then, 4 tables were created to organize the included studies according to the key categories of interest in response to the research objective and questions. Finally, accompanying text was written to support the information contained in the tables through narrative elaboration, illustration, and context. Throughout the reporting process, the imperative of the scoping review methodology to “establish how a particular term is used in what literature by whom, and for what purpose” [23] remained a central concern with respect to depression and anxiety to better understand the broader implications of studying these concepts using data from Reddit.

Results

Overview

We screened 425 abstracts for possible inclusion, resulting in 59 (13.9%) full-text articles being assessed for eligibility. Of the 59 papers, 5 (8%) full texts were excluded at the full-text stage, leaving 54 (92%) studies to be included in the review (Figure 1) [24-77]. The included 54 studies were conducted between 2014 and 2020 and comprised of 31% (17/54) journal articles and of 69% (37/54) refereed conference proceedings. The claims of the fast-advancing nature of this research area are not hyperbole, as 17% (9/54) of the included studies were published and newly indexed in the 3-month interval between the initial and follow-up database searches. The first authors of the included studies were associated with institutions from 21 different countries, and the United States was the most represented among these, with 30% (16/54) of the studies. A group of 16 included studies was unique in its association with the Conference and Labs of the Evaluation Forum (CLEF), an annual independent peer-reviewed information systems conference organized around experimentation on shared tasks. In 2017, CLEF introduced the eRisk shared task, which invites entrants to create experimental models for predicting mental health risks using social media data sets supplied by the conference organizers [78]. Owing to the fact that CLEF eRisk tasks across the years 2017-2020 used data sets collected from Reddit and featured a focus on depression detection, our search strategy captured the studies associated with eRisk tasks held in 2017 (8/54, 15%), 2018 (5/54, 9%), 2019 (1/54, 2%), and 2020 (1/54, 2%). This group has been referred to as the CLEF eRisk studies throughout the Results and Discussion sections as further observations have been made about the distinct contributions of the eRisk shared tasks to the overall landscape of research using Reddit data to study depression and anxiety. Following the Figure 1 PRISMA flow diagram, tables and corresponding results have been presented according to 4 key study characteristics: (1) mental health conditions of focus, (2) data collection approaches, (3) analytic focus, and (4) practical implications. The first of these study characteristics has been presented in Table 1, which has organized the included studies according to their depression versus anxiety focus while also conveying an overall picture of the mental health conditions studied.
Table 1. Mental health conditions of focus (N=54).

<table>
<thead>
<tr>
<th>Mental health condition of focus</th>
<th>Number of included studies with focus on condition, n (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depression (n=32)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No additional conditions studied</td>
<td>20 (63)</td>
<td>[24-27,29,30,34-38,45,46,58,63,64,69,70,74]</td>
</tr>
<tr>
<td>Eating disorders</td>
<td>5 (16)</td>
<td>[28,31-33,39]</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>4 (13)</td>
<td>[41,59,65,77]</td>
</tr>
<tr>
<td>Context: postpartum depression</td>
<td>3 (9)</td>
<td>[56,67,75]</td>
</tr>
<tr>
<td>Schizophrenia and psychosis</td>
<td>1 (3)</td>
<td>[59]</td>
</tr>
<tr>
<td>Self-harm</td>
<td>1 (3)</td>
<td>[76]</td>
</tr>
<tr>
<td><strong>Depression and anxiety (n=19)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>14 (74)</td>
<td>[40,42,44,47,49,50,53-55,62,66,71-73]</td>
</tr>
<tr>
<td>Suicidal ideation</td>
<td>8 (42)</td>
<td>[44,47,49,50,55,62,66,73]</td>
</tr>
<tr>
<td>Borderline personality disorder</td>
<td>8 (42)</td>
<td>[49,50,53-55,62,66,73]</td>
</tr>
<tr>
<td>Neurodevelopmental conditions(^a)</td>
<td>8 (42)</td>
<td>[49-51,54,55,71-73]</td>
</tr>
<tr>
<td>Schizophrenia and psychosis</td>
<td>7 (37)</td>
<td>[42,49,50,53-55,66]</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>6 (32)</td>
<td>[28,42,51,53,60,66]</td>
</tr>
<tr>
<td>Self-harm</td>
<td>5 (26)</td>
<td>[42,49,50,62,66]</td>
</tr>
<tr>
<td>Eating disorders</td>
<td>4 (21)</td>
<td>[43,53,62,73]</td>
</tr>
<tr>
<td>Depersonalization and derealization disorder</td>
<td>3 (16)</td>
<td>[42,62,66]</td>
</tr>
<tr>
<td>Substance use</td>
<td>4 (21)</td>
<td>[44,55,62,73]</td>
</tr>
<tr>
<td>Dementia</td>
<td>2 (11)</td>
<td>[49,65]</td>
</tr>
<tr>
<td>Context: rheumatoid arthritis</td>
<td>1 (5)</td>
<td>[61]</td>
</tr>
<tr>
<td><strong>Anxiety (n=3)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No additional conditions studied</td>
<td>2 (67)</td>
<td>[52,68]</td>
</tr>
<tr>
<td>Bipolar disorder, borderline personality disorder, neurodevelopmental conditions(^a) schizophrenia, self-harm, and substance use</td>
<td>1 (33)</td>
<td>[48]</td>
</tr>
</tbody>
</table>

\(^a\)The category neurodevelopmental conditions refers to studies in which authors specify a focus on autism, attention deficit hyperactivity disorder, and/or Asperger syndrome.

**Mental Health Conditions of Focus**

Of the 54 studies, depression was researched in 51 (94%) studies, including 20 (37%) studies that exclusively focused on depression. Meanwhile, anxiety was researched in 43% (23/54) of studies, and only 4% (2/54) of studies examined anxiety exclusively. The relative prominence of depression-focused studies can be partially explained by the collection of 16 CLEF eRisk studies, all of which focused on the detection of depression. Table 1 also captures 31% (5/16) of the CLEF eRisk studies that reported participation in a separate shared task for the early detection of anorexia in addition to the 2018 shared task for depression detection. Overall, the abundance of conditions studied in addition to depression and anxiety signals research interest in comparative studies of mental health conditions using Reddit data. Many of the additional conditions were related to depression and anxiety, as exemplified by the inclusion of bipolar disorder in 35% (19/54) of the studies. However, a particularly wide breadth of conditions of focus was noted in some studies that used Reddit data to investigate mental health phenomena as diverse as autism and dementia within a single study while also focusing on depression and anxiety. In summary, depression was researched to a greater extent than anxiety by a wide margin, and it is clear that the Reddit platform facilitates research methodologies designed for simultaneous examinations of multiple mental health conditions. In order to better understand the methodological execution of included studies, the approaches taken to data collection have been presented in Table 2.
Table 2. Data collection approaches (N=54).

<table>
<thead>
<tr>
<th>Data collection approaches (data set category) and data source</th>
<th>Included studies, n (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Studies using original data sets (n=24)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reddit API&lt;sup&gt;a&lt;/sup&gt;</td>
<td>12 (50)</td>
<td>[42,44,46,52,60,62,63,68,71,72,75,77]</td>
</tr>
<tr>
<td>Pushshift</td>
<td>10 (42)</td>
<td>[47,49,50,53-55,58,59,66,76]</td>
</tr>
<tr>
<td>Reddit search function</td>
<td>1 (4)</td>
<td>[61]</td>
</tr>
<tr>
<td>Google search</td>
<td>1 (4)</td>
<td>[56]</td>
</tr>
<tr>
<td><strong>Studies using a premade data set (n=21)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CLEF&lt;sup&gt;b&lt;/sup&gt; eRisk 2017 data set</td>
<td>8 (38)</td>
<td>[24-26,29,34-37]</td>
</tr>
<tr>
<td>CLEF eRisk 2018 data set</td>
<td>5 (24)</td>
<td>[27,31-33,39]</td>
</tr>
<tr>
<td>CLEF eRisk 2019 data set</td>
<td>1 (5)</td>
<td>[38]</td>
</tr>
<tr>
<td>CLEF eRisk 2020 data set</td>
<td>1 (5)</td>
<td>[30]</td>
</tr>
<tr>
<td>Multiple CLEF eRisk data sets</td>
<td>1 (5)</td>
<td>[28]</td>
</tr>
<tr>
<td>Data set from Yates et al [76]</td>
<td>3 (14)</td>
<td>[45,69,74]</td>
</tr>
<tr>
<td>Data set from Gkotsis et al [50]</td>
<td>1 (5)</td>
<td>[48]</td>
</tr>
<tr>
<td>Data set from Pirina and Çöltekin [63]</td>
<td>1 (5)</td>
<td>[70]</td>
</tr>
<tr>
<td><strong>Studies with multiple data collection approaches (n=4)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reddit API and Pushshift.io</td>
<td>1 (25)</td>
<td>[57]</td>
</tr>
<tr>
<td>Reddit search function and Reddit API</td>
<td>1 (25)</td>
<td>[67]</td>
</tr>
<tr>
<td>Reddit API plus data set from Pavalanathan and De Choudhury [62]</td>
<td>1 (25)</td>
<td>[41]</td>
</tr>
<tr>
<td>CLEF eRisk 2017 data set and data set from Yates et al [76]</td>
<td>1 (25)</td>
<td>[64]</td>
</tr>
<tr>
<td><strong>Studies with unclear data collection approach (n=5)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data collection not clearly described</td>
<td>5 (100)</td>
<td>[40,43,51,65,73]</td>
</tr>
</tbody>
</table>

<sup>a</sup>API: application programming interface.<br><sup>b</sup>CLEF: Conference and Labs of the Evaluation Forum.

Data Collection Approaches

Table 2 organizes the included studies according to how researchers approached data collection. Approximately 44% (24/54) of studies reported creating original data sets, and 22% (12/54) of studies did so by accessing Reddit’s official API. Another 19% (10/54) of studies created original data sets by accessing Pushshift, an archived corpus of Reddit data managed by the developer Jason Baumgartner and sometimes signaled within studies as the Reddit data repository [47] or data dump [49]. Perhaps unsurprisingly, the 4% (2/54) of studies that collected original data sets using neither the Reddit API nor Pushshift were qualitative studies using smaller data sets. To illustrate, Park et al [61] used the Reddit search function to collect a sample of 81 discussion threads for qualitative descriptive analysis, whereas the Maxwell et al [56] qualitative study used Google Search to identify a single discussion thread consisting of 1 post and 294 comments, with which Maxwell et al [56] performed an in-depth thematic analysis.

Researchers used premade data sets in 39% (21/54) of the studies. Of the 54 studies, data sets for all 16 (30%) included CLEF eRisk studies were categorized as premade as eRisk participants were supplied with Reddit-based data sets created by competition organizers. A total of 2 observations bear mentioning here about the nature of these CLEF eRisk data sets. First, year-by-year iteration was reflected in the 2018, 2019, and 2020 CLEF eRisk data sets using portions of data sets from the preceding year as testing data for participants to tune their classification systems. Second, 9% (5/54) of studies identified using CLEF eRisk data sets after the official timeline of respective annual tasks. The availability and continued uptake of CLEF eRisk data sets is notable as it allows researchers to take their time to study and attempt to outperform the best-performing entries. Aside from the CLEF eRisk studies, the existing data sets accessed by researchers were made available through previously published studies. The most influential among these was the Reddit Self-Reported Depression Diagnosis data set, introduced in an included 2017 study by Yates et al [76] and subsequently cited as a primary data source in 7% (4/54) of other studies.

Of the 54 studies, 5 (9%) studies collected data from Reddit using multiple means. An inventive example of multiple approaches to data collection was noted in the study by Shatte et al [67], which used Reddit data to examine social media markers of postpartum depression in fathers. Shatte et al [67] began data collection using the Reddit search function to identify
A cohort of 365 Reddit users who made birth announcements in a subreddit for fathers from 2016 to 2018. Then, these authors accessed the Reddit API to collect all posts and comments made by these 365 users in the 6 months before and after each user’s birth announcement, resulting in a data set of 67,796 posts and comments. Finally, they analyzed changes in depressive language and discussion topics following each user’s birth announcement [67]. Combinatory approaches to data collection, such as those deployed by Shatte et al [67], reflect the unique methodological possibilities afforded by the Reddit platform. Finally, 9% (5/54) of studies were inexact in describing how the data from Reddit were accessed. For example, the De Alva et al [40] study described selecting 32 posts containing keywords from 6 mental health subreddits without stating how the researchers searched for the keywords. Other examples included references to data being crawled [73], downloaded [65], and collected [43] without further specification and an uncited reference to a previously used data set [51]. Having conveyed an overview of data collection approaches, Table 3 presents the analytic focus of the included studies to better understand how researchers used their data sets to study depression and anxiety.

Table 3. Analytic focus of included studies (N=54).

<table>
<thead>
<tr>
<th>Analytic focus (general focus and specific focus)</th>
<th>Included studies, n (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus on predictive mental health classification (n=36)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Binary classification of user mental health</td>
<td>27 (75)</td>
<td>[24-29,31-37,39,45,51,63,64,67-72,74-76]</td>
</tr>
<tr>
<td>Severity-focused classification of user mental health</td>
<td>2 (6)</td>
<td>[30,38]</td>
</tr>
<tr>
<td>Disclosure-focused classification of user mental health</td>
<td>1 (3)</td>
<td>[42]</td>
</tr>
<tr>
<td>Multilabel classification of user mental health</td>
<td>4 (11)</td>
<td>[50,53,54,65]</td>
</tr>
<tr>
<td>Subreddit-level mental health classification</td>
<td>2 (6)</td>
<td>[41,48]</td>
</tr>
<tr>
<td>Focus on mental health language and interactions (n=18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subreddit-level analysis</td>
<td>12 (67)</td>
<td>[43,44,46,49,55,57,60,66,73,77]</td>
</tr>
<tr>
<td>User-level analysis</td>
<td>3 (17)</td>
<td>[52,58,62]</td>
</tr>
<tr>
<td>Discussion-level qualitative analysis</td>
<td>3 (17)</td>
<td>[40,56,61]</td>
</tr>
<tr>
<td>Multilevel analysis</td>
<td>2 (11)</td>
<td>[47,59]</td>
</tr>
</tbody>
</table>

Analytic Focus

Table 3 presents the primary analytic focus of the included studies organized broadly into studies that used Reddit data to (1) make predictive classifications of user mental health states and (2) analyze mental health language and interactions. Within the 2 general categories, studies were further organized into subcategories according to conceptual focus and scale of inquiry.

Studies Focused on User Mental Health Classification

Approximately 67% (36/54) of studies used data from Reddit as the basis for predictive mental health classification using ML. The most popular ML approaches were deep learning (DL; 11/36, 30%), supervised ML (6/36, 17%), and combinations of DL and supervised machine (9/36, 25%).

Researchers took a range of approaches to process naturalistic Reddit data into features for use in their ML systems and, in many cases, combined and compared the feature sets within a single study. The most represented features among the classification studies were based on categories of words from pre-existing mental health lexicons and data sets (14/36, 39%). Other common features included n-grams (9/36, 25%), bag-of-words (9/36, 25%), and term frequency–inverse document frequency vectors (9/36, 25%). ML classification was most frequently performed with a neural network (17/36, 47%), support vector machine (10/36, 28%), random forest (7/36, 19%), and logistic regression (6/36, 17%) classifiers. Of the 36 classification studies, 26 (72%) reported on binary classification, with decisions about the mental health states of Reddit users framed in terms of yes or no (12/36, 33%) and at risk or not at risk (14/36, 39%). Approximately 11% (4/36) of studies performed multilabel mental health classification with DL models that predicted which mental health problem was represented in the Reddit user text. Multilabel classification appears to be a forerunning analytic focus, as all 4 studies in this category were published in 2020.

A focus on the severity of depressive symptoms was observed in 6% (2/36) of the classification studies associated with the 2019 CLEF eRisk shared task on early depression risk detection. The authors of these severity-focused experiments were given a data set of Reddit posts and asked to ordinarily classify users’ depression as mild, moderate, or severe by transposing inferred signs of depression into responses to the Beck’s Depression Inventory questionnaire [79]. Another approach to user classification was found in the Balani and De Choudhury [42] study in which user posts from mental health subreddits and control subreddits were classified according to self-disclosure, defined as the degree to which users revealed personal information and vulnerable thoughts, beliefs, and experiences. Of the 36 classification studies, 2 (6%) studies endeavored to perform mental health classification at the subreddit level. These included the Gaur et al [48] study, which mapped the aggregate content of 15 mental health subreddits to diagnostic categories from the Fifth Edition of the Diagnostic and Statistical Manual of Mental Disorders, and the study by Bagroy et al [41], which gathered 43,468 posts from mental health and control subreddits to train and test a model for classifying broad trends in...
expressions of mental health and distress in 109 university subreddits.

**Ground Truth in User Mental Health Classification Studies**

Among the 36 mental health classification studies, broad trends were noted in the provision of ground truth, or in other words, the baseline by which predictive classifications of the mental health states of Reddit users could be considered valid [14]. Although the following trends are outlined here individually, they usually appeared in some combination within single studies. Researchers targeted posts from mental health subreddits in 75% (27/36) of studies and collected user posts deemed to express self-disclosure of a mental health diagnosis in 69% (25/36) of studies. The ground truth of predictive claims was supported with control data in 78% (28/36) of studies. For example, the Shen and Rudzicz [68] study used ML to classify anxiety in user posts with a data set of 9971 posts from 4 anxiety subreddits and 12,837 posts from 25 control subreddits deemed unrelated to mental health. Human annotators contributed to labeling data in 75% (27/36) of studies and were variously described as layperson annotators [76], raters familiar with Reddit and its mental health communities [42], Amazon Mechanical Turk workers [65], 2 mental health domain experts [48] a clinical psychologist [67], a social media expert and clinical psychologist duo [41], and simply human annotators [53,66]. Of the 36 mental health classification studies, 14 (39%) studies incorporated external mental health data sets into data labeling procedures to support the ground truth of classification. External data set sources ranged from Wikipedia [36], Twitter [37], and AskAPatient [65] to formalized medical sources, including the Unified Medical Language System [31], the International Classification of Diseases, 10th Revision [48], and the Fifth Edition of the Diagnostic and Statistical Manual of Mental Disorders [48,69].

In the 16 CLEF eRisk studies, ground truth relied on the data sets and parameters of analysis provided by eRisk shared task organizers and featured a combination of the community participation, self-disclosure, and control data trends outlined above. Notably, the 2019 and 2020 shared tasks took an additional step in which CLEF organizers contacted Reddit users whose posts and comments were collected for the shared task data set and asked them to fill out a validated depression questionnaire. User-completed questionnaires were then used as ground truth for assessing the performance of entrants who attempted to fill out the same questionnaires using only a curated history of Reddit posts and comments from each user [80]. Although user-completed depression questionnaires supply a more traditionally valid conception of ground truth than annotated disclosures of depression diagnoses in Reddit posts, the solicitation of these questionnaires marks a disjunction from the passive analytic focus that otherwise characterized the mental health classification studies.

**Studies Focused on Mental Health Language and Interactions**

In distinction to studies focused on classifying the mental states of users, 33% (18/54) of studies used a range of methods to study depression or anxiety with an analytic focus on language, discussions, and user interactions. Of these, 39% (7/18) of studies used ML, all of which entailed the use of unsupervised models with the exception of the Sharma and De Choudhury [66] study, which used supervised ML models to classify the degree of support exhibited in comments. Latent Dirichlet Allocation, an unsupervised ML model used to generate topics from large data sets of naturalistic texts, was most represented in 22% (4/18) of studies. A further 44% (8/18) of studies, although not using ML models, applied natural language processing (NLP) techniques to generate features or topics for analyzing mental health language and interactions. Among the 15 studies in this category that used ML and/or NLP, Reddit text was most often processed into features through assignment into categories from the Linguistic Inquiry and Word Count mental health lexicon (7/18, 39%) by using term frequency–inverse document frequency vectors (4/18, 22%) and by processing text into readability metrics (2/18, 11%). Of the 18 studies, 3 (17%) purely qualitative studies examined depression and anxiety in the context of Reddit discussion threads about rheumatoid arthritis [61], fathers’ experiences with postpartum depression [56], and the effectiveness of mobile mental health apps [40].

The analytic focus of studies that focused on language and interactions also ranged in scale. Approximately 67% (12/18) of studies analyzed subreddit-level language phenomena, including the Chakravorti et al [43] comparative study of trends in discussion topics in r/depression, r/anxiety, and r/suicidewatch from 2012 to 2018 and the Low et al [55] study, which used the COVID-19 pandemic as a point of reference for examining changes in discussion topics across 15 mental health subreddits from prepandemic versus midpandemic periods. Of the 18 studies, 3 (17%) demonstrated a user-level analytic focus on language. An illustrative example of this category is the Ireland et al [52] study of how 1409 users of the r/anxiety subreddit exhibited differences in language use when posting in r/anxiety versus other subreddits compared with a control group of users with no history of participation in r/anxiety. Finally, 11% (2/18) of studies analyzed language at multiple levels. These included the Park and Conway [59] study of written communication challenges encountered in Reddit’s mental health subreddits, which featured a subreddit-level linguistic analysis in addition to a longitudinal user-level analysis. Moving on from the analytic focus of included studies, Table 4 summarizes the implications for practice gathered from the discussion and conclusion sections of the included studies.
Table 4. Summarized practice implications (N=30).

<table>
<thead>
<tr>
<th>Practice implication category and types</th>
<th>Included studies, n (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Professional-focused implications (n=19)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interventions from health professionals</td>
<td>18 (95)</td>
<td>[42-44,48,52,63-65,68-70,72,74-77]</td>
</tr>
<tr>
<td>Interventions from university counselors</td>
<td>1 (5)</td>
<td>[41]</td>
</tr>
<tr>
<td><strong>User-focused implications (n=9)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interventions to inform or direct users to information</td>
<td>4 (44)</td>
<td>[42,55,60,66]</td>
</tr>
<tr>
<td>Interventions to prompt users to assess mental health risk</td>
<td>3 (33)</td>
<td>[54,58,67]</td>
</tr>
<tr>
<td>Interventions to encourage comfort in discussing sensitive health topics</td>
<td>2 (22)</td>
<td>[62,73]</td>
</tr>
<tr>
<td>Intervention to alter user text for improved readability</td>
<td>1 (11)</td>
<td>[59]</td>
</tr>
<tr>
<td><strong>Moderator-focused implications (n=6)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderator-focused tool for sorting information about posts and users</td>
<td>6 (100)</td>
<td>[42,49,50,58,59,66]</td>
</tr>
<tr>
<td><strong>Patient education programs (n=3)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Creation of formal patient education and support</td>
<td>3 (100)</td>
<td>[56,60,61]</td>
</tr>
</tbody>
</table>

**Practice Implications**

Approximately 56% (30/54) of studies built on findings with one or more practice implications, most of which 63% (19/30) suggested incorporating insights from Reddit data into professional mental health practice. A demonstration of this idea was found in the Rao et al [64] study, which applied a neural network model to classify Reddit users as depressed. In discussing the implications of their study, Rao et al [64] highlighted the future possibility of “sensitive applications in combining clinical care with users’ online activities” [64]. Other studies were more specific in envisioning practice implications for clinicians as they described a future “clinical tool” [72] or a “diagnostic aid” [63] designed to bring Reddit data into professional contexts. However, others used the more generalized language of “mechanisms” [70], “automated processes” [74], “services” [42], and “resources” [43] in presenting implications motivated by enhancing professional mental health practice with the results of studying depression and anxiety using Reddit data.

Of the 30 studies, 9 (30%) suggested practice implications focused on Reddit users. Common among the user-focused implications were suggestions for interventions to direct users to information. The Sharma and De Choudhury [66] study, for example, used NLP techniques to measure concepts of accommodation and support in discussions on mental health subreddits. Sharma and De Choudhury [66] suggested that posts determined as receiving exemplary levels of accommodation and support be embedded into community guidelines for promoting “subconscious learning of the linguistic style of the community” [66] to assist users as they consider posting. Another strand of user-focused implications was proposed in the Park et al [60] study, in which Park et al [60] envisioned functionality designed to help users of Reddit’s mental health subreddits connect with other users discussing similar mental health issues and who share appropriate “contextual elements of experience” [60]. The Low et al [55] study similarly recommended an intervention to guide users identified as expressing mental distress to subreddit communities known for high levels of support or moderator activity.

Some studies pictured future applications of ML classification that are designed to enable Reddit users to self-assess their mental state. For example, in the discussion following the results of the Kim et al [54] multilabel classification study, Kim et al [54] envisioned a service which, with user consent, accesses a user’s post history to “provide the probabilities of each mental disorder” [54]. The Park et al [58] study of changes in language use among long-term users of the r/depression subreddit recommended a similar automated process that would continuously monitor the writing of individual users to detect “undesirable linguistic changes” and subsequently intervene to “raise self awareness of their changes of linguistic or emotional state” [58].

Of the 30 studies, 6 (20%) suggested practice implications for moderators of Reddit’s mental health subreddit communities, and ideas for improving moderation workflow through automated means were common among these. For example, Gkotsis et al [49] suggested the assignment of urgency markers for posts in need of timely moderator attention, and Sharma et al [66] recommended new tools to help the moderators of mental health subreddits “efficiently and quickly navigate the stream of incoming requests” [66]. Finally, 10% (3/30) of studies featuring practice implications suggested incorporating the study findings into formal patient education. To illustrate, the Park et al [61] qualitative study of depression and anxiety in the context of rheumatoid arthritis positioned study findings as potentially contributing to improved practical recommendations to guide health care within rheumatology. In summary, 56% (30/54) of the included studies mentioned practice implications that went beyond theoretical implications or recommendations for future research. Taken together, these practice implications give a lens through which the goals and imagined futures of this research area come into focus.
Discussion

Principal Findings

To the author’s knowledge, this scoping review is the first to map academic literature focused on the study of depression and anxiety using data from Reddit. The objective was to better understand the scope and nature of this research space by detailing its mental health conditions of focus, data collection approaches, analytic focus, and practice implications. The results showed comparatively more research attention directed to depression versus anxiety, an even split of original and premade data sets, a favored analytic focus on classifying the mental health states of Reddit users, and practical implications that frequently recommended new professionally driven monitoring and outreach for Reddit users. Researchers interested in advancing the study of depression and anxiety using Reddit data will benefit from further consideration of key insights and tensions contained within the main results, which are elaborated in the following 2 sections: (1) conceptual issues surrounding the interpretation of Reddit data with the medical model of mental health and (2) the importance of locating accountability and autonomy in practice implications suggesting new forms of engagement with Reddit users.

Depression, Anxiety, and the Medical Model

Observations about the ways in which depression and anxiety were studied using Reddit data rest on 2 premises established at the outset of this review. First, the circulation of mental health information on Reddit is user driven and conceptually distinct from the domain of working medical professionals. Second, research practice works to transform Reddit from the naturalistic communicative phenomenon of social media into a research object through the application of research methodologies and the accumulation of academic knowledge [10]. This review shows the concepts of depression and anxiety on Reddit emerging as part of a research object that favors interpreting mental health problems through the medical model of practice and explanation [81]. The medical model was readily noticeable in generalizations about the nature of Reddit’s mental health subreddits through references to r/depression and r/anxiety as “clinical subreddits” [72] and the depictions of users accessing mental health subreddits as “diagnostic groups” [53], and “patients” [48,71]. Although these broad strokes of medical terminology are conjecture, they illustrate the medical model being put to work as an interpretive frame circumscribing grammar, conceptual boundaries, and claims to relevance in research [82]. The medical model has thus far proven to be influential as an interpretive frame; however, its influence appears to subsist in the absence of wider debate and negotiation.

To bring understandings of depression and anxiety on Reddit into maturation, constructive thinking and discussion about the medical model as an interpretive frame will be needed.

A thought-provoking exception to implicit assumptions about the medical nature of Reddit’s mental health communities was noted in the Park et al [60] longitudinal study of thematic similarities and differences between r/depression, r/anxiety, and r/PTSD subreddits. Park et al [60] combined a topic modeling algorithm with qualitative analysis to analyze a total of 7,410 posts and 132,599 comments made between January 2011 and December 2015. On the basis of comparative findings on the r/depression subreddit, such as its larger size and less active userbase, Park et al [60] hypothesized that ‘the word ‘depression’ perhaps has a larger set of connoted meanings, some clinical and others not; and thus, those who participate in this subreddit may be a more diffuse and transient group’ [60]. With this observation, Park et al [60] suggested an alternative conceptualization of depression on Reddit that more resembles a communicative phenomenon and likely possesses far less clinical relevance. In recognizing this more expansive meaning of depression, Park et al [60] illustrated the medical model of mental health as just one way to approach the concepts of depression and anxiety in the context of social media data [4].

Although depression and anxiety can refer to categories of disorder diagnoses, they can also refer to symptoms of other mental health conditions, transient emotional expressions, or something else entirely. Borrowing an idea from the early 20th-century philosopher Wittgenstein [83], perhaps depression and anxiety on Reddit are best understood as family resemblance concepts with plural meanings that overlap, diverge, and shift over time on the scale of individual user expressions, discussion threads, and entire subreddit communities. Not only do these meanings elude clean division along the lines of professional versus lay knowledge, but it is also possible that ambiguity surrounding meanings of depression and anxiety can serve as a rhetorical resource in user-led discussions [84]. To this end, researchers seeking a broader understanding of what depression and anxiety mean for mental health information seekers on Reddit would benefit by incorporating openness to plural meanings of these terms into methodological choices. Although looking beyond the circumscriptions of the medical model may involve departing from the goal of accurately classifying user mental health states, it does not imply adversity to the analysis of big data sets using ML and DL. This difference was illustrated by some techniques charted in this review, such as Latent Dirichlet Allocation [44,46,55,57] and a relationship modeling network [47], which were used to investigate mental health language by processing naturalistic text in an unsupervised or bottom-up fashion, meaning that data from Reddit did not converge with any external lexicons or prelabeled data in processing. Unsupervised systems still reflect researcher choices and perspectives at other methodological decision points, such as the data collection approach, the tuning of algorithm parameters, and the interpretation of output; however, it is notable that unsupervised techniques avoid freighting the concepts of depression and anxiety with external information while still leveraging the analytic insight of ML. Qualitative research designs offer another methodological path to broaden the conceptualizations of depression and anxiety while also introducing limits to the scope and depth of analysis feasible for the human instrument in a single study. It stands that the qualitative designs included in this review were oriented to smaller, context-driven analyses, for example, understanding the meanings of depression in the context of other conditions such as rheumatoid arthritis [61].

In summary, provisional application of the medical model of mental health may be appropriate in certain approaches for...
Locating Accountability and Autonomy in Practical Implications

At the methodological center of the studies included in this review is a one-way flow of information, as researchers unobtrusively gather and analyze data sets of user expressions from Reddit related to depression and anxiety. User expressions eventually become the substance of academic publications that leave no footprints in the web-based environments in which Reddit users originally participated. Given the ethical delicacy of this achievement, it is notable that the discussion sections of included studies frequently harbored the ambition to cross from a passive research practice into engagement with Reddit users through new professional digital outreach initiatives entailing monitoring and intervention [86]. In one sense, the horizon of eventual intervention lends purpose and a promise of future impact to studies of depression and anxiety using Reddit data. However, the digital outreach initiatives proposed in the included studies were understated in the positioning of Reddit—both the user base and the company—within as of yet unrealized sociotechnical configurations of academic researchers, ML systems designed to classify mental states, clinicians, and the larger digital wellbeing industry [87]. For researchers imagining new expressions of digital public mental health for Reddit users related to depression and anxiety, it will be useful to provide additional ideas for navigating the piecemeal, international, and commercially inclusive structure of the sociotechnical configurations involved. The idea of accountability in digital public health, summarized by Hoeyer et al [88] as “defining who needs to know—and do—what, and for and to whom” [88], would be a helpful anchor to ask the questions needed for advancing practice implications in this research area. For example, how would the scope of practice and incentive structure of professionals associated with a digital outreach initiative intersect with the accountability for the mental health needs and preferences of Reddit users? Relatedly, what would be the best way to incorporate algorithmic accountability of ML systems designed to initiate engagement with Reddit users or health professionals based on the classification of mental health states [89]? To work toward a more ethically sensitive foundation of accountability in decision-making about digital outreach, it will be necessary to consider these questions at the level of sociotechnical configurations. At a narrower level, researchers would also benefit from wading into the ethical dimensions of autonomy in the context of users seeking and sharing sensitive mental health information on Reddit.

The pseudonymous character of the user experience on the Reddit platform clearly grants a measure of autonomy for users to make relatively informed decisions about expressing sensitive mental health information. For researchers envisioning digital outreach for depression or anxiety based on monitoring the activity of Reddit users, valuing autonomy requires taking up the fundamental issue of whether Reddit users should be made aware that the signals of their participation in Reddit communities are being used as input features for the inference and assessment of mental health states. At stake is the very trust and disinhibition of Reddit users, which researchers identify as a merit of the platform as a mental health information environment [62]. Concerns related to monitoring are particularly consequential for Reddit users, as mental health states would be classified primarily through firsthand written expressions. As researchers tune the parameters of systems designed to monitor and classify written expressions of depression and anxiety that are actionable for some kind of outreach, they also inherit responsibility for deciding what constitutes proficient and mentally healthy written text. Digital outreach acting on assessments of naturalistic user text will inevitably be rooted in adherence to predetermined, standardized forms of communication that may not be applicable to users’ diverse communicative choices, abilities, and styles [90]. Furthermore, it would be wise not to underestimate the potential harms to individuals who become aware that a digital outreach system has labeled them as experiencing depression and anxiety. For example, a system for monitoring user text with a threshold for initiating digital outreach that is highly sensitive will generate false positives resulting in unknown harms to the users who become recipients of inappropriately deployed digital outreach [91]. It is also likely that harms would be sustained to some users whose mental state has been accurately classified as depressive or anxious but for whom digital outreach would be unwelcomed.

Studies of depression and anxiety using Reddit data have yet to amount to any tangible impacts for Reddit users; however, the intention to shift toward professional-facing and user-facing digital outreach was a common theme among the practice implications of the included studies. For researchers invested in realizing this variety of practice implications, there is a need to define accountability and locate it within the novel
sociotechnical configurations that would be mobilized to deliver digital outreach. Stemming from the broad issue of accountability, practice implications in this research area would benefit from more substantial explorations of the meanings of autonomy in the context of depression and anxiety on the Reddit platform. Considering user autonomy from various angles will improve understandings of the nature of Reddit as an informational and social resource for depression and anxiety and, in turn, inform ethical deliberation regarding if, how, and by whom new digital outreach should be introduced.

**Strengths and Limitations**

There were several strengths to this review. The broad inclusion criteria led to a relatively complete picture of the different ways in which depression and anxiety are currently being studied using Reddit data. Another strength was that the findings were synthesized and discussed with the intention of heightening awareness of the conceptual and ethical issues that can be challenging to apprehend in the context of individual studies but are, nonetheless, unfolding in relation to this research area. A key limitation of this review was that it excluded studies without an explicit methodological focus on depression and anxiety, and this decision was made for reasons of feasibility in addition to conceptual coherence. Therefore, studies with an exclusive focus on topics related to depression and anxiety, such as suicidality and eating disorders, were not considered in the findings. Another limitation was that this review captured many but not all studies related to the CLEF eRisk shared tasks on early depression detection. Researchers seeking to comprehensively capture all studies of depression using Reddit data in the future should include a CLEF eRisk concept in their systematic search strategy, as it appears that not all CLEF eRisk studies mention Reddit in the title or abstract. Finally, in accordance with the objective of this review, no formalized risk of bias assessment or quality appraisal steps were conducted. Such steps may be more appropriate in a systematic review focused on studies featuring a shared analytic focus or those using a specific method to study depression or anxiety using Reddit data.

**Conclusions**

The objective of this review was to build an understanding of the scope and nature of research conducted using Reddit as a primary data source for studying depression and anxiety. A total of 54 studies were included for the review, and key features of methodological interest were communicated through tabular and descriptive means. The results demonstrated that studies of depression and anxiety using Reddit data are currently bound to a prevailing methodology that favors a technical, solution-based orientation. The discussion sheds perspective on this trajectory by highlighting the conceptual issues related to the medical model of mental health and the ethical issues pertaining to new forms of professional engagement with Reddit users for mental health prevention and treatment. This scoping review serves as a point of orientation as researchers navigate and build upon the landscape of research on depression and anxiety using Reddit data.
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Abstract

Background: Bipolar disorder is a severe mental illness characterized by recurrent episodes of depressed, elevated, and mixed mood states. The addition of psychotherapy to pharmacological management can decrease symptoms, lower relapse rates, and improve quality of life; however, access to psychotherapy is limited. Mental health technologies such as smartphone apps are being studied as a means to increase access to and enhance the effectiveness of adjunctive psychotherapies for bipolar disorder. Individuals with bipolar disorder find this intervention format acceptable, but our understanding of how people utilize and integrate these tools into their behavior change and maintenance processes remains limited.

Objective: The objective of this study was to explore how individuals with bipolar disorder perceive and utilize a smartphone intervention for health behavior change and maintenance.

Methods: Individuals with bipolar disorder were recruited via flyers placed at university-affiliated and private outpatient mental health practices to participate in a pilot study of LiveWell, a smartphone-based self-management intervention. At the end of the study, all participants completed in-depth qualitative exit interviews. The behavior change framework developed to organize the intervention design was used to deductively code behavioral targets and determinants involved in target engagement. Inductive coding was used to identify themes not captured by this framework.

Results: In terms of behavioral targets, participants emphasized the importance of managing mood episode–related signs and symptoms. They also discussed the importance of maintaining regular routines, sleep duration, and medication adherence. Participants emphasized that receiving support from a coach as well as seeking and receiving assistance from family, friends, and providers were important for managing behavioral targets and staying well. In terms of determinants, participants stressed the important role of monitoring for their behavior change and maintenance efforts. Monitoring facilitated self-awareness and reflection, which was considered valuable for staying well. Some participants also felt that the intervention facilitated learning information necessary for managing bipolar disorder but others felt that the information provided was too basic.

Conclusions: In addition to addressing acceptability, satisfaction, and engagement, a person-based design of mental health technologies can be used to understand how people experience the impact of these technologies on their behavior change and maintenance efforts. This understanding may then be used to guide ongoing intervention development. The participants’ perceptions aligned with the intervention’s primary behavioral targets and use of a monitoring tool as a core intervention feature. Participant feedback further indicates that developing additional content and tools to address building and engaging social support may be
an important avenue for improving LiveWell. A comprehensive behavior change framework to understand participant perceptions of their behavior change and maintenance efforts may help facilitate ongoing intervention development.
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**Introduction**

Bipolar disorder (BD) is a severe mental illness characterized by recurrent episodes of depressed, elevated, and mixed mood states [1]. Episode recurrence, prolonged episodes, and interepisode symptoms often adversely impact psychosocial functioning and quality of life [2-7]. The addition of psychotherapy to pharmacological management has been shown to decrease symptoms, lower relapse rates, and improve quality of life [8-16]. Unfortunately, empirically supported adjunctive psychotherapies for BD can be hard to access because of barriers such as limited provider availability, clinic location, and financial burden [17,18]. These barriers stress the need for more cost-effective and accessible treatment modalities. Mental health technologies (MHTs) such as smartphone- and web-based interventions may be well-suited to increasing access to and enhancing the functionality of adjunctive psychotherapy for individuals with BD.

Over the last decade, MHTs have been developed for various mental health challenges [19-21]. Among individuals with BD, research indicates high rates of smartphone ownership [22] as well as interest and willingness to access BD-related information via technology [23]. To address access barriers and enhance treatment for individuals with BD, smartphone apps that port self-management strategies from empirically supported psychotherapies have been developed and individuals that use these apps report high levels of satisfaction [24-30]. Despite the emergence of these technology-delivered interventions, we still have limited knowledge of how individuals with BD experience these treatment formats [27].

Studies that use qualitative methods to evaluate individuals’ lived experiences while using and applying these interventions in day-to-day activities can highlight the potential benefits and disadvantages of intervention components [31]. Despite the potential of qualitative methods to elucidate factors influencing behavior change and maintenance processes [32,33], only a small number of BD MHT studies have explored how users perceive MHT use for stimulating these processes. Of the existing studies, individuals with BD reported finding MHTs usable and useful for disease management [34,35]. More specifically, they often report that mood and activity monitoring using a smartphone can help increase insight and behavior change [36]. However, current studies have not yet comprehensively examined how MHT use influences behavior change and maintenance processes related to the multiple targets and approaches proposed to underlie living well with BD.

The current paper describes a thematic analysis of in-depth exit interviews initiated immediately after participants completed a field trial for LiveWell, a smartphone-based self-management intervention for individuals with BD. The analysis presented here focuses on how individuals with BD perceive and utilize this smartphone-based intervention for health behavior change and maintenance.

**Methods**

**Participants**

The study was reviewed and approved by the Northwestern University Institutional Review Board. Participants were recruited via flyers describing the smartphone intervention and eligibility criteria. Flyers were placed at university-affiliated and private outpatient mental health practices. Eligible participants were 18 to 65 years old and had a Diagnostic and Statistical Manual of Mental Disorders-IV diagnosis of BD 1 with a minimum of two acute mood episodes within 2 years of enrollment. Individuals were excluded if they: (1) were not in current psychiatric care; (2) met criteria for a substance use disorder within the last 6 months; (3) met criteria for another psychiatric diagnosis or had symptoms for which participation in the study was either inappropriate or dangerous, including current severe suicidal ideation or a serious suicide attempt in the last 12 months; (4) were pregnant or planned to become pregnant; (5) had visual, hearing, voice, or motor impairment that would prevent completion of the study procedures or limit smartphone use; (6) were unable to speak or read English; or (7) were in a current mood episode at the baseline assessment.

Individuals who were interested in participation were encouraged to call the research team or contact the team via the study’s website. Before the initial telephone screening, participants provided informed consent for online or telephone screening. The initial telephone screening was conducted to establish a BD diagnosis using the Mini International Neuropsychiatric Interview [37]. If eligible, users completed a written consent form for study participation prior to engaging in a face-to-face interview with a study clinician (psychiatrist or psychologist). At the face-to-face interview, an abbreviated version of the Affective Disorders Evaluation and the Clinical Monitoring Form was used to confirm the diagnosis of BD Type 1 [38,39]. Individuals with a confirmed diagnosis at the clinic visit were scheduled for a baseline assessment. If these individuals were not in an episode at the baseline assessment, they were enrolled in the pilot study.

Participants were compensated for time and travel costs: (1) US $10 for travel costs and telephone assessment and (2) US $15 for each assessment, including the clinical assessment, baseline/monthly telephone assessment, exit interview, and app training. Eleven participants were enrolled in the pilot study.
The participants were 21 to 62 years old (mean 36 years, SD 14), including 4 men and 7 women. The majority (n=11) were non-Hispanic White. In terms of relationship status, 3 were married/living as married, 3 were divorced, and 5 were never married. With respect to education, 5 participants indicated some college, one had a college degree, and five had education beyond college. Two participants were students, 6 were employed, 1 was unemployed, and 2 were on disability.

**Procedures**

All participants were provided with a smartphone and a data plan and completed an 8-week pilot study. Participants had a face-to-face meeting with a coach who used a structured script and handouts to instruct them on the use of the app and the role of the coach [40]. Following the face-to-face meeting, participants completed six phone calls (weeks 1-4, 6, and 8) during which the coach used structured scripts to support app use adherence, development of personalized wellness plans, self-management strategy use, and communication with clinical care providers [40]. To provide feedback about the intervention’s impact on app usability, target behavior change processes, and clinical and recovery outcomes, participants completed a structured exit interview (Multimedia Appendix 1) and an exit questionnaire after completing the pilot study [19].

**Intervention Design**

The LiveWell intervention aims to assist individuals with BD in using self-management strategies to reduce relapse risk and symptom burden as well as to improve quality of life. The LiveWell intervention has technological and human support components that include a smartphone app, secure server and website, and coach. The smartphone app has five components: Foundations, Toolbox, Wellness Plan, Daily Check In, and Daily Review [19,41]. The core of the intervention is the Daily Check In, which helps participants monitor behavioral targets proposed to be important for managing BD and staying well (medication adherence, sleep duration, routine, managing signs and symptoms) [10,11]. Participants use the smartphone app to check in daily (Daily Check In) and monitor these targets. An expert system (Daily Review) provides interactive, personalized real-time feedback based on their Daily Check In data [41]. Additionally, participants have access to psychoeducational content in the Foundations and Toolbox that helps them develop a personalized Wellness Plan, which addresses lifestyle skills for reducing risk, coping skills for managing signs and symptoms, and resources essential for staying well. In addition to addressing the targets monitored with the Daily Check In, the Foundations and Toolbox also discusses attending to healthy habits concerning substance use, diet, and exercise; managing stressors; and building and using support systems to stay well. The coach supports app use adherence, self-management skill use, and clinical care communication. An initial face-to-face meeting with the coach helps participants identify personalized wellness anchors for a wellness rating scale (0 balanced, −1/+1 daily hassles/uplifts, −2/+2 prodromal/residual symptoms, −3/+3 episode, −4/+4 crisis). The wellness scale is used during the Daily Check In for monitoring signs and symptoms [40].

Screenshots of the LiveWell intervention components can be found in Multimedia Appendix 2.

**Intervention Framework**

LiveWell was designed using a behavior change framework that integrates user feedback with information from empirically supported psychotherapies for BD, health psychology behavior change theories, and chronic disease self-management models [19,41]. The framework proposes that (1) engaging in target behaviors improves clinical and recovery outcomes, (2) behavioral determinants govern enactment of target behaviors, and (3) exposure to behavior change technique content and tool use alter behavioral determinants (Figure 1). The framework integrates and organizes behavioral determinants defined in existing behavior change theories into four domains: motivational determinants involved in developing an intention to engage in a behavior, volitional determinants involved in enacting the behavior, environmental determinants, and capabilities that impact motivation and volition [32,33,42-58]. This framework guided the deductive coding performed during thematic analysis of participants’ feedback about the impact of the intervention on their behaviors and wellness.
Analysis

The exit interviews (N=11) were transcribed verbatim and used for thematic analysis [59]. Initial codes were developed using deductive coding guided by the exit interview script (Multimedia Appendix 1) and the intervention’s behavior change framework [19]. Three researchers independently performed a preliminary round of coding during which transcripts were partitioned into excerpts (transcript lines conveying a codable unit) and exported to Microsoft Excel spreadsheets (Multimedia Appendix 3). Intervention subthemes, or emergent patterns that occurred within themes, were inductively coded and deductively grouped into larger themes and therein determinants. Coders used nominal group consensus, where they met with a moderator to discuss, clarify differences in coding, and finalize codes [60]. Following this process, the frequencies of all excerpts and codes were quantified. The decision to quantify the qualitative data was driven by the research team’s desire to clearly identify patterns as well as inconsistencies and outliers within participant responses. Quantification of qualitative findings can help researchers recognize diversity in qualitative data [61]; provide data transparency to avoid selective cherry-picking of data [62,63]; and add precision to the presentation of findings in terms of importance, frequency, or strength of findings [61,64].

A total of 210 excerpts (mean 19, SD 8 per transcript) were given 1-5 codes (110 coded once, 65 coded twice, 23 coded three times, 10 coded four times, 2 coded five times). For each excerpt, coders identified and coded whether or not participants discussed one of LiveWell’s behavioral targets (manage signs and symptoms, sleep duration, medication adherence, routine, healthy habits, build support, or none) as well as any determinants participants discussed as impacting the targets (Multimedia Appendix 3). A total of 329 codes were identified pertaining to participants’ experience of the intervention impact. To account for participants who discussed a coded element frequently, a ranking score (range from 1 to 10) was assigned at each level of coding to provide a metric of how often participants discussed a given code (code count, CC) weighted by the number of participants (participant count, PC) who discussed the code:

\[
\text{ranking score} = 10 \left( \frac{\log(CC \times PC)}{\max(\log(CC \times PC))} \right)
\]

Processing of the Excel spreadsheets to obtain counts and scores was completed using MATLAB (MathWorks). The scoring output including codes endorsed by only one or two participants is provided in Multimedia Appendix 3. Participant responses to the pilot study exit questionnaire (N=11), including questions assessing the intervention’s impact on outcomes, targets, and determinants (Multimedia Appendix 4), were summarized from the 7-point response scales into two categories: disagree/strongly disagree and agree/strongly agree. Results related to app usability and user-centered development, which were also assessed during the exit interview and questionnaire analysis, have been presented elsewhere [19].

Results

Overview of Themes and Subthemes

During the exit interviews, participants discussed targets (Table 1 and Table 2) and determinants (Table 3) that aligned with LiveWell’s behavior change framework. For some determinants, subthemes were also identified: monitoring (checking in, reflection, self-awareness), social support (bond, accountability, legitimacy; planning, goal-setting, monitoring, prompts), and knowledge (useful, basic) (Multimedia Appendix 3).
Table 1. Exit interview behavioral targets.

<table>
<thead>
<tr>
<th>Target</th>
<th>Rank score (range 1-10)</th>
<th>Percent participants</th>
<th>Percent codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manage symptoms and signs</td>
<td>10.0</td>
<td>100.0</td>
<td>29.8</td>
</tr>
<tr>
<td>Routine</td>
<td>7.8</td>
<td>90.9</td>
<td>15.2</td>
</tr>
<tr>
<td>Sleep</td>
<td>7.1</td>
<td>81.8</td>
<td>11.6</td>
</tr>
<tr>
<td>Medication</td>
<td>6.6</td>
<td>63.6</td>
<td>13.4</td>
</tr>
<tr>
<td>Build support</td>
<td>6.2</td>
<td>81.8</td>
<td>9.1</td>
</tr>
<tr>
<td>Monitored&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4.8</td>
<td>63.6</td>
<td>5.2</td>
</tr>
<tr>
<td>Healthy habits&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4.6</td>
<td>54.5</td>
<td>5.2</td>
</tr>
</tbody>
</table>

<sup>a</sup>Participants mentioned using the Daily Check In to monitor behavior but did not discuss a specific target monitored using the Daily Check In.

Table 2. Exit questionnaire targets.<sup>a</sup>

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Questions</th>
<th>Percent of participants</th>
<th>Agree and strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manage signs and symptoms</td>
<td>My use of the app increased my ability to identify, monitor, and manage early warning signs and symptoms</td>
<td>0</td>
<td>82</td>
</tr>
<tr>
<td>Routine</td>
<td>My use of the app helped me maintain a more regular routine</td>
<td>0</td>
<td>55</td>
</tr>
<tr>
<td>Medication</td>
<td>My use of the app increased my medication adherence</td>
<td>18</td>
<td>45</td>
</tr>
<tr>
<td>Sleep</td>
<td>My use of the app helped me to get the recommended amount of sleep</td>
<td>0</td>
<td>45</td>
</tr>
</tbody>
</table>

<sup>a</sup>Only questions regarding targets are included here. Responses for two additional questions regarding outcomes and determinants are available in Multimedia Appendix 4.

Table 3. Exit interview determinants.<sup>a</sup>

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Rank score (range 1-10)</th>
<th>Percent participants</th>
<th>Percent codes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Volition</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitoring</td>
<td>10.0</td>
<td>100.0</td>
<td>34.3</td>
</tr>
<tr>
<td>Evaluation</td>
<td>3.9</td>
<td>54.5</td>
<td>3.3</td>
</tr>
<tr>
<td>Adjustment</td>
<td>3.7</td>
<td>45.5</td>
<td>3.3</td>
</tr>
<tr>
<td>Planning</td>
<td>3.5</td>
<td>54.5</td>
<td>2.4</td>
</tr>
<tr>
<td>Goal setting</td>
<td>2.0</td>
<td>27.3</td>
<td>0.9</td>
</tr>
<tr>
<td><strong>Environment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social support</td>
<td>8.7</td>
<td>100.0</td>
<td>22.5</td>
</tr>
<tr>
<td>Constraints</td>
<td>3.9</td>
<td>63.6</td>
<td>3.0</td>
</tr>
<tr>
<td>Reinforcement</td>
<td>3.7</td>
<td>45.5</td>
<td>3.3</td>
</tr>
<tr>
<td>Prompts</td>
<td>2.9</td>
<td>36.4</td>
<td>2.1</td>
</tr>
<tr>
<td><strong>Motivation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge</td>
<td>6.2</td>
<td>100.0</td>
<td>7.9</td>
</tr>
<tr>
<td>Intention</td>
<td>4.9</td>
<td>54.5</td>
<td>7.0</td>
</tr>
<tr>
<td>Insight</td>
<td>3.9</td>
<td>45.5</td>
<td>4.3</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>2.7</td>
<td>27.3</td>
<td>2.1</td>
</tr>
<tr>
<td>Attitudes</td>
<td>2.2</td>
<td>27.3</td>
<td>1.2</td>
</tr>
<tr>
<td>Norms</td>
<td>2.2</td>
<td>27.3</td>
<td>1.2</td>
</tr>
</tbody>
</table>

<sup>a</sup>Domains and determinants are included in the table if 3 or more participants discussed them in the interviews.
Targets

Participants discussed the Daily Check In targets (manage symptoms and signs, routine, sleep, medication use); building and using a support network (coach, family and friends, providers); and developing healthy habits around substance use, diet, and exercise. In terms of target behaviors, participants most frequently discussed the intervention’s role in assisting them with recognition and management of their early warning signs and symptoms (Table 1).

[My] strongest memory is pulling my mood back from that mild up. It was a big deal. I was really glad to have that phone in my hands when I realized that was happening. [user ID 2005, exist interview transcript start line 1118, stop line 1126; see Multimedia Appendix 3]

[LiveWell] helped me realize that it’s okay to have mood variations, that’s human, which is something I’m still dealing with determining 1s and 2s, and what’s a normal variation or not. [user ID 2016, transcript lines 62-90]

Participants also felt that the intervention impacted their efforts to keep a regular routine, get the right amount of sleep, take their medications, build a support system, and engage in healthy habits such as exercise (Table 1).

I definitely started trying to stay within that window of for going to bed… I started noticing when I wasn’t getting the right amount of sleep or when my schedule was very off… It helps me course correct a bit faster. [user ID 2061, transcript lines 711-732]

Thinking it through helped me be aware of my behaviors and my sleep patterns especially. I’ve been really trying to work a lot with my sleep because it helps to have it there in black and white, like this is how much I slept last night, this is how much I slept every night previous. [user ID 2001, transcript lines 153-170]

In responding to exit questionnaires about the intervention’s perceived utility on making changes in behaviors (Table 2), participants’ responses aligned with the thematic interviews. Most participants reported that the intervention helped increase their ability to identify, monitor, and manage early warning signs. Additionally, some participants found that the intervention helped with developing a consistent routine and optimizing sleep duration. While some participants felt that app use helped medication adherence, two participants did not find it helpful for this target behavior. However, these individuals reported 100% adherence to their medications upon starting the intervention.

Determinants

Monitoring

In terms of determinants, participants most frequently discussed how monitoring their behaviors provided an opportunity to identify and make progress toward their behavioral target goals (Table 3). They pointed out that the Daily Check In was especially helpful for monitoring symptoms (Multimedia Appendix 3).

The Daily Check In [worked best for me]. Knowing that I was being monitored. That I was gonna get help or recommendations on what to do. That was great. Knowing that I was really tracking what was going on and becoming more aware of what to look for. [user ID 2041, transcript lines 787-757]

In particular, participants expressed that monitoring helped with managing early warning signs (Multimedia Appendix 3).

I noticed when I was having a mild up-phase. I don’t think I would’ve noticed it without the personalized anchors that’s something that I tend to have less insight about. I’m like… I’ve had a couple of plus two days and this, this and this is happening… It was nice to look at [my Wellness Plan] and say okay I have some things that I can do to try to bring this down and if it doesn’t go down I know that I need to make a phone call. [user ID 2005, transcript lines 1104-1116]

Additionally, daily monitoring enabled some participants to make plans involving their supports to improve their target behaviors such as sleep:

If I have 2 or 3 nights with less than 6 hours of sleep, something is gonna happen so I make sure my husband is the person who takes care of the kids that night and I’ll sleep in the guest bedroom. [user ID 2086, transcript lines 190-207]

Support

After monitoring, the determinant that participants discussed most frequently as being important to behavior change was social support from coaches, family, friends, and providers (Table 3). With regard to coaching interactions, participants brought up components of the supportive accountability model, which argues that human support increases adherence through accountability to a coach who is deemed as trustworthy, benevolent, and having expertise [65]. Specifically, participants reported that they liked, trusted, or respected their coaches (bond). They also acknowledged that the coach helped to keep them responsible when they were unable to meet their mutually agreed upon goals (accountability): “I like the idea of working with the coach… Just having someone to check in with about it and kind of also be accountable to it” (user ID 2065, transcript lines 555-559).

Additionally, participants discussed the coaches’ influence due to their perceived expertise on BD-related topics such as the target behaviors (Multimedia Appendix 3): “You just felt like somebody [coach] was listening and monitoring what was going on in your life and helping you figure out if you’re going too far this way or too far that way” (user ID 2041, transcript lines 672-685).

Participants also shared that working with a coach helped them carry out volitional processes such as goal-setting, monitoring of signs and symptoms, and using prompts to work toward achieving target behaviors such as medication adherence: “My
conversations with [my coach] were a little more helpful in terms of figuring out exactly what to do in terms of keeping a routine and taking my meds at the right time” (user ID 2016, transcript lines 152-160).

Similarly, participants cited components of supportive accountability (legitimacy and accountability) inspired by the involvement of their providers (Multimedia Appendix 3). For example, some participants felt comforted by the idea that their providers had access to their Daily Check In data.

[My therapist] looked at [my clinical summary] a couple times and found it useful. I see her every other week. So she referred back to it the first time...She mentioned something like “Yeah I saw this has been your pattern” and I was like “What? Oh yeah, that’s right.” It actually was kind of—can I say comforting?...There was a sense of...I don’t know the word, but just that she’s looking at it as well. [user ID 2065, transcript lines 591-633]

They also noted that the intervention provided a means to share information with family members about BD and engage their support network to assist them with volitional processes such as planning and monitoring: “There was a lot of good information in there...to be more reflective of what’s going on...and to involve people more directly, specifically my daughter” (user ID 2066, transcript lines 84-92).

Knowledge
The third most discussed determinant was knowledge (Table 3). Most participants found the knowledge offered about BD useful and emphasized that sharing this information with friends and family was particularly beneficial.

The recommendations...[are] really good stuff to know and things I could share with my family and support people, so they know what to look out for or what I’m looking out for. [user ID 2041, transcript lines 215-234]

Foundations are good for people who are maybe newer to the disease or if I were to share that with friends and family. [user ID 2086, transcript lines 166-181]

However, some participants felt that the content was a review of familiar information and wanted more advanced materials: “[The foundations] weren’t totally new to me, because I’ve done a lot of DBT [dialectical behavioral therapy]...I’m someone who’s been through a lot of therapy” (user ID 2061, transcript lines 92-103).

Motivation
In addition to knowledge, participants also discussed other motivational determinants, including intention, self-efficacy, insight, attitudes, and norms (Table 3). Participants discussed their intentions and sense of self-efficacy in developing more regular routines and better sleep habits, as well as managing symptoms and signs, and taking medications.

The thing that helped me the most was trying to stick to a routine...I needed more routine. [user ID 2063, transcript lines 6-20]

I have a hard time making myself follow a routine or a structure... I’m not good at doing that. [user ID 2066, transcript lines 112-121]

Participants also stated that the Daily Check In and Wellness Plan helped them develop insight by building their self-awareness about symptoms and encouraging daily reflection about their illness experience.

Personalizing the information was really helpful, like within the Wellness Plan, within triggers...again just because it made me so much more aware of myself. [user ID 2066, transcript lines 720-730]

[My strongest memory was] definitely the check in and the rating of myself. That was the biggest part of the check in for me to have that time to sit down and really say like okay for the last 24 hours how was I really? I’m good now but let's think back, or I’m not doing so well, what happened in the last 24 hours? Was it situational or was it not situational? [user ID 2086, transcript lines 109-111]

Moreover, participants discussed how using the app impacted their perceptions about medications and their attitudes regarding the importance of medications and sleep duration.

Medications...were my kind of thing. Not really that I had negative beliefs or anything about medications but just why they are important, and even if they don’t feel like they are important one day, they are probably important the next day. [user ID 2016, transcript lines 105-115]

Regarding identifying and managing signs and symptoms, they noted that norms about what others think and do were useful and reassuring: “[The Wellness Plan] kind of helped to normalize things, like, or, put things more into perspective. Like if, you know, this is what the standard you know” (user ID 2063, transcript lines 183-214).

Volition
In addition to monitoring, participants also discussed other volitional determinants, including evaluation, adjustment, planning, and goal-setting (Table 3). Participants that engaged in evaluation also discussed how this process prompted them to adjust their behaviors to improve their overall wellness.

On the few times that I was having kind of some mild depression symptoms “OK you gotta dial it up” and when I was having a small bout of hypomanic symptoms “OK...dial it down don’t talk so much, slow down.” [user ID 2005, transcript lines 116-123]

Similarly, some participants noted that the Daily Check In encouraged them to evaluate patterns in their behavior and whether or not these patterns aligned with their behavioral goals.

The daily check in, you have that moment of looking back and seeing what happened. When I dipped down to that 2, I realized that I was going down a path. I had my early warning signs...I went to the wellness plan and did look it over. [user ID 2086, transcript lines 219-237]
Environment

In addition to social support, participants discussed other environmental determinants, including constraints, reinforcement, and prompts (Table 3). Participants acknowledged that their physical environment such as a new job or varying school schedules constrained their ability to make changes in their target behaviors such as routine: “It’s hard being a student and having a regular routine” (user ID 2016, transcript lines 597-613).

Participants also stated that wanting to obtain high percentage scores on the daily review feedback bar charts reinforced their efforts to take their medications and get the right amount of sleep: “I had a hard time remembering to take my medications and being motivated once I did forget to take them…with [LiveWell] you could at least say 100% every day on medication so that really helped” (user ID 2041, transcript lines 5-13).

Despite occasional difficulties with their surrounding environments, participants reported that LiveWell helped to identify physical stimuli that helped remind them to engage in a behavior, such as taking medications: “LiveWell was a reminder to take my meds. If I wasn’t going to bed, I would remember to put them close to my bed” (user ID 2016, transcript lines 638-649).

Discussion

A person-based approach was used to explore participants’ experience of a smartphone-based self-management intervention for BD. Participants’ accounts highlighted how they perceived the intervention impacting their efforts to stay well. Deductive thematic analysis of participants’ experiences identified behavioral targets and determinants that aligned with LiveWell’s behavior change framework and several subthemes also emerged from inductive analysis.

In terms of behavioral targets, participants most frequently discussed the importance of learning about and making an effort to manage signs and symptoms, suggesting that this target’s inclusion was highly valued. Most participants also expressed that keeping a regular routine, getting the right amount of sleep, taking medications as prescribed, and engaging in healthy habits (eg, proper diet and exercise) were target behaviors they felt were necessary to address. However, some participants discussed difficulties managing these target behaviors, especially balancing the maintenance of a regular routine with environmental constraints. Furthermore, two participants, who started the intervention reporting 100% adherence with their psychiatric medication use, indicated that the intervention did not help with medication adherence. Their feedback highlights the importance of recognizing that not all targets may be applicable or relevant to all participants. Thus, addressing baseline target behavior may be useful in identifying whether or not participants need support for behavior change or maintenance concerning a specific target.

Among behavioral determinants, participants felt that monitoring played a significant role in staying well. In particular, participants felt that regular monitoring enhanced their ability to identify and manage early warning signs and symptoms. In addition, about half of the participants discussed how monitoring helped them develop a regular routine, optimize sleep duration, and adhere to medication regimes. This feedback is consistent with existing smartphone intervention studies in which individuals with BD indicated that mood and activity monitoring helped to identify the relationship between mood states, sleep, exercise, and changes in behavior [36,66]. Data from empirically supported psychotherapies for BD indicate that the ability to distinguish between early warning signs and transitioning into an episode improves clinical outcomes [67,68]. This finding suggests that monitoring using a smartphone app may lead to improved clinical outcomes for individuals with BD.

Participants also expressed that monitoring using the Daily Check In led to increased reflection and awareness that helped them manage signs and symptoms and other target behaviors. This report from participants suggests that monitoring helps individuals build insight, including awareness of having BD, the presence of symptoms and their consequences, and the need for treatment. Enhanced awareness and reflection due to monitoring may have important implications for improved outcomes [69]. Higher levels of insight about BD such as better awareness of the illness, particularly awareness of the need for treatment, is associated with better medication adherence [70], higher self-reported quality of life [71], and increased potential to slow the progression of symptoms into a full-blown mood episode [72]. Participants’ discussion of the impact of monitoring on aspects of insight such as self-awareness of signs and symptoms also reveals that determinants (ie, monitoring and insight) may interact with one another in addition to impacting targets. This interaction of determinants is consistent with chronic disease self-management models, which consider behavior change and maintenance processes as involving a continuous and reciprocal system in which multiple wellness outcomes, target behaviors, and behavioral determinants interact continuously and reciprocally to impact health behavior change [73,74].

In addition to monitoring, participants frequently described social support as critical to their efforts to stay well. Participants underscored bond, accountability, and legitimacy as crucial components of the coaches’ influence in motivating them to use the app and self-management strategies to achieve their target goals. This finding aligns with literature suggesting that the inclusion of human support helps make interventions more personally relevant and may improve engagement and decrease attrition [19,38,40,42]. Participants also expressed that coaches helped assist them with volitional determinants such as goal-setting and monitoring. In addition, participants highlighted that support from family, friends, and health care professionals was valuable for making plans and monitoring target behaviors. This feedback is consistent with previous research indicating that a lack of social support can hinder self-management and that calling on trusted individuals for assistance is essential for chronic disease self-management [75-78]. Participants’ discussion of the value of obtaining assistance from family and friends and working with their providers suggests that incorporating additional content and tools to aid participants in building support would be valued, utilized, and may improve intervention outcomes. Although the intervention contained
content about building and seeking support in BD self-management, this was not a primary target behavior. The emphasis that participants placed on the important role of social supports in managing behavioral targets and staying well suggests that increasing intervention content to assist individuals in building and seeking support may be an effective means to improve self-management interventions for BD and other mental health conditions.

The significance of monitoring and social support as valuable determinants may offer insight into how to strengthen the role of these determinants in future MHTs. First, monitoring has been discussed widely as an essential component of managing wellness for BD in MHTs and traditional face-to-face therapy settings [11,19,66,79,80]. As evidenced by the targets the participants discussed in our qualitative interviews, monitoring can apply to multiple behavioral targets. Given that the BD symptom experience at the individual level varies, MHT users may want to emphasize or focus on different behavioral targets for monitoring purposes. For instance, if an individual reports self-efficacy in medication adherence but difficulty with managing sleep duration, providing said individual with an option to opt out of medication adherence or adding a more relevant behavioral target may strengthen the user’s personal connection and engagement with the MHT. Participants’ identification of social support as a meaningful determinant also has important implications for how and in what capacity to involve social elements within MHTs. LiveWell did not include an opportunity for participants to engage in peer-to-peer discussion and exchange ideas. However, previous MHTs that have integrated a social component have demonstrated that the connection and support participants generate provide positive reinforcement and encouragement to engage in target behaviors [81,82]. Our research team sought to address feedback about the importance of social support by enhancing the coach assistance that participants received throughout the study [40]. Future MHTs may consider integrating social support from family, friends, and providers more readily into the intervention.

One limitation of this study is that the interviews were conducted using an interview guide primarily focused on feasibility, usability, and satisfaction. Due to this interview guide format, it is possible that these qualitative findings do not represent the breadth of responses that may have been discovered had the research team asked directly about behavior change or had used more broadly open questions about the intervention’s impact on day-to-day life and wellness. However, despite the lack of direct questioning about behavior change, participants still spoke in-depth about their experiences integrating the intervention in their behavior change processes. Another limitation is that the research team mainly used a deductive coding approach utilizing the intervention’s underlying behavior change framework, which integrates information from empirically supported psychotherapies for BD [5,6,9,12-14,83-85], health psychology behavior change theories [32,33,42-58], and chronic disease self-management models [73,86-91]. This approach may have impacted the ability to identify novel themes from participants’ responses. Nevertheless, the researchers identified several inductive subthemes such as reflection, awareness, and insight in developing their codebook. In addition, quantifying qualitative information based on themes may reduce the rich interpretation of data expressed during participant interviews [92]. Quantifying the frequency of discussion may also not capture whether participant comments are positive or negative. Finally, because of the study’s small and limited sample size, the results are likely not representative of all people who may utilize a smartphone self-management intervention for BD. This limits inferences that can be drawn about the prevalence of these findings beyond the current sample.

Utilizing qualitative approaches to understand how participants perceive the impact of technologies on their behavior change and maintenance processes provides an opportunity to understand how these technologies are integrated into their daily lives. As a result, qualitative approaches may highlight how MHTs can be developed to better meet participants’ needs. In this study, participants discussed the importance of several behavioral targets and determinants that the intervention aimed to address, suggesting that the intervention framework and design aligned with participants’ needs and interests. However, participants also emphasized the importance of gaining support from family and friends, even though support was not emphasized or extensively developed as a target in the intervention content and tools. Using person-based development approaches to move beyond examining usability to comprehensively examine how participants perceive MHTs impacting their behavior change and maintenance efforts may thus provide new ideas about how to design and improve these technologies.
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Abstract

Background: The global prevalence of mental health disorders is at a crisis point, particularly in the wake of COVID-19, prompting calls for the development of digital interdisciplinary mental health promotion interventions (MHPIs) for nonclinical cohorts. However, the influence of gender and age on the outcomes of and adherence to MHPIs is not well understood.

Objective: The aim of this study was to determine the influence of gender and age on the outcomes of and adherence to a 10-week digital interdisciplinary MHPI that integrates strategies from positive psychology and lifestyle medicine and utilizes persuasive systems design (PSD) principles in a nonclinical setting.

Methods: This study involved 488 participants who completed the digital interdisciplinary MHPI. Participants completed a pre and postintervention questionnaire that used: (1) the “mental health” and “vitality” subscales from the Short Form 36 (SF-36) Health Survey; (2) the Depression, Anxiety and Stress Scale (DASS-21); and (3) Satisfaction With Life Scale (SWL). Adherence to the digital interdisciplinary MHPI was measured by the number of educational videos the participants viewed and the extent to which they engaged in experiential challenge activities offered as part of the program.

Results: On average, the participants (N=488; mean age 47.1 years, SD 14.1; 77.5% women) demonstrated statistically significant improvements in all mental health and well-being outcome measures, and a significant gender and age interaction was observed. Women tended to experience greater improvements than men in the mental health and well-being measures, and older men experienced greater improvements than younger men in the mental health and vitality subscales. Multiple analysis of variance results of the adherence measures indicated a significant difference for age but not gender. No statistically significant interaction between gender and age was observed for adherence measures.

Conclusions: Digital interdisciplinary MHPIs that utilize PSD principles can improve the mental health and well-being of nonclinical cohorts, regardless of gender or age. Hence, there may be a benefit in utilizing PSD principles to develop universal MHPIs such as that employed in this study, which can be used across gender and age groups. Future research should examine which PSD principles optimize universal digital interdisciplinary MHPIs.
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Introduction

Background
The global prevalence of depression and anxiety prior to the COVID-19 pandemic was estimated at 586 million people [1]. In Australia, 1 in 5 individuals reported a mental or behavioral condition in 2017-2018 [2], with the prevalence being higher among women (22%) than men (18%) and in the 15-24 years age range (26%). Recent population-based surveys indicate that mental health has further deteriorated since COVID-19 [3,4]. In response, there is a need for accessible and scalable mental health and well-being interventions that not only support individuals suffering from mental distress but that also promote the mental health and psychological resilience of nonclinical cohorts [5-7]. Emerging literature has shown that digital mental health promotion interventions (MHPIs) can improve mental health [8,9] and prevent the onset of mental health disorders [10,11]. Research suggests several advantages of digital MHPIs, including the potential to target individuals before they reach a diagnostic threshold [12], being more economical than face-to-face interventions [13], increased acceptability, and having the potential to disseminate on a wider scale [10]. The use of mobile apps and texting for self-guided care may help to improve physical health while reducing anxiety, stress, and depression [14]. Conversely, the literature also identifies several disadvantages of digital MHPIs, including the resources spent on individuals who do not develop adverse outcomes [13], higher dropout rates [15], and the smaller effect sizes compared with those of clinical interventions [10]. Digital interventions targeting clinical cohorts have been found to be beneficial for the treatment of acute depression, and a meta-analysis concluded that gender and age are not moderating factors of the outcomes [16]. Digital MHPIs have also been shown to be effective tools for enhancing the mental health and well-being of nonclinical cohorts, although little is known about the influence of gender and age on the responsiveness to these interventions in this context [17].

Influence of Gender on MHPIs
There is a paucity of research examining the influence of gender on the outcomes of and adherence to digital interdisciplinary MHPIs when delivered in nonclinical settings. It is well established that men and women experience mental health issues and distress differently. For example, women are more likely to talk to someone, seek professional health care, protect themselves and their offspring, and continue engaging with their social networks [18]. In contrast, men typically build up their emotions over time, which may develop into adverse behaviors such as anger, violence, and hostility that in turn can compound the mental health issue [19]. Studies also show that men are typically more hesitant than women to seek help or treatment for mental health concerns [20]. Notably, women tend to rate MHPIs as more important than men [21] and self-selected mental health interventions typically have a bias toward female participation [15,22-27]. Numerous strategies such as role models, incorporating problem-solving tasks, and portraying positive male traits have been proposed for improving the outcomes of MHPIs when targeting men [28]. The use of MHPIs in male-dominated industries has been reported to improve mental health literacy and knowledge, increase social support, provide access to treatment, and reduce absenteeism [29].

Further, men may require more encouragement than women to engage in, and adhere to, digital interventions, thus requiring better implementation of programs [30]. Promoting enjoyable activities and creating sustainable cultures that facilitate group comradery are also deemed positive strategies for MHPIs [31] as they encourage trust, reduce stigma, and normalize engagement [32]. Interestingly, an Australian Football League themed app using young male role models, psychoeducation, social connection, and applied games to target men reported 60-day improvements in flourishing and a sense of connection to the intervention community regardless of gender [33]. However, there is limited understanding of the influence of gender on the outcomes of and adherence to digital interdisciplinary MHPIs, which was the main objective of this study.

Influence of Age on MHPIs
The literature is also sparse regarding the influence of age on the outcomes of and adherence to digital interdisciplinary MHPIs in a nonclinical setting. Although young adults are commonly termed “digital natives” [34,35], this does not necessarily equate to interest and engagement with digital MHPIs and services. For example, a large web-based survey on university students revealed that those with psychological distress (26.14%, 1577/6034) reported a low utilization rate of 2.98% (47/1577) for online mental health services, despite 59.99% (946/1577) reporting a willingness to use the services [36]. Regardless, digital mental health interventions have been found to be effective for improving depression, anxiety, and psychological well-being among college students. However, further investigations are required to understand the key factors to optimize such interventions [37].

Little is known on the efficacy of digital MHPIs for older adults in a nonclinical setting. New technologies are promising tools to alleviate loneliness and social isolation [38]. Novel interventions such as virtual reality interventions have been found to improve psychological well-being in older adults in a nonclinical setting, and have the potential to foster environmental mastery, personal growth, and autonomy [39]. In addition, animatronic pets provide a promising opportunity to support healthy older adults in reducing loneliness, increasing quality of life, and improving psychological well-being [40]. A key challenge is the ability to develop user-driven, action-based mental health interventions for younger men that...
shift behavior, stigma, and leverage the influence of their peers [41]. Social influences are more prominent in the adoption of mobile health services among young to middle-aged adults compared with older adults [42].

A key factor affecting adherence to digital mental health interventions among older adults is whether their expectations of the potential outcomes are realistic [43]. Managing expectations reduces the likelihood of older adults deeming the intervention to be a “waste of time” and hence increases adherence, which contributes to improved outcomes of the intervention. Interestingly, mental health interventions are rarely designed with the novice digital user in mind or in accordance with the digital guidelines of older participants [44]. In fact, an “innovativeness-needs paradox” seems to exist where the people in most need of the digital MHPI are those at the highest risk of having the least access, training, skills, adoption rates, and adherence to the intervention, therefore increasing health care inequalities [45]. Digital MHPIs have the potential to reduce the gap in health care provision for older adults as many patients have long wait times for mental health providers, need help in the prevention and management of a multitude of chronic diseases, and have limited access to mental health providers as they are unable to travel long distances [45].

### Persuasive Systems Design

It is well recognized that adherence is problematic in digital MHPIs. Two decades ago, Fogg [46] coined the term “interactive technology” as the design to leverage social influence and motivate and persuade humans to change their attitudes and behaviors. Interactive technology involves features that reward people with positive feedback, model a target behavior or attitude, and provide social support. Oinas-Kukkonen and Harjumaa [47] progressed the work of Fogg by proposing persuasive systems that incorporate information software or systems that are devised to reinforce, change, or formulate attitudes and/or behaviors. In addition, the persuasive systems design (PSD) model was developed specifically to optimize engagement with digital interventions [47]. The PSD model incorporates four categories of persuasion principles: Primary Task Support, Dialogue Support, System Credibility Support, and Social Support. Each category includes 7 distinct persuasion principles, including reduction, tunneling, tailoring, self-monitoring, rewards, reminders, liking, trustworthiness, expertise, surface credibility, social learning, social comparison, and normative influence and completion. Studies have also demonstrated that PSD principles can improve the outcomes of and adherence to digitally delivered interventions [48-52].

Game-based digital mental health interventions were particularly found to increase the participants’ engagement and adherence over the long term [53]. Although gaming is typically used by the younger male demographics, gender and age were not associated with frequency of play [53]. In contrast, a systematic review reported no evidence that the use of gamification was associated with increased adherence to the protocol of the program [54]. However, this may be due to most studies utilizing only one feature of gamification (eg, goal-setting, progress, feedback reward, or story/theme).

Common reasons reported for nonadherence include lack of time, disinterest in the intervention, treatment no longer needed, hardware or technical issues, perceived ineffectiveness of the intervention, life events, chose not to proceed as participants felt better after undertaking a few modules, discontent with the group assignment, holiday, work commitments, poor health, and no longer wished to participate [52].

### Study Objectives

Mental health promotion is crucial for improving population-level mental health. Despite the emerging literature supporting the effectiveness of digital MHPIs [23,25], there is a paucity of research investigating the influence of gender and age in nonclinical cohorts. In this study, we aimed to investigate the influence of gender and age on the outcomes of and adherence to a digital interdisciplinary MHPI in a nonclinical cohort.

### Methods

#### Study Design

We previously reported that a randomized controlled trial (RCT) using an MHPI, referred to as the “Live More Project” or “The Lift Project,” showed significant improvements (P<.001) in all outcome measures for an intervention group, whereas no changes were observed in the control group regardless of gender and age [25]. The focus of this study was to examine the influence of gender and age on the outcomes of and adherence to a digital MHPI among a larger cohort.

#### Study Participants

This study combined the data of two cohorts from two independent studies that utilized the same intervention in an Australasian nonclinical setting (see Table 1), creating a total study population of 488 participants. The participants were recruited voluntarily through a faith-based organization. The study was advertised as an “emotional wellness” program through the faith-based organization’s internal communications channels, including bulletins and magazines.

Cohort 1 was the treatment arm (n=168) from an unblinded RCT. The Avondale University Human Research Ethics Committee approved all procedures involving human subjects for the RCT (project number 2017:13). The trial protocol was registered at the Australian New Zealand Clinical Trials Registry (ACTRN12619000993190). For more information about the study design and intervention, refer to Przybylko et al [25].
Cohort 2 involved a three-arm (n=320) randomized comparative study that examined the influence of different modes of human support on the intervention. The Avondale University Human Research Ethics Committee approved the conduct of the study (project number 2018:09) and the trial was registered at the Australian New Zealand Clinical Trials Registry (ACTRN12619001009101); refer to Renfrew et al [23] for a detailed explanation of the study. The study indicated that the intervention improved the mean scores for all mental health metrics, regardless of the addition of human support. Further, the mode of human support offered in addition to the intervention had no influence on the outcomes of the intervention [55]. Hence, as the mental health outcomes were similar for all arms in the study, all participants were pooled to form Cohort 2.

### Intervention

Both cohorts participated in an intervention referred to as the “The Live More Project” or “The Lift Project” [56,57]. The 10-week digital interdisciplinary MHPI used evidenced-based strategies from the disciplines of lifestyle medicine and positive psychology for improving mental health and well-being, as detailed in Table 1.

The intervention was based on Ajzen’s [58] Theory of Planned Behavior and employed an experiential pedagogical framework of “Learn, Experience, Think, Share,” which was accessed through an electronic learning management system. Weekly 30-minute video sessions were aimed to educate and empower participants to make positive behavior changes. Daily and weekly experiential challenges provided practical application. The following PSD principles were used in the intervention to improve adherence: gamification to increase challenge points and badges by participating in the challenges; a social forum to comment, post photos, and encourage interaction between the participants to provide accountability; and provision of reminders to watch the videos and log challenges. Refer to Multimedia Appendix 1 for website and app screenshots. An electronic book and electronic workbook were also provided to expand the participants’ knowledge and to journal their experience during the intervention.

### Measurements

#### Mental Health Outcomes

All participants in each cohort completed a self-reported questionnaire at preintervention (Week 1) and postintervention (Week 12). The questionnaire included sociodemographic characteristics such as age, gender, ethnicity, level of education, country of birth, and three validated instruments. An outline of the instruments used in the questionnaire are detailed below.

#### Short Form 36-Item Health Survey

The Short Form 36-item (SF-36) Health Survey is a self-reported health questionnaire appropriate for use among a general population [59]. This survey consists of 36 items that assess eight scales: general health, mental health, vitality, social function, physical function, role limitations due to physical health, role limitations due to emotional problems, and bodily pain. These subscales can be used separately; the two subscales measuring positive affect (ie, “mental health” and “vitality”) [60] were used in this study. The “mental health” subscale assesses emotional well-being (5 items) and the “vitality” subscale assesses energy and fatigue (4 items) [61]. Both subscales generate a score between 0 and 100, with a higher score representing a higher level of mental health and vitality. Although exact cut-off scores have not been established for the two subscales, studies have indicated that a mental health score less than 56 is indicative of major depression [62] and a score less than 45 on the vitality subscale was classified as fatigued [63]. This study observed a Cronbach α of .86 for mental health and .88 for vitality, indicating good internal consistency.

#### Depression, Anxiety and Stress Scale

The 21-item Depression, Anxiety and Stress Scale (DASS-21) is a well-used assessment to measure the negative affect of...
emotional states—depression, anxiety, and stress (7 items per subscale)—on both clinical and nonclinical populations [64]. The questionnaire generates a score between 0 and 21, with a higher score representing increasing levels of mental distress [65]. Individuals were considered “symptomatic” if they reached the threshold of greater than 4 for depression, greater than 3 for anxiety, and greater than 7 for stress. This study observed good internal consistency with a Cronbach α of .87 for depression, .70 for anxiety, .83 for stress, and .90 for the overall score for the 3 domains.

**Satisfaction With Life Scale**
The 5-item Satisfaction With Life Scale (SWLS) assesses global life satisfaction [66] and is used in numerous settings [67]. The questionnaire generates a score between 5 and 35, with a higher score representing increasing levels of life satisfaction. A score of 19 indicates an average life satisfaction. This study observed a Cronbach α of .88, indicating good internal consistency.

**Measurements**

**Adherence**
This study used the following adherence measures for the intervention that have been established previously [55].

**Videos Viewed**
Each week the participants were introduced to a weekly topic (see Table 1) that was presented using an educational video. The total number of weekly videos viewed was used to measure primary adherence and was measured out of a total of 10. A video was marked as “viewed” when 80% or more of the presentation had been played.

**Experiential Challenge Activities**
Participants were encouraged to put what they had learned each week into action by participating in experiential challenge activities. Adherence to challenges was calculated through the total weekly challenge score and the total number of weeks that the participants had completed the challenge. The daily challenge was awarded 10 points with a maximum of 70 points per week, and weekly challenges were allocated 30 points. Hence, participants had the opportunity to achieve 100 points per week, for a total of 1000 points at the end of the 10-week intervention.

**Statistical Analysis**
The data were analyzed using SPSS Statistics (version 25). The χ² test was used to examine the difference in the baseline characteristics. Descriptive statistics, involving frequencies, means, SDs, and 95% CIs, are used to present the mental health and well-being outcomes, as well as the adherence measures.

Multivariate analysis of variance (MANOVA) was used for comparisons as there were several categorical independent variables and continuous dependent variables. Data were prescreened and cleaned to ensure the robustness of the MANOVA, which was also aided by the large sample size. MANOVA, using the general linear modeling (GLM) function in SPSS, was used to test for time effects (pre to postintervention), gender and age effects, and their interactions.

When significant, Bonferroni post hoc analyses were utilized to determine significant changes from pre to postintervention to compare gender and age differences, and to explore significant interactions. Pearson correlation analysis was used to evaluate the relationship between the mental health or well-being outcomes and adherence measures. Analysis of variance was used to compare differences in the outcomes and adherence measures between the age categories. Paired and independent sample t tests were used to explore gender differences in the mental health and well-being outcome measures. Missing data for age (n=4) were replaced with the mean age and missing data (n=14) for mental health outcomes were removed from the analysis.

**Results**

**Participant Baseline Characteristics**
A total of 488 participants completed the preintervention questionnaire (week 1) and postintervention questionnaire (week 12).

Cohorts 1 and 2 differed with regard to age (mean 49.3 years, SD 14.1 and 45.9 years, SD 14.0, respectively; P=.01), gender balance (women: 69.1%, 116/168 and 81.9%, 262/320, respectively; P=.002), and ethnic representation (White: 89.3%, 150/168 and 81.8%, 262/320, respectively; P=.05). Although a statistically significant difference was observed between the cohorts in these demographic variables, it is notable that in both cohorts there was a bias toward White women in the 35-54-year age category. No statistically significant difference was found between Cohorts 1 and 2 in the highest education obtained (tertiary education: 89.3% and 81.8%, respectively; P=.52).

There was a difference between Cohorts 1 and 2 in all baseline mental health measures except life satisfaction; however, the mean scores for both cohorts were in the nonclinical range for all measures. The baseline mental health measures for the two cohorts were as follows: mental health (75.5 and 66.2, P<.001), vitality (52.5 and 60.2, P<.001), depression (2.5 and 3.5, P=.01), anxiety (1.8 and 2.3, P=.02), stress (4.5 and 5.7, P=.001), and life satisfaction (23.9 and 23.1, P=.08). Combining these two cohorts increased the heterogeneity of the total sample, which in turn increased the generalizability of the study.

The combined cohort (N=488), which formed the population for this study, had a mean age of 47.1 years (SD 14.1) and were mostly women (77.9%, 380/488). The ethnicity of the population was largely White (83.4%, 407/488), followed by Other (5.3%, 26/488), Asian (4.5%, 22/488), Maori/Pacific Islander (3.3%, 16/488), Black/African American (2.3%, 11/488), Spanish/Hispanic/Latino (0.6%, 3/488), and Indigenous (0.6%, 3/488). The highest level of education achieved was tertiary education (84.4%, 413/488), followed by secondary/high school (15.2%, 75/488) and primary/elementary (0.4%, 2/488).

In the absence of standardized or universally accepted age categorization, the authors determined three age categories based on the age grouping system of the World Health Organization [68]: 18-34 years (younger adults; 21.7%, 106/488), 34-54 years (middle-aged adults; 47.1%, 230/488), and ≥55 years (older adults: 31.1%, 152/488). However, the World Health...
Organization acknowledges that there is no conceptual justification for selecting one age standard over another [68].

There was no statistically significant difference between men and women ($\chi^2_{487}=1.42, P=.70$) or the age categories ($F_{487}=0.30, P=.69$) with regard to ethnic representation ($F_{487}=0.03, P=.98$) or highest level of education obtained ($F_{487}=0.23, P=.59$). However, statistically significant differences were found between genders and between age categories in some of the preintervention psychometric measures (see Table 2). At preintervention, women reported poorer mental health metrics than men for mental health ($t_{487}=4.85, P<.001$), vitality ($t_{487}=3.94, P<.001$), depression ($t_{487}=-3.13, P=.002$), anxiety ($t_{487}=-3.05, P=.002$), and stress ($t_{487}=-4.14, P<.001$), but not life satisfaction ($t_{487}=1.09, P=.29$). However, the mean scores were found to be in the nonclinical range. The ≥55 years age category had a significantly better score than the 18-34 ($P<.001$) and 34-54 ($P=.002$) age categories for mental health; the 18-34 ($P<.001$) and 34-54 ($P<.001$) categories for vitality; the 18-34 category for depression ($P<.001$) and anxiety ($P=.002$); and the 18-34 ($P<.001$) and 34-54 ($P<.001$) categories for stress. The 35-54 age category had a significantly higher score than the 18-34 age category for depression ($P=.03$) and anxiety ($P=.03$), but not for stress ($P=.97$).
Table 2. Pre to postintervention changes in each of the outcome measures defined by the gender and age categories.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Preintervention (week 1), mean (SD)</th>
<th>Postintervention (week 12), mean (SD)</th>
<th>Difference, mean (%)</th>
<th>t test (df)</th>
<th>95% CI</th>
<th>P value</th>
<th>Effect size (Cohen d)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mental health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>69.4 (16.4)</td>
<td>77.9 (14.9)</td>
<td>8.5 (12)</td>
<td>-13.306 (487)</td>
<td>-9.72 to -7.22</td>
<td>&lt;.001</td>
<td>0.54</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>76.0 (14.4)</td>
<td>81.3 (16.2)</td>
<td>5.3 (7)</td>
<td>-3.227 (107)</td>
<td>-8.59 to -2.05</td>
<td>.002</td>
<td>0.35</td>
</tr>
<tr>
<td>Women</td>
<td>67.5a (16.5)</td>
<td>76.9 (14.4)</td>
<td>9.4 (14)a</td>
<td>-14.197 (379)</td>
<td>-10.69 to -8.09</td>
<td>&lt;.001</td>
<td>0.61</td>
</tr>
<tr>
<td><strong>Age category (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>64.1 (16.6)</td>
<td>71.3 (17.8)</td>
<td>7.2 (11)</td>
<td>-1.304 (105)</td>
<td>-10.66 to -3.83</td>
<td>&lt;.001</td>
<td>0.42</td>
</tr>
<tr>
<td>35-54</td>
<td>68.5 (15.3)</td>
<td>77.0 (14.1)</td>
<td>8.4 (12)b</td>
<td>-9.695 (229)</td>
<td>-10.13 to -6.71</td>
<td>&lt;.001</td>
<td>0.57</td>
</tr>
<tr>
<td>55+</td>
<td>74.3b (16.7)</td>
<td>83.7 (11.7)</td>
<td>9.5 (13)b</td>
<td>-9.182 (151)</td>
<td>-11.50 to -7.43</td>
<td>&lt;.001</td>
<td>0.67</td>
</tr>
<tr>
<td><strong>Vitality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>57.6 (18.2)</td>
<td>86.2 (17.6)</td>
<td>10.5 (18)</td>
<td>-14.018 (487)</td>
<td>-12.01 to -9.06</td>
<td>&lt;.001</td>
<td>0.59</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>63.5 (16.7)</td>
<td>69.9 (19.9)</td>
<td>6.4 (10)</td>
<td>-3.416 (107)</td>
<td>-10.06 to -2.67</td>
<td>&lt;.001</td>
<td>0.35</td>
</tr>
<tr>
<td>Women</td>
<td>55.9a (18.3)</td>
<td>67.7 (16.8)</td>
<td>11.8 (21)a</td>
<td>-14.772 (379)</td>
<td>-13.31 to -10.19</td>
<td>&lt;.001</td>
<td>0.67</td>
</tr>
<tr>
<td><strong>Age category (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>53.9 (15.7)</td>
<td>63.0 (19.0)</td>
<td>9.1 (17)</td>
<td>-4.737 (105)</td>
<td>-12.96 to -5.31</td>
<td>&lt;.001</td>
<td>0.53</td>
</tr>
<tr>
<td>35-54</td>
<td>55.6 (18.7)</td>
<td>66.6 (17.3)</td>
<td>11.1 (20)b</td>
<td>-10.647 (229)</td>
<td>-13.14 to -9.04</td>
<td>&lt;.001</td>
<td>0.62</td>
</tr>
<tr>
<td>55+</td>
<td>63.2b (17.8)</td>
<td>73.9 (15.4)</td>
<td>10.7 (17)</td>
<td>-8.475 (151)</td>
<td>-13.21 to -8.21</td>
<td>&lt;.001</td>
<td>0.64</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>3.2 (3.3)</td>
<td>1.9 (2.6)</td>
<td>-1.3 (39)</td>
<td>10.575 (487)</td>
<td>1.02 to 1.49</td>
<td>&lt;.001</td>
<td>0.43</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>2.3 (3.0)</td>
<td>1.5 (2.7)</td>
<td>-0.8 (-34)</td>
<td>3.464 (107)</td>
<td>0.34 to 1.26</td>
<td>.001</td>
<td>0.28</td>
</tr>
<tr>
<td>Women</td>
<td>3.4a (3.3)</td>
<td>2.0 (2.6)</td>
<td>-1.4 (-40)a</td>
<td>10.121 (379)</td>
<td>1.12 to 1.66</td>
<td>&lt;.001</td>
<td>0.47</td>
</tr>
<tr>
<td><strong>Age category (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>4.1 (3.5)</td>
<td>2.6 (3.3)</td>
<td>-1.6 (-38)</td>
<td>5.675 (105)</td>
<td>1.03 to 2.14</td>
<td>&lt;.001</td>
<td>0.47</td>
</tr>
<tr>
<td>35-54</td>
<td>3.1 (3.1)</td>
<td>2.0 (2.6)</td>
<td>-1.1 (-35)</td>
<td>6.562 (229)</td>
<td>0.76 to 1.41</td>
<td>&lt;.001</td>
<td>0.38</td>
</tr>
<tr>
<td>55+</td>
<td>2.7b (3.2)</td>
<td>1.4 (1.9)</td>
<td>-1.3 (-49)</td>
<td>6.095 (151)</td>
<td>0.88 to 1.72</td>
<td>&lt;.001</td>
<td>0.50</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>2.1 (2.3)</td>
<td>1.3 (1.8)</td>
<td>-0.8 (-38)</td>
<td>9.242 (487)</td>
<td>0.64 to 0.98</td>
<td>&lt;.001</td>
<td>0.39</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>1.5 (1.9)</td>
<td>0.9 (1.7)</td>
<td>-0.6 (-42)</td>
<td>3.896 (107)</td>
<td>0.32 to 0.97</td>
<td>&lt;.001</td>
<td>0.36</td>
</tr>
<tr>
<td>Women</td>
<td>2.3a (2.4)</td>
<td>1.5 (1.8)</td>
<td>-0.9 (-35)</td>
<td>8.382 (379)</td>
<td>0.65 to 1.05</td>
<td>&lt;.001</td>
<td>0.40</td>
</tr>
<tr>
<td><strong>Age category (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>2.8 (2.7)</td>
<td>1.6 (2.1)</td>
<td>-1.2 (-42)</td>
<td>4.886 (105)</td>
<td>0.70 to 1.67</td>
<td>&lt;.001</td>
<td>0.49</td>
</tr>
<tr>
<td>35-54</td>
<td>2.1b (2.2)</td>
<td>1.3 (1.9)</td>
<td>-0.7 (-35)</td>
<td>6.574 (229)</td>
<td>0.51 to 0.94</td>
<td>&lt;.001</td>
<td>0.35</td>
</tr>
<tr>
<td>55+</td>
<td>1.8b (2.1)</td>
<td>1.1 (1.4)</td>
<td>-0.7 (-39)</td>
<td>4.516 (151)</td>
<td>0.38 to 0.98</td>
<td>&lt;.001</td>
<td>0.39</td>
</tr>
<tr>
<td><strong>Stress</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>5.3 (3.4)</td>
<td>3.8 (3.1)</td>
<td>-1.5 (-28)</td>
<td>11.313 (487)</td>
<td>1.24 to 1.76</td>
<td>&lt;.001</td>
<td>0.47</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Although the ≥55-year age category had higher levels of mental health (ie, lower emotional distress) at preintervention, they experienced a significantly higher mean change in the mental health scale ($F_{487}=5.15$, $P=006$) than the younger age categories. However, there were no statistically significant differences between the age categories for vitality ($F_{487}=2.05$, $P=13$), depression ($F_{487}=0.53$, $P=58$), anxiety ($F_{487}=1.53$, $P=22$), stress ($F_{487}=0.32$, $P=73$), or life satisfaction ($F_{487}=2.15$, $P=12$). The pre to postintervention results indicated that the 18–34-year age category had a significantly lower mean change than the 35–54 ($P=0.09$) and ≥55 ($P=0.02$) age categories for mental health, and the 35-54 age category for vitality ($P=0.05$). Despite the 18-34 age category achieving a higher score (ie, indicating higher emotional distress) at postintervention compared to the 35-54 age category for depression ($P=13$), anxiety ($P=14$), and stress ($P=54$), no statistically significant differences were observed. There were also no statistically significant differences found between the 18-34 and 35-54 age categories for life satisfaction ($P=0.06$), or between the 35-54 and ≥55 age categories for any outcome measures: mental health ($P=37$), vitality ($P=80$), depression ($P=65$), anxiety ($P=67$), stress ($P=50$), and life satisfaction ($P=16$). Every age category for both genders showed a statistically significant improvement (ie, lower emotional distress) in mental health and well-being metrics, except for the 18–34-year age category for mental health ($P=13$) and vitality ($P=13$), and the men in the ≥55-year age category for stress ($P=0.9$).

### Adherence

#### Overall Intervention Effect

MANOVA results of the adherence measures indicated a statistically significant difference for age ($F_{487}=2.20$, $P=0.04$;
Wilks Λ=0.97, η²=0.01), but not gender (F_{487}=1.25, P=.29; Wilks Λ=0.99, η²=0.01). No statistically significant interaction between gender and age (F_{487}=0.75, P=.61; Wilks Λ=0.99, η²=0.01) was observed.

**Influence of Gender on Adherence**

As shown in Table 3, there was no statistically significant gender difference in the number of videos watched (t_{487}=-0.52, P=.61), total challenge points achieved (t_{487}=-1.44, P=.15), or the number of weeks that challenges were engaged with (t_{487}=-1.72, P=.09). Although women recorded higher mean challenge points and a higher percentage watched all 10 videos, there was no significant difference between the genders.

### Table 3. Adherence outcomes by gender.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Men (n=108)</th>
<th>Women (n=380)</th>
<th>Total (N=488)</th>
<th>Between-group difference, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of videos viewed (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td>33</td>
<td>31</td>
<td>N/A</td>
</tr>
<tr>
<td>8-9</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>5-7</td>
<td>52</td>
<td>39</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>1-4</td>
<td>16</td>
<td>20</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Number of videos viewed, mean (SD)</td>
<td>6.4 (2.9)</td>
<td>6.6 (3.2)</td>
<td>6.55 (3.18)</td>
<td>.61</td>
</tr>
<tr>
<td>Challenge, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Challenge points (out of 1000)</td>
<td>355.6 (370.6)</td>
<td>412.2 (361.2)</td>
<td>377.5 (354.0)</td>
<td>.15</td>
</tr>
<tr>
<td>Number of weeks challenge scores logged (out of 10)</td>
<td>4.4 (3.72)</td>
<td>5.1 (3.63)</td>
<td>4.8 (3.6)</td>
<td>.09</td>
</tr>
</tbody>
</table>

*Note: N/A: not applicable.*

**Influence of Age on Adherence**

A statistically significant difference was observed between the age categories in the number of videos watched (F_{487}=5.99, P=.003); however, as shown in Table 4, there was no significant difference in the total challenge points (F_{487}=2.448, P=.09) or total number of weeks that challenges were recorded (F_{487}=2.563, P=.08). The age categories of 35-54 and ≥55 years recorded the same mean number of videos watched, which was higher than that for the 18-34 years age category. Both the mean challenge score and the number of weeks that challenge scores were logged showed improvements with age, although the difference was not statistically significant.

### Table 4. Adherence outcomes between age categories.

<table>
<thead>
<tr>
<th>Variable</th>
<th>18-34 years (n=106)</th>
<th>35-54 years (n=230)</th>
<th>≥55 years (n=152)</th>
<th>Total (N=488)</th>
<th>Between-group difference, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of videos viewed (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>33</td>
<td>31</td>
<td>89</td>
<td>N/A</td>
</tr>
<tr>
<td>8-9</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>5-7</td>
<td>38</td>
<td>42</td>
<td>45</td>
<td>125</td>
<td></td>
</tr>
<tr>
<td>1-4</td>
<td>26</td>
<td>18</td>
<td>18</td>
<td>62</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>3</td>
<td>4</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Number of videos viewed, mean (SD)</td>
<td>5.6 (3.51)</td>
<td>6.8 (3.06)</td>
<td>6.8 (2.99)</td>
<td>6.6 (3.17)</td>
<td>.01</td>
</tr>
<tr>
<td>Challenge, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Challenge points (out of 1000)</td>
<td>340.8 (346.3)</td>
<td>398.7 (339.0)</td>
<td>442.9 (372.2)</td>
<td>400.3 (363.7)</td>
<td>.09</td>
</tr>
<tr>
<td>Number of weeks challenge scores logged (out of 10)</td>
<td>4.4 (3.64)</td>
<td>5.0 (3.65)</td>
<td>5.4 (3.62)</td>
<td>5.0 (3.65)</td>
<td>.08</td>
</tr>
</tbody>
</table>

*Note: N/A: not applicable.*
Discussion

Principal Results

The aim of this study was to investigate the influence of gender and age on the outcomes of and adherence to a digital interdisciplinary MHPI in a nonclinical cohort. To the authors’ knowledge, this study is the first to investigate the effect of gender and age on the outcomes of a digital interdisciplinary MHPI that employed an array of strategies from the disciplines of lifestyle medicine and positive psychology in a nonclinical Australasian setting. Stratification by gender and age showed significant improvements in all mental health and well-being outcomes. Hence, digital interventions such as those employed in this study are useful across gender and age groups for mental health promotion and building psychological resilience.

A female bias was observed in this study, which is consistent with the literature of positive psychology interventions as mentioned previously. Despite the population scoring in the nonclinical range for mental health and well-being, women reported significantly lower mental health scores (i.e., higher emotional distress) than men at baseline. However, the women experienced greater improvements than men in the mental health, vitality, depression, and life satisfaction measures. Notably, the women experienced twice the mean change increase in the mental health and vitality subscales compared with the change reported by men, resulting in similar outcome scores to the men at postintervention. This indicates that those scoring lower in the mental health and well-being outcomes can achieve higher mean changes, presumably as there is greater potential for improvement. This is consistent with the results of our previous study using the same intervention that reported higher levels of change were experienced by those with the lowest mental health score at preintervention [57].

This study observed small to medium effect sizes for gender and age on mental health outcomes of a digital interdisciplinary MHPI, which is consistent with the literature of universal digital mental health interventions [10]. However, Tan et al [69] asserts that the impact of small effect sizes can be large when translated to a population level. Hence, digital interdisciplinary MHPIs provide a potential strategy to deliver low-cost and scalable interventions to build the psychological resilience of an individual to help them cope with the adversities experienced in life [70].

This study showed that those aged ≥55 years achieved better mental health and well-being outcomes than the younger age categories in all mental health metrics from pre to postintervention, except for stress. In addition, older men experienced greater improvements than the younger men in the mental health and vitality subscales of the SF-36. These findings are consistent with a meta-analysis of positive psychology interventions, indicating that mental health benefits increased with age [71]. However, these findings are counterintuitive, as younger adults are more frequent users of the internet than older adults (i.e., “digital natives”), which could be hypothesized to influence the outcomes of a digitally delivered program [72-74]. A modulating factor might be the time availability. In a previous qualitative study [75], we reported that “time” was perceived as a major barrier to adherence for many participants, although the older participants expressed that retirement provided them with more time to adhere to the intervention. Notably, outcomes of a digital mental health intervention were shown to be related to higher levels of adherence such as higher levels of time spent on the digital platform, number of sessions completed, percentage of the program viewed, and number of activities compared to the control group [76].

Moreover, this study found no significant differences in any adherence measures across gender and age, except for older adults who watched a significantly higher mean number of videos than younger adults. This is consistent with a meta-analysis showing that age was not a predictor of adherence in 13 out of 18 trials [77]. However, this contrasts with a systematic review that found gender to be a consistent predictor of adherence, with women having a higher probability to complete the intervention compared with men [78]. Nevertheless, the authors acknowledged that higher preintervention scores for depression and low scores in anxiety were also found to predict greater adherence.

Naslund et al [79] suggested that focusing digital technologies on early intervention for younger people is key for advancing global mental health. However, Forsman et al [17] argues that the implementation and innovation of mental health promotion for older adults must not be overlooked. Mental health promotion for older adults is of particular importance for three key reasons: there is a higher mental health burden of disease for older adults, digital mental health solutions can improve the mental health care of older adults, and it is well recognized that the mental health of young individuals is strongly influenced by the well-being of their older caregivers [72].

As this study observed improvements in the mental health outcomes of and adherence to a digital interdisciplinary MHPI regardless of gender and age, the authors challenge the concept of focusing solely on mental health promotion for younger or older adults. Instead, the authors encourage developers to be strategic and design digital interdisciplinary MHPIs for all adults (i.e., universal). The intervention used in this study employed strategies to increase engagement and adherence among men (i.e., using male role models, portraying positive male traits, promoting enjoyable activities, and facilitating peer involvement), younger adults (i.e., action-based intervention and leverage the influence of peers), and older adults (i.e., designing the intervention for the novice user and managing expectations of the intervention).

In addition, principles from the established PSD categories were incorporated into the intervention. First, from the Primary Task Support category, “reduction,” “tunneling,” and “self-monitoring” were used to aid adoption by novice users and older adults, and to increase adherence by encouraging behavioral change through participation in a variety of challenges (i.e., enjoyable activities). Second, from the Dialogue Support category, the PSD principles of “rewards,” “reminders,” and “liking” were incorporated in the MHPI to increase adherence in the form of alerts and personalized reminders [32,49,54]. Third, from the System Credibility Support category, the PSD principles of “trustworthiness,” “expertise,” and
“real-world feel” were incorporated by using an internationally recognized male role model that provided credibility to the intervention to build trust and to portray positive male traits. Lastly, from the Social Support category, the PSD principles of “social learning,” “social comparison,” “social facilitation,” and “competition” were employed to promote peer involvement through social interaction (ie, encourage participants to write comments and post pictures in relation to the challenges) and increase adherence and accountability through the use of gamification (ie, points, badges, and the leaderboard). The culmination of the design elements incorporated in the intervention resulted in it being effective; however, further research should investigate which elements are most beneficial and for whom.

Strengths and Limitations
The strengths of this study are outlined below. First, this study is strengthened by a large number of participants (N=488) and vast age range (18-88 years old) across geographically diverse areas. The second main strength is the MHPI’s novel interdisciplinary nature that utilized multicomponent, evidenced-based strategies from the disciplines of lifestyle medicine and positive psychology. Using multicomponent strategies, rather than employing a single tactic, is also deemed to be more efficacious [56,71,82]. Third, the use of PSD principles in the intervention were both gender-responsive and age-sensitive. Increasing the number of PSD principles does not necessarily lead to better outcomes [52]. Future studies could investigate which PSD principles best optimize universal MHPIs.

There are also several limitations of the study. First, the participants were self-selected and drawn from a faith-based population. Hence, they may have entered the study with higher motivation levels and readiness for change than the general population, which may accordingly limit the generalizability of the findings. Second, there was a female bias to the study—which is often observed in positive psychology interventions—and may limit the generalizability of the intervention to male participants. Future studies could explore the use of male-centric advertising and recruitment locations to increase the number of male participants. Third, the study observed small to medium effect sizes for gender and age, which is consistent with the literature. Lastly, as the intervention was promoted as a mental well-being intervention, the sample was in the “nonclinical range” for the mental health scores. Therefore, further research will need to be undertaken to investigate the influence of gender and age on the outcomes of and adherence to digital mental health interventions that integrate strategies from positive psychology and lifestyle medicine when dealing with clinical populations.

Conclusions
The findings of this study demonstrate that a digital interdisciplinary MHPI that employed multicomponent evidence-based strategies from the disciplines of lifestyle medicine and positive psychology using PSD principles can significantly improve mental health and well-being outcome measures across gender and age categories in a nonclinical setting. There may be a benefit in utilizing PSD principles to develop universal MHPIs such as that employed in this study, which can be used across gender and age groups. Future research should examine which PSD principles optimize a universal digital interdisciplinary MHPI.
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Abstract

Background: Previous studies have suggested that social media data, along with machine learning algorithms, can be used to generate computational mental health insights. These computational insights have the potential to support clinician-patient communication during psychotherapy consultations. However, how clinicians perceive and envision using computational insights during consultations has been underexplored.

Objective: The aim of this study is to understand clinician perspectives regarding computational mental health insights from patients’ social media activities. We focus on the opportunities and challenges of using these insights during psychotherapy consultations.

Methods: We developed a prototype that can analyze consented patients’ Facebook data and visually represent these computational insights. We incorporated the insights into existing clinician-facing assessment tools, the Hamilton Depression Rating Scale and Global Functioning: Social Scale. The design intent is that a clinician will verbally interview a patient (eg, How was your mood in the past week?) while they reviewed relevant insights from the patient’s social media activities (eg, number of depression-indicative posts). Using the prototype, we conducted interviews (n=15) and 3 focus groups (n=13) with mental health clinicians: psychiatrists, clinical psychologists, and licensed clinical social workers. The transcribed qualitative data were analyzed using thematic analysis.

Results: Clinicians reported that the prototype can support clinician-patient collaboration in agenda-setting, communicating symptoms, and navigating patients’ verbal reports. They suggested potential use scenarios, such as reviewing the prototype before consultations and using the prototype when patients missed their consultations. They also speculated potential negative consequences: patients may feel like they are being monitored, which may yield negative effects, and the use of the prototype may increase the workload of clinicians, which is already difficult to manage. Finally, our participants expressed concerns regarding the prototype: they were unsure whether patients’ social media accounts represented their actual behaviors; they wanted to learn how and when the machine learning algorithm can fail to meet their expectations of trust; and they were worried about situations where they could not properly respond to the insights, especially emergency situations outside of clinical settings.

Conclusions: Our findings support the touted potential of computational mental health insights from patients’ social media account data, especially in the context of psychotherapy consultations. However, sociotechnical issues, such as transparent
Various studies have suggested ethical guidelines, such as been keen to weigh the benefits and drawbacks of doing so [20]. At the same time, they have interest in exploring the use of patients' social media as clinically relevant information [19]. Among the different types of data sources that can provide collateral information, patients' social media activities have emerged as collateral information [5], such as those obtained from patients’ friends and family members. According to the George Engel biopsychosocial model of care [6], such information provides a complementary and adjuvant perspective on the patient’s condition, which the clinician can use to tailor treatment decisions, regulate the quality of care, and support the patient on the road to recovery [5].

The ubiquity and increasing use of digital technology have opened up new opportunities for clinicians to gather complementary sources of collateral information, which can be diverse in scope and gathered in the natural contexts of the patients [7]. Patient-generated health data of patients with irritable bowel syndrome, such as food intake and abdominal pain, have been explored in provider-patient collaboration [8]. The providers saw that self-monitoring data could support provider-patient communication; parallelly, they were also worried about insufficient time to review the data or not having meaningful results from such investments. Kim et al [9] developed DataMD, a clinician-facing patient-generated health data dashboard, by conducting design workshops with clinicians. They found that DataMD helped clinicians to improve counseling skills and facilitated in-depth communication between a clinician and patient.

Among the different types of data sources that can provide collateral information, patients’ social media activities have been investigated in diverse settings such as healthy eating [10] and forensic mental health evaluations [11,12]. Researchers have suggested that social media platforms have emerged as low-cost and unobtrusive means to gather insights about behaviors, mood [13], psychological traits [14], social interactions [15], and even the mental health states of individuals [16,17]. As these platforms provide an unprompted medium through which individuals can voice their feelings and daily experiences, digital traces left behind by people on these platforms provide opportunities for clinicians to gain another layer in their understanding of patients [7,18].

In the wake of these opportunities, clinicians have expressed interest in exploring the use of patients’ social media as clinically relevant information [19]. At the same time, they have been keen to weigh the benefits and drawbacks of doing so [20]. Various studies have suggested ethical guidelines, such as professional boundary management and informed consent, when incorporating social media into clinical settings [21-25]. Even if patients are fully informed, it is unclear how they will share their social activities and to what extent and how the sharing will inform clinicians’ decision-making processes [26,27]. It is also possible that fully informed consented patients may alter their behaviors, which weakens the usefulness of the collateral information from social media data [28]. Moreover, the collateral information derived from patients’ social media should be relevant to the clinical context and provided in a way that clinicians can access their current workflows [29].

Therefore, further research is required to create social media–based technologies that can empower clinician-patient collaboration as collateral information while preventing such technologies from exacerbating ethical concerns. Future technologies need to be able to protect professional boundaries when clinicians and patients collaborate using social technologies. In addition, patients’ privacy must be respected even if the patients have consented to share their social media posts. One of the potential solutions is to computationally translate patients’ social media posts into clinically meaningful insights such as the intensity of certain symptoms [30] and the possibility of relapse [31]. By only showing possibilities or indexes calculated from social media posts, some of the ethical concerns mentioned above can be assuaged; clinicians will not read what the patient posted but will be able to glean important information such as indicators of exacerbation of their symptoms. However, this approach creates other questions: What are the relevant and useful information derived from patients’ social media data? How would clinicians incorporate this information into current work practices? How would new technologies be salient in addressing the ethical concerns of using sensitive personal information in a clinical context?

Objectives

To examine how collateral information computationally derived from patients’ social media can support or hinder mental health therapy, we developed a clinician-facing prototype that visually represents patients’ social media data. We focused on patients with mood disorders because the collateral information that can be distilled from patients’ social media is relevant to patients with mood disorder [32]. We further left our target condition broad because of the early and exploratory nature of this study.

The prototype was qualitatively evaluated by 15 mental health clinicians. The evaluation study accomplished 2 goals: (1) it helped us understand whether and for what purpose clinicians could incorporate the prototype and social media insights gleaned from patients’ data into their work practices and (2) it revealed concerns and potential harms in its use and adoption in real-world clinical settings. In this study, we present the
findings from the user study sessions with mental health clinicians and the implications for future mental health technologies as well as ethical considerations of using patients’ social media data in the mental health context.

Methods

Overview

On the basis of the low-fidelity prototypes designed by the research team [29], we developed a prototype with Facebook data of consented patients with mood disorder in treatment at a large health center in the northeast of the United States. The prototype was qualitatively evaluated by clinicians via interviews (n=15) and focus groups (n=13) at this location. The following subsections explain the details of the prototype and the evaluation methods.

Prototype

Overview

As clinicians may be unaccustomed to the concept of computational mental health insights from social media data, we decided to design a prototype that can help clinicians understand this concept and envision its future. The design of our prototype is based on our previous codesign work to understand how computational social media analyses can be visually represented by clinicians [29]. We extended the previous low-fidelity prototypes in 2 ways: first, we used actual patient social media data in the design of the prototype because the insights generated from the actual data and deidentified vignette of the patient can help our clinician participants to evaluate the opportunities of the computational approaches; second, we situated the computational mental health insights as a part of existing clinician-facing assessments because those assessments provide our participants with a familiar base of understanding. A detailed explanation of patient social media data and the design of the prototype are provided below.

Patient Facebook Data

In general, this study draws on data from a larger study, some of which have been reported in the studies by Saha et al [30], Birnbaum et al [31], and Ernala et al [33]. In this study, the Facebook archives of a set of clinically diagnosed patients with mood disorder were downloaded following informed consent from the patients and after approval by the institutional review boards of the relevant institutions. From 110 patients who contributed their data following informed consent, we selected an exemplar set of 8 patients with mood disorder, who had the highest activity on Facebook, to build the prototype. Overall, patients had an average of 7143.4 (SD 3209.1) timeline posts and 21,043.6 (SD 16,761.6) messages spanning between 1 and 10 years (mean 6.5, SD 3.6) on Facebook. In particular, the following types of data were used for the specific purposes of our prototype: self-posts and self-comments (posts, comments, and interpersonal messages posted by the patient), including their time of posting, check-ins, friending and cotagging activities, and volume of interpersonal social interactions. In addition to Facebook data, we also accessed their primary diagnosis and hospitalization information (eg, admission and discharge dates) from their medical records.

We used a number of computational analyses on the Facebook data of patients, grounded in the symptomatic and functional impairments associated with mood disorders [29]. To identify posts indicative of depressed mood and suicidal ideation, we used machine learning classifiers (bag-of-words-based n-gram models) from prior research [30]. The depression classifier showed an accuracy of 0.82, and the suicidal ideation classifier had an accuracy of 0.91. To capture insomnia, we calculated the number of Facebook posts that were posted during regular sleep hours (between midnight and 5 AM). For diurnal variation in association to mood, we calculated the number of depression-indicative posts (as predicted by the classifier) that were posted at different times of the day (morning, noon, night, and midnight defined between 5 AM and noon, noon and 5 PM, 5 PM and 10 PM, and 10 PM and 5 AM, respectively) [17]. Next, as a measure of new friendships, we calculated the number of accepted friend requests on Facebook. To operationalize social ties, we calculated the number of distinct people the patient messaged on Facebook and the total number of messages exchanged [34]. Finally, to measure the frequency of offline social interactions, we determined the number of posts that had location check-ins or cotagging with other people [31]. In general, we prioritized these specific items because they are well-validated and well-supported in the literature [31,33] in terms of revealing meaningful mental health insights from a clinical standpoint and in a clinical patient population.

Augmenting Existing Assessment Tools

We adopted 2 existing psychiatric assessment tools for the design of our prototype—the Hamilton Depression Rating Scale (HAM-D) [35] and the Global Functioning: Social (GF:S) [36]—because they are well-established tools that help clinicians track symptoms and the emotional, social, educational, and vocational functioning of patients. Typically administered in the form of interview-based assessments, there are 24 items in the HAM-D (eg, depressed mood and feelings of guilt) and 8 items in the GF:S (eg, Do you ever have problems or fallings out with friends?). For each item, clinicians ask questions to patients in person and observe their behaviors during the interview to assess their patients.

Although the assessment tools focus largely on offline behaviors—aspects that may not be covered in an individual’s Facebook activities—we designed a prototype that would enable clinicians to quickly assess social media–derived insights as an additional layer of collateral information on top of what might be accessible through the assessment tools. Our clinical collaborators felt that such complementary information gathered from patients’ social media activities can be useful. After deliberation and considering the social and emotional affordances of Facebook, we picked the 4 items from the HAM-D and 3 items from the GF:S (Table 1) that can be most reliably mapped to an analysis of patients’ Facebook data described earlier.
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Table 1. Items, interview guides, and social media analysis in the prototype.

<table>
<thead>
<tr>
<th>Items</th>
<th>Interview guide</th>
<th>Social media analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressed mood</td>
<td>How would you describe your mood in the past several days?</td>
<td>Number of depression-indicative posts</td>
</tr>
<tr>
<td>Suicidal thoughts</td>
<td>In the past several days, have you felt that life was not worth living, or that you would be better off dead?</td>
<td>Number of suicidal thought indicative posts</td>
</tr>
<tr>
<td>Insomnia</td>
<td>How have you been sleeping in the past several days?</td>
<td>Number of Facebook posts between midnight and 5 AM</td>
</tr>
<tr>
<td>Diurnal variation</td>
<td>In the past several days, have you noticed feeling worse at any particular time of day—such as in the morning or evening?</td>
<td>Number of depression-indicative posts by 4 time frames</td>
</tr>
<tr>
<td>New friends</td>
<td>Tell me about your social life. Do you have friends? If yes, how many friends would you say you have?</td>
<td>Number of accepted friend requests</td>
</tr>
<tr>
<td>Social ties</td>
<td>Are they casual or close friends?</td>
<td>Number of messages and recipients</td>
</tr>
<tr>
<td>Frequency of social interactions</td>
<td>How often do you see friends?</td>
<td>Number of posts with location and tagging</td>
</tr>
</tbody>
</table>

We created an electronic version of a clinician-facing assessment dashboard that was augmented with social media analysis (Figure 1). We provided interview questions from the assessments on the top of the main page, so that clinicians can initiate the interview process. At the bottom of the screen, we placed anchored rating scales for the item, which come from either the HAM-D or the GF:S. Between the interview questions and the rating scales, the relevant social media analysis is displayed as collateral information. For example, for the depressed mood item, we added the number of depression-indicative posts from the patient’s Facebook data, visualized as a time series bar graph. The y-axis of this graph is the number of posts, and the x-axis of the graph represents time, that is, the time from account creation to the most recent activity. We added a range slider for the clinicians to adjust the time frame. Next to the title of the social media analysis, we added an information button that shows how we calculated the number of posts (eg, depression classifier for depression-indicative posts). Finally, we added a comparison between the last 2 months and 2 months before the last hospitalization of the same patient in plain text. This was to help clinicians find patterns that could indicate a change in symptoms. Additional screenshots of the prototype (eg, the suicidal ideation view) can be accessed in Multimedia Appendix 1.

Figure 1. One view of the prototype.
Qualitative Evaluation of the Prototype

Recruitment

To formatively evaluate the prototype powered by actual patients’ deidentified data, we used purposive sampling strategies to recruit mental health clinicians from a large, urban, behavioral health center located in the northeast of the United States. This research was approved by the institutional review boards of the relevant organizations.

To facilitate the recruitment process and to compensate for their participation, we provided a raffle for an iPad mini. We recruited 15 clinicians for individual interviews, and 13 of the 15 participated in a set of subsequent focus group sessions (3 sessions with 4-5 participants per session). In total, we had 8 psychiatrists, 5 clinical psychologists, and 2 licensed clinical social workers (Table 2). We grouped the focus group participants based on their availability. We recruited a heterogeneous group of clinicians because psychiatrists, psychologists, and social workers are highly collaborative in our study site.

Table 2. Participant demographics with their experience and gender. All focus group participants joined individual interviews before their focus group sessions.

<table>
<thead>
<tr>
<th>Participants and title</th>
<th>Experience (years)</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Focus group 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1 Psychiatrist (MD)</td>
<td>8</td>
<td>Female</td>
</tr>
<tr>
<td>P2 Clinical psychologist (PhD)</td>
<td>8</td>
<td>Female</td>
</tr>
<tr>
<td>P3 Licensed clinical social worker (MS)</td>
<td>6</td>
<td>Female</td>
</tr>
<tr>
<td>P4 Clinical psychologist (PhD)</td>
<td>7</td>
<td>Female</td>
</tr>
<tr>
<td>P5 Clinical psychologist (PhD)</td>
<td>11</td>
<td>Female</td>
</tr>
<tr>
<td><strong>Focus group 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P6 Psychiatrist (fellow, MD)</td>
<td>4</td>
<td>Male</td>
</tr>
<tr>
<td>P7 Psychiatrist (fellow, MD)</td>
<td>6</td>
<td>Female</td>
</tr>
<tr>
<td>P8 Clinical psychologist (PhD)</td>
<td>20</td>
<td>Female</td>
</tr>
<tr>
<td>P9 Licensed clinical social worker (MS)</td>
<td>30</td>
<td>Female</td>
</tr>
<tr>
<td><strong>Focus group 3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P10 Psychiatrist (resident, MD)</td>
<td>1</td>
<td>Female</td>
</tr>
<tr>
<td>P11 Psychiatrist (resident, MD)</td>
<td>2</td>
<td>Female</td>
</tr>
<tr>
<td>P12 Psychiatrist (resident, MD)</td>
<td>2</td>
<td>Female</td>
</tr>
<tr>
<td>P13 Psychiatrist (resident, MD)</td>
<td>3</td>
<td>Female</td>
</tr>
<tr>
<td><strong>Only interview</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P14 Psychiatrist (resident, MD)</td>
<td>3</td>
<td>Male</td>
</tr>
<tr>
<td>P15 Clinical psychologist (trainee, MS)</td>
<td>5</td>
<td>Female</td>
</tr>
</tbody>
</table>

Procedure

First, to familiarize the participants with the prototype, we conducted an individual interview, where the participant explored the prototype and gave their feedback on it. Second, to envision future uses of the prototype, we conducted 3 focus group sessions where participants discussed the values and barriers of the prototype. These sessions were conducted between June and August 2019. The interview and focus group protocols are included in the Multimedia Appendix 2.

We interviewed participants in the same offices where they met their patients. Before obtaining informed consent, we provided an overview of the study. After the participants signed the informed consent form, they completed a demographic survey. We then asked questions about their work practices and their experiences with the patients’ social media. We demonstrated the prototype on a laptop. Next, the participants were asked to freely explore the prototype using a think-aloud protocol. We provided a vignette of a real patient, which was deidentified and edited for the study; the prototype displayed the same patient’s Facebook data. The clinician participants and the patients in the prototype were from the same behavioral health center; however, we did not check whether the participants had actually met the patients. Following the exploration, the participants answered follow-up questions regarding general feedback, compatibility with their work practices, and concerns and thoughts. The duration of the sessions ranged from 45 minutes to 80 minutes.

The subsequent focus group sessions were held for 55 minutes to 70 minutes. We explained the purpose of the focus groups and obtained informed consent from the participants. To refresh their memory of the prototype through a brief reintroduction, we asked about participants’ general feedback on the prototype.
After that, the participants led the discussion comprising topics such as their willingness to use the prototype or their concerns.

**Analysis of Qualitative Data**

The sessions were audio-recorded with the participants’ permission, and the recordings were transcribed. The transcribed data were analyzed using thematic analysis [37]. The research team (DWY and BS) first deductively coded the data based on our research aims: (1) whether and for what purpose clinicians could incorporate the prototype into their work practices and (2) concerns and potential harms in its use and adoption in real-world clinical settings. We then inductively analyzed the data to identify particular patterns in the data. The initial codebook was iteratively reviewed during regular team meetings (DWY, MDC, MLB, and ARVM) until the team reached a consensus. The list of codes, their descriptions, and examples for each are included in the Multimedia Appendix 3.

**Results**

**Overview**

Participants considered the computational insights from patients’ social media to be helpful for clinician-patient collaboration. However, they also pointed out potential negative consequences and concerns that should be addressed in future technologies.

**Clinician-Patient Collaboration**

While freely exploring the prototype, our participants voluntarily explained how they would like to use it to have a better conversation with their patients. In particular, they mentioned diverse collaborative situations where the prototype can be useful, such as when they explore directions for consultation and track changes in patients’ symptoms.

**Collaborative Agenda-Setting**

Our participants considered the prototype to be useful for them to collaboratively set an agenda with their patient—an approach strongly advocated in patient-centered and collaborative care models [38]. P11 suggested that reviewing the prototype with the patient at the beginning of the consultations could create awareness and concern about salient issues in a collaborative manner and the patient could feel that there is a more welcoming space where they can now “open up” and be “a contributor in their own treatment” (P5). The participants considered this a valuable outcome for enhancing their therapeutic alliance [39]:

> If we have the patient in the office and were like, “Let’s spend 5 minutes and go through your data together.” And we look at the graphs together. And then point out, oh, it looks like at this period, you were posting a lot at nighttime, what was going on? And you just use it as a way to explore if something didn’t come up in the session. So obviously it could be used in a therapeutic way to enhance the therapeutic relationship. [P11]

Participants pointed out that if they could have time to review the prototype before the consultations, it would help set the stage for what is to come during the session, and could affect the course, direction, and quality of care, including treatment decisions. In fact, such an approach could result in fewer hidden concerns at the end of the consultation (P9). For instance, clinicians could look for atypical or concerning patterns that might stand out when reviewing the prototype. If appropriate, during the session, they would then actively seek to know what happened during that time or why the patient posted something in particular on social media:

> I could see myself using it this way: so if I’m meeting them on October 17 for an appointment, I’ll say, “Oh, have you had any suicidal thoughts in the last week?” And they say, “No.” And then, “I’m seeing on three occasions it looks like that on social media you were expressing something that maybe was concerning for suicidal thoughts, can you tell me about what these were if you remember them?” So I might use it to hone in on specific instances of suicidal thoughts. [P11]

**Communicating Symptoms**

Communicating symptoms is one of the most important parts of clinician-patient collaboration [40]; however, it is often challenging because of the subjective nature of most mental illnesses and a lack of efficacious ways to monitor them longitudinally and in a fine granularity [41]. Therefore, our participants consistently pointed out that being able to gather more objective information regarding patients’ symptoms with the prototype could help both clinicians and patients to communicate symptoms:

> Sometimes patients forget or don’t recall clearly for how long they had the symptoms, or how long they thought they have been excluding themselves in their room. Sometimes they don’t recall a rough timeline. But if you have the data in front of you in terms of how often have they been going out, and if you can clearly see a drop if they are a social person, but there has not been even a single tag, or they have not gone outside for a long while, you know you have to check into the situation. [P7]

Participants further stated that sometimes patients may minimize certain symptoms, or as P11 noted, they can struggle to “recognize small changes,” in which case the prototype can help learn about the patients’ mental state. Difficulties in recognizing and communicating symptoms can be seen under certain conditions:

> So maybe in a bipolar patient that would be more helpful. If they’re saying, “Oh yeah, I’m sleeping well” but they’re posting throughout the whole night, then you could see that their sleep patterns are off. [P12]

Participants said that if the clinicians encountered such discrepancies, they would like to cautiously bring up the information from the social media analyses, as long as the patient is comfortable. In addition, they would explore the opportunity to address the gaps by having deeper conversations, such as by asking patients to unpack the foundations of this contradiction. P7 reported that patients “often live in denial” as and when they feel better intermittently. In that case, based on the prototype, it might be a meaningful psychotherapy probe to
know “why the patient is not sharing what they have not shared.” That is, “was it just forgetfulness, or was it intentional on the part of the patient to hide certain things?” (P7).

However, participants also emphasized that the early moments of clinical interactions are important, as the tone of voice used by a clinician early in the visit is known to be indicative of satisfaction and compliance with treatment recommendations [38]. Therefore, they mentioned that there should be inconsistencies between what the patient says and what the prototype shows, they would approach this in a nonconfrontational manner, “do [so] subtly and bring it up to [the patients’] attention” (P3) and negotiate the appropriate time when this discussion may be timely.

As family members often engage in tracking symptoms and communicating with clinicians [42], our participants mentioned that the prototype may be useful in resolving conflicts between patients’ self-reports and collateral information from their family members:

Sometimes there is a tendency, by parents, when they do not recall clearly, of overgeneralizing things, like the patient has not talked to anybody in the last two or three months, has been really doing bad. But when you explore it clinically, the patient may tell you otherwise, even though the parent might deny it. But when you can see from their Facebook as well that they have been going out, they have been enjoying things that they had in the past, this can definitely correlate that fact. [P7]

We considered the information from patients’ social media as another type of collateral information rather than a type of information that can replace any of the current information that clinicians may use. Our expectation is that clinicians will collectively consider every type of information available, including discreet conversations with patients. Our participants confirmed their interests in including information from social media in their decision-making process when appropriate.

Incorporating the Tool in Current Work Practices

Different types of clinicians envisioned various ways to incorporate the prototype into their work practices. Clinical psychologists and licensed social workers (and some psychiatrists) mentioned that they would like to use the prototype similar to homework assignments [43]—cognitive behavioral therapy strategies suggest that homework assignments can help patients practice coping strategies and restructure dysfunctional beliefs. As our clinicians already discussed patients’ assignments at length during therapy sessions, they envisioned that the prototype could provide additional interesting discussion points. Although clinical psychologists and social workers preferred using the prototype to navigate their conversations, psychiatrists mentioned that they would like to check whether there were sudden changes after they modified some medication treatments. One of the psychiatrist participants, P14, mentioned that “being able to input when I started a medication would be very useful. And being able to even just note dose changes would be cool.”

Second, some participants suggested that reviewing the technology before consultations might be better from the perspective of patient-clinician engagement during consultations. This will ensure that conversations are not negatively disrupted with technology use, and it will prevent patients from “feeling neglected” (P10):

I think this is very valuable and I think there’s a very good role for that being incorporated in treatment. Personally, I might like having it here, something I review beforehand and then as needed or do a check in at a portion of the session where I’m like, “Let’s look together.” I just don’t know logistically if I’d want to keep [the prototype] in front of me the whole session. The patient might think, I don’t like how now my doctor is standing at a computer typing instead of talking to me. [P8]

A third potential use of the prototype that some participants brought up included the possibility to learn about or keep track of specific patients’ symptom improvements or downturns when patients miss an appointment. P11 cited a case in which the prototype could provide timely feedback to the patient to enable them to self-reflect and be self-aware:

It’s often the case where patients don’t recognize small changes as much as maybe other people around them. So things like, they’re smiling more. They’re brighter, they’re more interactive, they’re talking for longer during the session. Those might be signs that their mood is improving. They might not notice it. So if there was some feedback I could give them, like “I notice that you’re looking a little bit brighter today or you’re a little bit better. And in fact, based on your social media use, it looks like you’ve been posting more positive things.” That would be a great way to show it. [P11]

P13, on the other hand, found that they could use the tool to connect with the patient in a timely fashion, even if an in-person consultation was not possible:

The irony of it is that when patients actually get sick is when they don’t come to see you. But if you are able to check in on them, like with this tool, that can be cool. [P13]

Potential Negative Consequences

Collaboration Versus Monitoring

Another conspicuous theme throughout the participants’ accounts concerns the potential negative consequences of the prototype. They pointed out that there will be a subtle line between collaboration and monitoring, and some patients might be negatively affected by the prototype. In addition, our participants expressed their negative opinions regarding the additional workload that the prototype may bring to clinicians. Although participants voluntarily mentioned that the prototype can support collaboration and engagement during the consultations, some participants also expressed concerns; they provided scenarios where the patient may not choose to be an amicable party to the process. For instance, P9 mentioned that
the mental illness experiences of certain patients may prevent their participation in the use of this prototype or there could be negative consequences:

The concern that everything that they do or even if they’re being monitored, big brother’s watching and even though consents are signed, I mean, paranoia is what, an irrational fear and they’re very vulnerable. So, it can go the other way too. [P9]

Participants were concerned that the prototype’s abilities and clinical usefulness might be undermined by the Hawthorne effect [44], wherein patients may stop posting or begin to self-censor themselves on social media, knowing clinicians’ awareness of and access to this information:

It would be interesting how this will, this would modify their behavior on their social media considering the fact that they know now that, even their social media post has been given access to their clinicians. So like it’s being monitored. So like that might modify their behavior on the social media as well, either positively or negatively, depending on if they are seeking help or if they are seeking attention, in one way or the other. They might post more or they might start posting less. [P15]

They further conjectured that patients who are less open and engaged during consultations would not consent to provide their social media data to the prototype, which is an important concern because openness and trust are critical to therapeutic alliance:

I feel like for the patients I’d want it, it’s those that I don’t trust and they’re not going to necessarily trust everyone with stuff on social media, and also kind of trust me to go look at their data, like to give me permission. So it would probably be looking at a lot of data from patients that we could just ask them the questions and they’ll be honest with us. [P4]

Workload Issues

First, despite acknowledging it as a “technicality” (P7), participants were worried about the potential burden on their workloads. P11 felt that it may not always be feasible to review patients’ social media information before consultations in some programs, because in some clinical settings, patient loads are exceedingly high. In fact, the participants felt that reviewing additional data from the prototype might increase work and call for advanced training, either of which is likely to be impractical without adequate support from their institutions.

Participants also considered other areas of concern, such as general management of the prototype, explaining the scope of the prototype to (new) patients and its functioning to clinicians, maintaining informed consent from patients, getting help from the information technology staff to allow sustained use of the prototype, and ensuring that it is seamlessly integrated with other pieces of clinical information gathered by the institution—all of which they thought could lead to an increase in clinician burden. For instance, they pondered on who would educate the patients about this technology and manage issues, both technically related and patient-related. To this end, they thought they may be more willing to use this system when they are employees in a large hospital where someone else can handle the aspects surrounding the functioning of the system.

Ethical Concerns

In addition to the potential negative consequences, our participants pointed out concerns that need to be addressed before this technology could be introduced in the clinical context.

Patient Privacy

When we introduced our prototype, we explained the privacy-related settings for it. The prototype’s data were collected with the patient’s consent for research purposes, and we envision that future technologies will actively seek patients’ consent to use their social media information in their treatment. Some participants mentioned that they were worried about patients’ privacy; however, they considered achieving patients’ consent to be the first step toward addressing such issues:

Also, the idea of someone being able to have their privacy of being able to poach these things without them having to have their doctors know about it all the time, but I guess if they’re agreeing to it, and that means they don’t mind. [P1]

Our participants also provided keen insights regarding the sharing preferences of patients in a clinical context. P7 pointed out that even if the post is public, it is not clear whether the patient will be fine while sharing content with their clinicians. This idea opens up new questions about the difference between sharing a post with their friends and sharing a post with their clinicians. More importantly, this indicates that future consent procedures should be thorough in communicating the implications of sharing patients’ social media data with their clinicians. These ethical implications are explored in the Discussion section.

One of our measures to respect patients’ privacy, the design decision to not show the actual post in the visual representation, was well-received by clinicians. They pointed out that “not having a specific post is a little bit less invasive to the person’s privacy” (P8). However, it also raised a question about the trade-off between having the ability to review what the patient wrote and to protect patients’ privacy. This trade-off can be important, especially when they find a trend or pattern that might be relevant to the patient or their treatment. Multiple participants mentioned that they would like to read the post if the posts were flagged as suicidal ideation–indicative or depression-indicative, and they felt the pattern was important in the patient’s treatment. We envision that this tension regarding the granularity of shared data should be considered in future designs such as specific customization options for both clinicians and patients to decide the level of details that will be shared between them.

Credibility

There were 2 dominant credibility issues that participants thought could diminish trust in the prototype: if “Facebook posts and friend requests and everything correlate to actual life” (P12) and if an algorithm applied on top of these data can distinguish different contexts and intents behind specific posts. For instance,
I participant repeatedly pointed out several times that they wanted to learn how the different algorithms worked and when they failed. Another participant mentioned a concrete scenario in which the algorithm may not be able to provide clinically meaningful insights because of the underlying gaps in psychometric validity:

And how does that algorithm delineate that certain posts are more likely to be related to depression versus others? Like if somebody had just posted they’re listening to some dark music, would it automatically pick that they’re suffering from low mood, that’s why they’re. Because sometimes people just write that on their Facebook post, they’re listening to this, and, like, that’s a part of dark music, or in general, sad songs. [P7]

Another participant similarly mentioned that as the prototype does not distinguish between active and passive suicidal ideation, it cannot hint at the specific circumstances under which a patient may have shared a suicidal ideation—indicative post. A lack of this context may prevent clinicians from adjusting their treatment decisions based on the prototype, and it can be particularly difficult to ensure that the data augments patients’ and caregivers’ accounts, instead of eroding them:

Unless there’s behavioral action to back up what the person may have posted, I feel like it’s unclear how much conviction they had, and what they were saying, or whether it was just for attention. I think in terms of what is said, maybe more active stuff like, “I want to die; Life isn’t worth living anymore” will be more useful. [P10]

Another participant further questioned relying on Facebook as the sole source of collateral information, as “people might [be] on a Facebook break.” (P12). Ultimately, without subverting the utility of the prototype, participants said that, in the absence of an implicit level of trust or transparency in the functioning of the algorithms, they would consider the social media insights with caution:

I would probably trust the patient’s report more than I would trust the data from Facebook. I mean if the patient’s saying they’re doing totally fine and then they’re having a bunch of suicidal posts, I guess it’s a thing to bring up. But I wouldn’t necessarily feel that they’re suicidal because their posts say they are. I guess I would want more information, I wouldn’t just take it at face value. Because I know people post things for all different kinds of reasons. So I guess that’s my hesitancy, is this... and I got to trust what I see here. [P11]

Liability

Liability issues may arise when clinicians have access to patients’ social media information via the prototype, which indicates an exacerbation of their symptoms, such as a crisis, but clinicians are not in a position to take any appropriate action:

There are posts which can be very critical. For example, “Oh, I’m going to kill myself now.” And then, if you don’t see this post, even though you have access to this information and you can access it at any time, are you responsible? So, there’s a lot more questions that come up if you have unlimited access to patient information at any time because the computer can then flag it. Right? That’s why I’m kind of my concerned more with like the legal and ethical stuff of how much you can/cannot be held responsible for. [P6]

To this end, our participants wanted to clarify whether the Facebook data collection, and the analytics on top of it, happens in real time or if it is an episodic event that only happens when they meet their patients. On hearing that we intend the prototype to be used only when the clinician meets with the patient, participants thought the very act of volunteering their Facebook data may lead patients to think they are receiving 24/7 care; they may expect crisis mitigation resources all the time, outside of periodic clinician consultations. Participants felt that this could not only impact how clinicians currently manage crisis scenarios but also negatively impact their therapeutic relationship when patients’ concerns are not addressed as they occur. Consequently, participants highlighted the need for ethical and legal help from their institution:

I like to welcome that idea but I think if I’m in my private clinic or if I’m the only clinician then I would think about whether I would apply this, given various legal and ethical questions. Perhaps I would be more comfortable using it in the larger institution like here, in this hospital. Because they have legal rights and experts, and then if they say, “Okay, you can use it,” then, I’ll probably be more comfortable using it. [P6]

Clinicians also brainstormed the liability around the aforementioned possible use case where they accessed patients’ social media information outside of consultations, such as when patients missed their consultations. We envision that, if the proposed technology is implemented in a real-world setting, it will be imperative to delineate when and in what circumstances (eg, during or outside of consultations) accessing these data is acceptable to the patients.

Discussion

Implications for Future Mental Health Technologies

Our work raises a vital question—how do we expect mental health treatment to be shaped in the future if a technology such as our prototype were to be used by clinicians?

The Future of Clinicians’ Work

Our findings reveal that our prototype can be a step forward in developing clinician-facing technologies that harness voluntarily shared patient social media data in mental health care delivery—a possibility advocated in prior work [33]. We found our prototype to be capable of providing a nuanced understanding of a patient’s unique illness course and clinical needs over time. Augmenting the short infrequent visits of today with our prototype, clinicians felt they could distill a stream of fluctuations in symptoms for a patient, calibrated against their baseline behaviors, and quantified against their past trends to detect subtle changes. Clinicians also appreciated the
opportunity to correlate, corroborate, and contrast a patient’s
clinical presentation with their behavior outside of the visit
setting—a capability that can be particularly meaningful when
a patient, because of cognitive impairment, has difficulty
articulating their condition.

At the same time, clinicians expressed concerns regarding the
credibility of the computational approaches that power the
prototype. This was largely attributed to the fact that the
acquisition of patient data was opaque to the clinicians and
because providers thus far have not acquired patients’ social
media data in the past. This is perhaps also unsurprising because
many mental health clinicians are not used to using algorithm-generated information in their day-to-day work. Our
participants repeatedly asked if social media reflected the
patients’ actual mental health state, how the algorithms work,
whether they were tested in a real treatment scenario, and when
the algorithms failed. We noted that previous work has shown
that people’s social media activities represent their actual selves
[45], and we used previously validated social media measures
of mental health in powering this tool [30,31,33]. However, we
acknowledge that the prototype needs to persuade our potential
users rather than relying on the support of previous research.

Technology has been reshaping the future of work in many
domains [46,47]. Clinical work on mental health is no exception.
These identified general needs for trustworthy algorithms are a
core aspect of the future of clinicians’ work, which resonates
with recent studies highlighting the importance of explainable,
interpretable artificial intelligence and machine learning in
health care [48,49]. Alongside these efforts, our findings also
emphasize the need to consider structural changes in the future
of clinicians’ work, specifically educating clinicians about the
technology, not only to reduce the negative impact and potential
harm attributed to poor credibility but also to make such
technology more accessible to clinicians who may be
conservative about new technologies.

We suggest the following calls to action accordingly:

1. Include resources to clarify the data collection process,
when the system acquires the data, where the data are
stored, and how the system accesses patient social media
accounts, before both clinicians and patients experience
this technology.

2. Provide the details of the algorithms both on-demand and
contextualized in their demonstrated clinical efficacy,
including evidence-based endorsement that can assure
clinicians that the quality of the algorithms that power the
technology is adequate.

3. Consider how technology education may be part of the
psychiatry training paradigm, so that clinicians can gain
some fluency in using a future version of this technology
as an adjunct tool in their clinical work.

The Patient-Clinician Therapeutic Relationship

We noted clinicians’ enthusiasm regarding how our prototype
can help nurture early agenda-setting before in-person
consultations. This feedback is particularly encouraging—in a
busy clinical environment where time and throughput are
paramount, clinicians may forego setting the stage at first based
on patient feedback, to get the work done [50]. The clinicians
in our study also thought that the information delivered through
the prototype could be a helpful psychotherapeutic probe during
consultations, wherein the patient’s clinical presentation on
social media is reconciled with what they verbally report. Hence,
we conjecture that the use of this tool can facilitate that the
patient’s perceptions, needs, and concerns are considered
appropriately by clinicians, in turn, helping to strengthen the
therapeutic relationship between clinicians and patients.

However, our study also revealed potential scenarios in which
the use of the tool may introduce new difficulties in managing
the therapeutic alliance. According to the Agnew Relationship
Measure [51], the therapeutic relationship between a patient
and a clinician is defined by bond, partnership, confidence, and
openness. During our study, we found that clinicians speculate
on how the tool may negatively impact some of these core
elements, such as patients’ openness to sharing sensitive
information on social media, or their partnership in care, should
this tool be introduced during consultations. Our clinician
participants also felt unclear about what type of patient
engagement was OK under various circumstances, and if patients
felt comfortable with clinicians discussing with them highly
sensitive information provided by the tool, such as that relating
to suicidal thoughts. They also pondered the privacy and ethical
challenges they might encounter when they find themselves
obliged to connect with patients in case of a potential crisis
scenario flagged by the tool but when the patient’s willingness
to be contacted is unknown.

Even if these issues were to be mitigated in the future with
deepen involvement of patients in exploring the use of the tool,
a next step in this broader line of investigation, questions might
arise about whether its use might undermine patients’ voice and
autonomy, and their power in their treatment process. Although
we emphasize that the role of the tool is not to replace patients’
self-reports but to augment them, it is not unusual for consented
patients to feel that the tool would automatically replace the
clinician’s judgments and decision-making. Patients may also
feel insecure and think that their clinicians may disbelieve what
they say, turning their conversations confrontational, especially
when patients’ self-reports and social media data are not
mutually consistent.

Here, we suggest the following calls to action to mitigate the
challenges:

1. Consider provisions to continually negotiate patients’
involve and agency in the use and functioning of this
future technology throughout the treatment process.

2. Incorporate auxiliary risk management strategies to balance
protecting patients’ privacy and clinicians’ obligation to
reach out during moments of crisis revealed by the tool.
These can include involving patient collateral or family
members or liaising with additional safety resources (eg,
patient groups and other health service providers).

3. Identify mutually negotiated terms between the clinician
and the patient so that they agree when the technology is
causing more harm than benefit or when benefit is no longer
present.
**Institutional Infrastructures**

Finally, our findings indicate the need to consider creating adequate institutional support to co-ordinate a sustainable ecosystem of stakeholders in both the deployment and maintenance of the prototype. The goal will be to assuage concerns that our study raised regarding compatibility with their existing workflows, increased burden on the clinicians, and liability and perceived lack of resources to support the use of the technology. For instance, our clinician participants noted the moral and professional quandary when they discovered alarming patterns, such as active suicidal ideation through this technology. Relatedly, they felt that the timing of when, during an ongoing consultation, to bring up the social media analyses is critical, but currently there is little counsel on it. Others expressed reservations, wondering if using the tool during an ongoing consultation was a good idea at all because it can potentially be distracting and rude, and take away the much-needed focus and eye contact desired during a conversation with a patient. Therefore, the technology will also have to be appraised continually through institutionally enforced policies so that trust and confidence in its use are maintained.

We offer the following calls to action in light of these observations:

1. Facilitate collaboration of diverse institutional stakeholders, such as management and information technology personnel, legal staff, and clinicians and patient advocacy groups, to develop institutional policies surrounding the technology.
2. Develop institutional provisions that advise clinicians on how to attend to any potential crisis discovered by the tool and standardize professional guidelines within the institution around what type of use of the technology in the context of a patient’s care is acceptable.
3. Frame overarching policies governing what are the goals of care improvement when this technology is used and how efficacy and safety can be assessed throughout the period of a patient’s care.
4. Suggest medical institutions to consider creating a new role to enable better assimilation of such a technology in mental health care—a “technology coach for mental health” or a “digital navigator” [52,53], similar to the notion of a patient navigator in cancer care [54] or a technology coach in web-based education [55], who can serve as an interface between the technology and the clinician, and the technology and the patient.

**Ethical Implications**

Although the tool we discuss in this study exclusively focuses on scenarios where a patient would have consented to have their data collected and used in the prototype for clinicians’ use, we see remaining ethical concerns around the concept of using social media at the point of care.

First, we acknowledge that managing consent is a murky topic. Informed consent has been widely accepted as a legal and ethical requirement for most health care transactions; however, researchers have been reflecting on informed consent practices, especially on how much the participants should understand, how explicit their consent should be, and the delicate consideration of a patient’s authenticity of choice (ie, voluntarism) [56], for instance, when a patient feels potential coercive pressures to incorporate this technology into their care, or social pressures to engage with new technology. Furthermore, patients may not fully appreciate what they are revealing when they consent, so they may share social media activities that they would otherwise choose not to share with their clinicians. The patient may also misunderstand that there might be a disadvantage if they do not participate in the sharing program. To address these problems, we need to consider a sustained informed consent [57] procedure in which someone will continually revisit informed consent with the patient, providing detailed information about both the sharing process and the voluntary nature of the program, as well as potential clinical and ethical harms.

Finally, we should consider the legal perspectives of future technologies. According to the Food and Drug Administration Safety and Innovation Act [58], most clinical decision support that delivers knowledge, person-specific information, and intelligently filtered information to clinicians and patients is not regulated by authorities. In addition, the source of data that will power this technology—social media—is not considered protected health information. However, because computer-aided detection or diagnosis can be considered a medical device, it raises an important question about whether such future technology should be overseen. Technology regulations also need to be considered by researchers and technology designers. We argue that even if the technology is not considered a medical device, the Food and Drug Administration Safety and Innovation Act’s recommendations should be considered.

**Limitations and Future Work**

We note that our work suffers from some limitations, which constitute avenues for future research. First, we recruited patients from one health center and included a limited number of clinicians; therefore, the results may not be generalizable. Second, our participants explored the prototype without real interactions with their patients. By deploying the technology during actual appointments, future research can assess its ecological validity.

Finally, our study did not explore patients’ opinions on the technology we proposed, although our study and the design decisions behind the prototype were situated in positive attitudes expressed by patients in sharing their social media data for diagnostic and treatment purposes [59,60]. We note here that this study is the first of a series of studies that plan to understand the potential and barriers of social media–powered technologies to support mental health treatment. We plan to explore this from a multistakeholder perspective, an important one being the patients. We believe that clinicians’ feedback is a natural first step in this line of investigation. Using social media for mental health without the clinicians’ guidance or support can be dangerous [24], and a lack of demonstrated clinical utility and buy-in from clinicians is likely to render subsequent studies less meaningful [61]. As argued by Baier [23], the potential harm of inappropriate social media use could be seen as a violation of this principle from indirectly encouraging boundary crossings to burdening patients with unnecessary information that could
compromise the therapeutic environment. This motivated us to consider interviewing clinicians first in the work presented in this study. As a next step, our goal is to explore patients’ attitudes toward this potential technology.

**Conclusions**

This study presents a qualitative design study, including the design and evaluation of a prototype, to explore mental health clinicians’ perspectives regarding a future technology that delivers computational insights derived from consented patients’ social media. Our findings reveal the promise of the prototype beyond its compatibility with work practices. At the same time, the participants reported concerns and potential barriers to the new technology. The design of such technology should address the potential negative consequences and ethical concerns regarding credibility, liability, and institutional support. Our findings necessitate future research exploring patient perspectives on using computational insights from their social media in the context of their treatment.
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Abstract

Background: Machine learning (ML) offers vigorous statistical and probabilistic techniques that can successfully predict certain clinical conditions using large volumes of data. A review of ML and big data research analytics in maternal depression is pertinent and timely, given the rapid technological developments in recent years.

Objective: This study aims to synthesize the literature on ML and big data analytics for maternal mental health, particularly the prediction of postpartum depression (PPD).

Methods: We used a scoping review methodology using the Arksey and O’Malley framework to rapidly map research activity in ML for predicting PPD. Two independent researchers searched PsycINFO, PubMed, IEEE Xplore, and the ACM Digital Library in September 2020 to identify relevant publications in the past 12 years. Data were extracted from the articles’ ML model, data type, and study results.

Results: A total of 14 studies were identified. All studies reported the use of supervised learning techniques to predict PPD. Support vector machine and random forest were the most commonly used algorithms in addition to Naive Bayes, regression, artificial neural network, decision trees, and XGBoost (Extreme Gradient Boosting). There was considerable heterogeneity in the best-performing ML algorithm across the selected studies. The area under the receiver operating characteristic curve values reported for different algorithms were support vector machine (range 0.78-0.86), random forest method (0.88), XGBoost (0.80), and logistic regression (0.93).

Conclusions: ML algorithms can analyze larger data sets and perform more advanced computations, which can significantly improve the detection of PPD at an early stage. Further clinical research collaborations are required to fine-tune ML algorithms for prediction and treatment. ML might become part of evidence-based practice in addition to clinical knowledge and existing research evidence.

(JMIR Ment Health 2021;8(11):e29838) doi:10.2196/29838
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Introduction

Background

Postpartum depression (PPD) is considered one of the most frequent maternal morbidities after delivery, with severe implications for the mother and child. According to the National Institute of Mental Health, United States, 10%-15% of women have maternal depression during and after pregnancy worldwide, whereas in low- and middle-income countries, this percentage could be as high as 18%-25% [1] and seems to depend on the cultural and traditional characteristics of the population [2]. Both the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV) and the International Classification of Diseases (ICD)-10 recognize maternal depression as a mental illness with different classifications [3].
PPD, the most common complication of childbearing, is a term applied to depressive symptoms that occur within 4 weeks of giving birth and possibly as late as 30 weeks postpartum [4]. PPD is a significant public health issue that affects women as well as children’s physical and mental health and cognitive and interactive development [5], thus making the child vulnerable to developing psychiatric disorders during adolescence [6]. A depressed mother may not establish a positive relationship with her infant [7], and this may continue to affect children into toddlerhood, preschool years, and beyond [8]. Infants of depressed mothers have shown poor nutrition, poor general health, and more frequent diarrheal episodes, and in extreme cases, maternal suicide and infanticide may occur [9,10]. PPD is generally an overlooked health problem that can lead to serious complications and should be addressed in a timely manner [11].

As there is no single etiology for PPD, a single prevention method or treatment will be ineffective. There is a need for a multifactorial approach combining psychological, psychosocial, and biological predictive factors of PPD to contemplate various etiological factors and individual variations [12,13]. An effective PPD prediction model can help health care providers in the early identification and effective management of at-risk patients [14], with evidence from previous studies exploring this possibility and feasibility [15].

Machine learning (ML) algorithms are broadly grouped into 3 categories: (1) supervised, (2) unsupervised, and (3) semisupervised learning. In supervised learning, data with known labels are used to train a model that can predict the label for new data [16]. ML-based predictive models are gaining popularity for combining a huge amount of data into a single model and evaluating the model’s predictive value for previously unseen individuals, for example, at-risk and new patients. ML approaches rely on the use of advanced statistical and probabilistic techniques to construct systems with the ability to automatically learn from data. This enables patterns in data to be more readily and accurately identified and more accurate predictions to be made from data sources (eg, more accurate diagnosis and prognosis) [17]. ML has been used for prediction in psychiatry [18]. ML methods have been successfully used to predict major depressive disorder persistence, chronicity, severity [19], and treatment response [20]. The key to building good ML models is in the rigorous selection of appropriate features and algorithms [17]. Recently, a scoping review of ML application in mental health identified over 190 studies that applied ML in the detection and diagnosis of mental disorders and over 60 studies to predict the progression of mental health problems over time [21]. These studies reported the use of electronic health records (EHRs), mood rating scales, brain imaging data, smartphone monitoring systems, and social media platforms to predict, classify, or subgroup mental health illnesses, including depression, schizophrenia, and suicide ideation and attempts [22]. Two main ML algorithms have been commonly reported in depression prediction studies, namely, support vector machine (SVM) and random forest (RF) algorithms [21]. Depression prediction studies using these 2 methods have achieved relatively good results [23-25].

There is an opinion that ML will help mental health practitioners redefine mental illnesses more objectively than is currently done in the Diagnostic and Statistical Manual of Mental Disorders [3] and would help in the early identification of these illnesses to make interventions more effective [22]. Thus, in addition to disease-model refinement, ML may benefit psychiatry by characterizing those at risk and personalizing and discovering pharmacological therapeutics [26,27].

A literature review of ML and big data research analytics in maternal depression is pertinent and timely, given the rapid technological developments in recent years. This review aims to provide a concise snapshot of the literature on ML applications for predicting PPD. Previous reviews have demonstrated ML techniques to be robust and scalable for general depression and mental health, but no review to date has mapped ML applications within maternal mental health research and practice. Our overall aim is to examine the current state of affairs of ML applications in PPD, providing a snapshot of the methods used. Keeping in view the rapid advancements in ML and the recent use of ML in mental health research, we chose to focus specifically on exploring broadly the nature of research activity, as per the first goal of scoping reviews by Arksey and O’Malley [28].

**Objective**

It is hoped that this scoping review will (1) inform mental health researchers of the methods and applications of ML in the context of prediction of PPD, (2) identify the best-performing algorithm, and (3) identify the evaluation criteria for the best-performing algorithm.

**Methods**

**Overview**

The Arksey and O’Malley framework was used in addition to methodological improvements for scoping review [28-30]. Our methods also align with the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) checklist [31]. A scoping review methodology was chosen to map the body of literature on the use of ML in predicting PPD, including a greater range of study designs and methodologies, to provide a descriptive overview of the reviewed material.

**Search Strategy**

The search strategy was adapted from Shatte et al [21], which is a similar review of big data applications in mental health. As ML and PPD stretch across interdisciplinary fields, the search was conducted in both health and information technology databases. First, a literature search was conducted using health-related research databases, including PsycINFO and PubMed. Next, the information technology databases IEEE Xplore and the ACM Digital Library were searched. Finally, databases that index both fields, including Scopus and Web of Science, were searched. The search period for relevant studies was conducted in September 2020. The search terms included variations in the terms for the following:
(a) PPD (*maternal*, *perinatal*, *postpartum blues*, *baby blues*, *depression*, *post birth depression*)
(b) ML (*machine learning*, *artificial intelligence*, *supervised learning*, *big data*)
(c) Prediction (*predictive models*, *prediction*, *detection*)

The search was conducted on titles, keywords, and abstracts with AND entered into the database search to link different categories (a, b, and c) of search terms. Truncation symbols (*) were used to search for all possible forms of a search term (Multimedia Appendix 1). Forward reference searching, that is, examining the references cited in these articles, and backward reference searching, that is, reviewing the references cited in these articles, were applied to identify further studies that met the inclusion criteria.

**Study Selection**

Articles were included and excluded (Textbox 1) in the review if the following criteria were met.

**Textbox 1. Inclusion and exclusion criteria.**

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>The article reported on a method or application of machine learning (ML) to address postpartum depression only, based on the authors’ descriptions of their analyses: if they deemed it ML, the paper was included.</td>
</tr>
<tr>
<td>The article evaluated the performance of the ML algorithm or big data technique used to predict postpartum depression.</td>
</tr>
<tr>
<td>The article was published in a peer-reviewed publication.</td>
</tr>
<tr>
<td>The article was available in English.</td>
</tr>
<tr>
<td>The article was published between 2009 and 2021.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>The article did not report ML applications in postpartum depression (eg, the paper commented on the use of ML in diagnosis, treatment, or prognosis of general depression, anxiety, and other mental health issues).</td>
</tr>
<tr>
<td>The article did not focus on postpartum depression.</td>
</tr>
<tr>
<td>The full text of the article was not available (eg, conference or abstracts).</td>
</tr>
<tr>
<td>If articles were commentaries and essays. Two reviewers (KS and AFK) independently reviewed all studies and reached a consensus on all included studies after consultation with the third author (ZAB).</td>
</tr>
</tbody>
</table>

**Data Extraction and Analysis Plan**

For data extraction and analysis, we used the same framework already used in a similar scoping review [32]. For each article, data were extracted regarding (1) overall aim of research, that is, prediction and area of focus, that is, PPD; (2) input data type used; (3) type of ML algorithms used; and (4) the best-performing algorithm, that is, results.

To analyze the data, a narrative review synthesis method [32] was selected to capture the extensive range of research investigating ML and big data for PPD prediction. A meta-analysis was not deemed appropriate, given the aim of identifying research activity in the interdisciplinary field of big data and maternal mental health.

**Results**

**Overview**

The search strategies using a combination of search terms identified 1392 articles that included a search term from each category in their abstract or title (PRISMA-ScR flowchart). The range for publication year of relevant articles was 2009-2021. A total of 24 articles were duplicates. A database search was carried out by KS and AFK. Abstracts of 368 articles were read by both authors to perform an initial screening of eligibility for this scoping review. Of these, 347 were excluded because they did not focus specifically on PPD. A total of 21 articles were selected for full-text review, but 3 were conference papers and abstract only, and 4 did not use ML to predict PPD. This resulted in a total sample of 14 studies, including one preprint and one focused on predicting PPD in fathers, which met the inclusion criteria according to all authors (Figure 1). The selected 14 studies were reviewed in full by 2 authors (including KS and AFK). A mutual consensus was reached after the final approval from ZAB. In the subsequent narrative analysis, we focus on the 14 studies that reported using the ML model to predict PPD (see Tables 1 and 2 for a summary of the main study characteristics).
Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) procedural flowchart. ML: machine learning; PPD: postpartum depression.
<table>
<thead>
<tr>
<th>#</th>
<th>Study</th>
<th>Aims or objectives</th>
<th>Sample size; input data used</th>
<th>Diagnosis criteria for PPD&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Jiménez-Serrano et al [24]</td>
<td>Develop classification models for detecting the risk of PPD during the first week after childbirth</td>
<td>1880; hospital data</td>
<td>EPDS&lt;sup&gt;b&lt;/sup&gt; &gt;9; 8th or 32nd week postbirth</td>
</tr>
<tr>
<td>2</td>
<td>Betts et al [33]</td>
<td>Develop a prediction model to identify women at risk of postpartum psychiatric admission</td>
<td>75,054; linked administrative health data</td>
<td>ICD-10 (F20.0-F39.9) or ICD-10: (F53.0-F53.1)</td>
</tr>
<tr>
<td>3</td>
<td>Tortajada et al [34]</td>
<td>To obtain a classification model based on feedforward multilayer perceptron to improve PPD prediction during the 32 weeks after childbirth with a high sensitivity and specificity</td>
<td>1397; hospital data</td>
<td>EPDS&gt;9; 8th or 32nd week postbirth</td>
</tr>
<tr>
<td>4</td>
<td>Wang et al [35]</td>
<td>To develop a PPD prediction model, using EHRs&lt;sup&gt;d&lt;/sup&gt;</td>
<td>179,980; EHRs</td>
<td>ICD-10-CM codes O99.3 and O99.34 as well as their ICD-9-CM equivalents for a diagnosis of PPD within 12 months after childbirth</td>
</tr>
<tr>
<td>5</td>
<td>Zhang et al [36]</td>
<td>To compare the effects of 4 different ML&lt;sup&gt;e&lt;/sup&gt; models using data during pregnancy to predict PPD</td>
<td>508; hospital data</td>
<td>EPDS &gt;9.5; within 42 days postdelivery</td>
</tr>
<tr>
<td>6</td>
<td>Zhang et al [37]</td>
<td>Propose an ML framework for PPD risk prediction</td>
<td>17,633 and 71,106; 2 data sets from EHRs</td>
<td>PPD within 1 year of childbirth</td>
</tr>
<tr>
<td>7</td>
<td>Hochman et al [38]</td>
<td>To apply ML approach to create a prediction tool for PPD to be implemented in health care systems</td>
<td>214,359; EHRs</td>
<td>PPD within first year postpartum (ICD - 9 codes: 300 and 309 or ICD-10 codes: F40-F48) or acute psychotic manic episodes (ICD - 9 codes: 296.0, 296.1, 296.4, 296.6, 296.81, 298.3, 298.4, 298.8)</td>
</tr>
<tr>
<td>8</td>
<td>De Choudhury et al [39]</td>
<td>Detect and predict PPD</td>
<td>165; Facebook survey using PHQ&lt;sup&gt;f&lt;/sup&gt;-9</td>
<td>PHQ-9</td>
</tr>
<tr>
<td>9</td>
<td>Natarajan et al [23]</td>
<td>Propose an ML-based approach for PPD prediction and diagnosis from survey information</td>
<td>207; Facebook and Twitter survey data</td>
<td>Postpartum Depression Predictors Inventory</td>
</tr>
<tr>
<td>10</td>
<td>Fatima et al [40]</td>
<td>Use linguistic features to propose a solution for PPD that can be generalized and deployed across web-based social platforms</td>
<td>21; text posts from Reddit</td>
<td>PPD based on linguistic feature</td>
</tr>
<tr>
<td>11</td>
<td>Trifan et al [41]</td>
<td>To use social media for potential diagnosis of mothers at risk of PPD and thus the implementation of early interventions</td>
<td>512; Reddit text posts</td>
<td>Not described</td>
</tr>
<tr>
<td>12</td>
<td>Shatte et al [42]</td>
<td>To identify fathers at the risk of PPD</td>
<td>365; Reddit text posts</td>
<td>ICD-10 depression; symptom 06 months postbirth</td>
</tr>
<tr>
<td>13</td>
<td>Moreira et al [43]</td>
<td>Propose an algorithm for emotion-aware smart systems, capable for predicting the risk of PPD during pregnancy through biomedical and sociodemographic data analysis</td>
<td>Performance evaluation used data generated by wearable devices and sensors</td>
<td>Not described</td>
</tr>
<tr>
<td>14</td>
<td>Shin et al [44]</td>
<td>To develop predictive models for PPD using ML approaches</td>
<td>28,755; pregnancy risk assessment and monitoring system data</td>
<td>PHQ-2</td>
</tr>
</tbody>
</table>

<sup>a</sup> PPD: postpartum depression.

<sup>b</sup> EPDS: Edinburgh Postnatal Depression Scale.

<sup>c</sup> ICD: International Classification of Diseases.

<sup>d</sup> EHR: electronic health record.

<sup>e</sup> ML: machine learning.

<sup>f</sup> PHQ: Patient Health Questionnaire.
<table>
<thead>
<tr>
<th>#</th>
<th>Study</th>
<th>Performance metric</th>
<th>ML&lt;sup&gt;a&lt;/sup&gt; algorithms used</th>
<th>Best-performing algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Jiménez-Serrano et al [24]</td>
<td>Hold-out validation</td>
<td>• Naive Bayes</td>
<td>Naive Bayes model; G function value of 0.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• LR&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• SVM&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• ANN&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Betts et al [33]</td>
<td>5-Fold cross-validation in R</td>
<td>• Gradient boosting</td>
<td>Boosted trees algorithm (AUC&lt;sup&gt;e&lt;/sup&gt; 0.80, 95% CI 0.76-0.83)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Elastic net methods</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Tortajada et al [34]</td>
<td>Hold-out validation</td>
<td>• ANN</td>
<td>Multilayer perceptrons 0.82 of G and 0.81 of accuracy (95% CI 0.76-0.86) with 0.84 of sensitivity and 0.81 of specificity</td>
</tr>
<tr>
<td>4</td>
<td>Wang et al [35]</td>
<td>10-fold cross-validation</td>
<td>• SVM</td>
<td>SVM with AUC (0.79)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• RF&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Naive Bayes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• L2-regularized LR</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• XGBoost&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• DT&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Zhang et al [36]</td>
<td>sklearn.cross_validation package in Python</td>
<td>• SVM</td>
<td>SVM and feature selection RF (sensitivity=0.69; AUC=0.78)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• RF</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Zhang et al [37]</td>
<td>5-Fold cross-validation</td>
<td>• RF</td>
<td>LR with L2 regularization; AUC (0.937, 95% CI 0.912-0.962)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• DT</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• XGBoost</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Regularized LR</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Multilayer perceptron</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Hochman et al [38]</td>
<td>Hold-out cross-validation</td>
<td>• XGBoost</td>
<td>AUC of 0.712 (95% CI 0.690-0.733), with a sensitivity of 0.349 and a specificity of 0.905)</td>
</tr>
<tr>
<td>8</td>
<td>De Choudhury et al [39]</td>
<td>Not described</td>
<td>• Regression models to develop a series of statistical models</td>
<td>Postnatal model</td>
</tr>
<tr>
<td>9</td>
<td>Natarajan et al [23]</td>
<td>Information not provided</td>
<td>• Functional gradient boosting</td>
<td>Functional gradient boosting (Roc) 0.952</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• DT</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• SVM</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NB&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Fatima et al [40]</td>
<td>10-Fold cross-validation</td>
<td>• LR</td>
<td>Multilayer perceptron; 91.7% accuracy for depressive content identification and up to 869% accuracy for PPD content prediction</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• SVM</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Multilayer perceptron</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Trifan et al [41]</td>
<td>Hold-out validation</td>
<td>• SVM</td>
<td>SVM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Stochastic gradient descent</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Passive aggressive classifiers</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Shatte et al [42]</td>
<td>10-Fold cross-validation</td>
<td>• SVM classifiers using behavior, emotion, linguistic style, and discussion topics as features</td>
<td>0.67 precision, 0.68 recall, and 0.67F−measure in model including all features</td>
</tr>
<tr>
<td>13</td>
<td>Moreira et al [43]</td>
<td>10-fold cross-validation</td>
<td>• DT</td>
<td>Ensemble classifiers</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• SVM</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Nearest neighbor</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Ensemble classifiers</td>
<td></td>
</tr>
</tbody>
</table>
A narrative synthesis of ML activity, particularly in the context of PPD, indicated the emerging nature of this field, with most studies being published in recent years. Publication dates ranged from 2009 to 2020; however, most articles were very recent. There is a 5-year gap between the first 2009 article [34] and the next study in 2014 [39], and publications have accelerated from 2009 to 2020; however, most articles were very recent.

Few studies have focused on developing and testing an ML algorithm for the detection and prediction of PPD, whereas other studies focused on comparing the effects of different ML algorithms to predict PPD and explore which factors in the model are the most important for PPD prediction.

### Type of Input Data

When we examined the 14 studies, we identified a subgroup of 7 studies that reported on the use of ML-based models to predict PPD using clinical or hospital data and EHRs. The other 5 studies reported on the application of ML algorithms for the prediction of PPD using data from social media platforms, including Facebook, Twitter, and Reddit. However, these studies were designed to evaluate a prediction model more broadly and did not report details on ML algorithms, training, and testing procedures. Of the remaining 2 studies, one reported on the use of population data and the other used emotion-aware system data. The outcome variable PPD was assessed using psychometric tools such as Patient Health Questionnaire-9, Patient Health Questionnaire-2, Edinburgh Postnatal Depression Scale, Postpartum Depression Predictors Inventory, and ICD-9 and ICD-10 codes in the case of hospital and EHR data, whereas linguistic features were used to predict PPD from text data of social networks.

### Type of ML Algorithms Used

All studies reported on the use of supervised ML models, including classification and regression algorithms, to predict PPD. Most of the studies (n=7) reported using more than one algorithm, whereas one study used only regression models to develop statistical models for their data. These included SVM (n=5) logistic regression (LR; n=6), multilayer perceptron using artificial neural network (ANN; n=5), RF (n=4), Naive Bayes (n=3), decision trees (DTs; n=3), gradient boosting (n=2), XGBoost (Extreme Gradient Boosting; n=2), functional gradient boosting (n=1), elastic net methods (n=1), k-nearest neighbor (kNN; n=2), Stochastic Gradient Boosting (n=1), passive aggressive classifiers (n=1), and ensemble classifier (n=1). The data types used to develop ML algorithms included EHRs, either administrative hospital data or organizational data (n=08), mobile and wearable sensor data (n=1), and social media data (n=5).

### Reported Best-Performing Algorithm

There was considerable heterogeneity in the best-performing ML algorithm across the selected studies. To report the best-performance algorithm, most studies used sensitivity, specificity, and area under the curve (AUC). Only 5 studies described the technical approaches to cross-validation using either 5-fold or 10-fold cross-validation. One study reported that of 4 ML algorithms, including Naive Bayes, LR, SVM, and ANN, Naive Bayes showed the best balance between sensitivity and specificity as a predictive model for PPD during the first week after delivery according to the G function, with a value of 0.73 [24]. Another study using 6 ML models, including SVM, RF, Naive Bayes, L2-regularized LR, XGBoost, and DT, reported that SVM had the best performance, and the difference across the performance of SVM, L2-regularized LR, RF, Naive Bayes, and XGBoost was minimal, although differences existed with respect to sensitivity and specificity [35]. In total, 9 different ML algorithms, including RF, stochastic gradient boosting, SVM, recursive partitioning and regression trees, Naive Bayes, kNN, LR, and neural network, were used to report the overall classification accuracies of the 9 models ranging from 0.650 (kNN) to 0.791 (RF). The RF method achieved the highest area under the receiver operating characteristic curve (AUROC) value of 0.884, followed by SVM, which achieved the second-best performance with an AUC value of 0.864 [44].

Using the SVM and RF algorithms, the model based on SVM and feature selection RF had the best prediction effects.
Five ML algorithms were trained: RF, DT, XGBoost, regularized LR, and multilayer perceptron. LR with L2 regularization was found to be the best-performing algorithm using data available up to childbirth. The AUC was 0.937 (95% CI 0.912-0.962) and 0.886 (95% CI 0.879-0.893) in hospital data sets, respectively [37]. SVM led to slightly better results in terms of F1 in the validation stage compared with stochastic gradient descent and passive aggressive classifiers [41].

Tortajada et al [34] developed 4 models for predicting PPD using a multilayer perceptron and evaluated them with the geometric mean of accuracies using a hold-out strategy. They reported that the developed models could predict PPD during the first 32 weeks after delivery with high accuracy. A similar study reported that hold-out validation showed that multilayer perceptron outperformed other techniques such as SVM and LR in one study with 91.7% accuracy for depressive content identification and up to 86.9% accuracy for PPD content prediction [40]. Another study using gradient boosting and elastic net methods reported that the boosted trees algorithm produced the best-performing model, predicting postpartum psychiatric admission in the validation data with good discrimination (AUC 0.80, 95% CI 0.76-0.83) and achieved good calibration. This model outperformed the benchmark LR model and the elastic net model [33]. Natarajan et al [23] reported a successful functional gradient boosting algorithm that demonstrated the potential of ML in predicting PPD.

Hochman et al [38] built a model using XGBoost, an algorithm based on gradient-boosted DTs, and assessed the overall model predictive performance using the AUROC. 95% CIs were estimated using bootstrapping. The prediction model achieved an AUC of 0.712 (95% CI 0.690-0.733), with a sensitivity of 0.349 and a specificity of 0.905 at the 90th percentile risk threshold, identifying PPDS at a rate more than 3 times higher than the overall set (positive and negative predictive values were 0.074 and 0.985, respectively).

After developing a series of statistical models using regression models to predict a mother’s likelihood of PPD, the postnatal model performed the best [39]. Predictive models were developed as a series of SVM classifiers using behavior, emotion, linguistic style, and discussion topics as features. The model incorporating behavior and discussion topic features alone yielded greater recall, with 0.77 and 0.82, respectively, which may be useful for screening purposes [42]. A study using hospital data showed that ensemble classifiers represent a leading solution for predicting psychological disorders related to pregnancy [43].

Many studies did not mention which statistical tools were used for analysis; however, most used a variety of software packages in R, SAS, and Python 3. Studies have reported the use of standard libraries available for data preparation (eg, missing variables), a variety of typical ML models, and natural language processing (NLP) analyses (such as topic modeling) included in their standard packages such as R.
Finally, there are some challenges to consider when using ML domain, particularly when leveraged by ML techniques [21]. There is a great deal of debate about which ML model evaluation metric is best [55]. Making sense of reported ML evaluation metrics is made even more difficult because different performance parameters often provide conflicting results and the optimal ML algorithm also depends significantly on the composition of the data set [56]. Some reviewed studies reported varying degrees of accuracy and were not always explicitly clear regarding the meaning of the resulting performance metrics. Owing to the negative effects of PPD on mothers and infants [57,58], such as the negative effects on the physical and mental health of mothers, the closeness of the mother-infant bond, and infant development, it is important to have a model with high sensitivity while maintaining a high AUROC value.

The selection of indicators for evaluating depression prediction models varies across studies. For example, Natarajan et al [23] and De Choudhury [39] emphasized the accuracy of the model’s prediction of PPD. Jiménez-Serrano et al [24] emphasized the sensitivity and specificity of the model. The balance between the two is the geometric mean. The AUROC is also widely used to evaluate the comprehensive performance of a model [23,25].

PPD is a highly prevalent problem but frequently goes undetected, leading to substantial treatment delays [59]. EHRs collect a large number of biomarker markers and patient characteristics that could foster the detection of PPD in primary care settings. NLP and ML have the potential to complement clinical practice by categorizing and analyzing data from clinical notes [60]. NLP is a computerized process that analyzes and codes human language into text [61] that ML algorithms can analyze and use to predict outcomes [62]. Advances in technology, such as social media, smartphones, wearables, and neuroimaging, have allowed mental health researchers and clinicians to collect a vast range of data at a rapidly growing rate [63]. ML is a vigorous technique with the ability to analyze these data. A data-driven primary intervention approach using ML and EHR data may be leveraged to reduce the burden of health care providers in identifying PPD risk [37].

In the studies included in our review, individuals experiencing PPD were identified through screening surveys, their public sharing of a diagnosis on social media, Twitter, Facebook, or Reddit, and were distinguishable from control users by patterns in their language and web-based activity [23,40,42]. Automated detection methods may help identify depressed or otherwise at-risk individuals through the large-scale passive monitoring of social media and, in the future, may complement existing screening procedures [64]. Social media data and EHRs both hold the promise of innovating in the maternal mental health domain, particularly when leveraged by ML techniques [21].

Finally, there are some challenges to consider when using ML techniques in mental health applications. ML models are inevitably limited by the quality of the data used to develop the model. As such, ML does not replace other research or analytic approaches; rather, it has the potential to add value to mental health research. Many ML techniques require access to training data sets, which calls for collaboration between researchers and clinicians to maximize the usefulness of the models developed. It is important to highlight that ML might become part of evidence-based practice, in addition to clinical knowledge and existing research evidence. Greater collaboration between mental health researchers and clinicians (eg, for the provision of training data sets and for feedback on the clinical usefulness of ML algorithms) will be needed to continue to advance the applications of ML in mental health. Analyzing big data on clinical outcomes, in addition to genetic, biomedical, behavioral, environmental, and demographic patient characteristics, could help predict maternal depression. EHR databases can provide valuable, real-world, practice-based evidence to support better prediction models for at-risk patients [65]. In this way, ML offers a solution for analyzing idiographic research questions in big data [66].

Limitations
This study has a few limitations. The aim of this scoping review was to provide a snapshot of the research activity in a summarized format while using a systematic search method. In line with the aims of a scoping review, we did not identify specific study designs in advance and did not assess the quality of the included studies [28]. Moreover, because of restrictions in the search methodology, there may be a chance to have missed some relevant articles, for example, broad search terms and the exclusion of nonpeer reviewed literature. This is a common limitation reported in scoping review studies attributed to maintaining a balance between breadth and depth of analysis within a rapid timeframe [67]. This review successfully mapped a cross-section of the literature on the use of ML for PPD prediction and provides a useful synthesis for researchers and clinicians to understand the potential of ML in this field. This study did not examine the effectiveness of individual ML models for predicting PPD. Such research questions would be suitable for future systematic reviews, guided by the framework outlined in our results tables, that is, the effectiveness of specific ML techniques within specific data types for specific clinical applications.

Conclusions
To conclude, the use of ML to predict PPD has revealed exciting advances, particularly in recent years. Compared with traditional statistical methods, ML algorithms are capable of analyzing larger data sets and performing more advanced computations. Overall, it is clear that ML can significantly improve the detection of PPD at an early stage. Research into the applications of ML to identify potential PPD predictors has demonstrated positive results. However, this work is currently limited, and further research is required to identify additional benefits of ML on maternal mental health. ML techniques and the performance of ML models may differ depending on the type, content, and accuracy of the original data; thus, it may be challenging to evaluate the performance of a single model. With ML tools becoming more accessible to researchers and
clinicians, it is expected that the field will continue to grow and that novel applications for mental health will follow. Further clinical research collaborations are required to fine-tune ML algorithms for prediction and treatment. As ML algorithms continue to be refined and improved, it might be possible to help clinicians identify maternal mental illnesses at an earlier stage when interventions may be more effective and personalized treatments based on an individual’s unique characteristics. Moreover, the current lack of procedural evaluation guidelines leaves many clinicians and researchers in the field with no means to systematically evaluate the claims, maturity, and clinical readiness of an ML study [68].
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Abstract

Background: Negative symptoms occur in individuals at ultrahigh risk (UHR) for psychosis. Although there is evidence that observer ratings of negative symptoms are associated with level of functioning, the predictive value of subjective experience in daily life for individuals at UHR has not been studied yet.

Objective: This study therefore aims to investigate the predictive value of momentary manifestations of negative symptoms for clinical outcomes in individuals at UHR.

Methods: Experience sampling methodology was used to measure momentary manifestations of negative symptoms (blunted affective experience, lack of social drive, anhedonia, and social anhedonia) in the daily lives of 79 individuals at UHR.
outcomes (level of functioning, illness severity, UHR status, and transition status) were assessed at baseline and at 1- and 2-year follow-ups.

**Results:** Lack of social drive, operationalized as greater experienced pleasantness of being alone, was associated with poorer functioning at the 2-year follow-up ($b=-4.62$, $P=.01$). Higher levels of anhedonia were associated with poorer functioning at the 1-year follow-up ($b=5.61$, $P=.02$). Higher levels of social anhedonia were associated with poorer functioning (eg, disability subscale: $b=0.36$, $P=.006$) and greater illness severity ($b=-0.38$, $P=.045$) at the 1-year follow-up. In exploratory analyses, there was evidence that individuals with greater variability of positive affect (used as a measure of blunted affective experience) experienced a shorter time to remission from UHR status at follow-up (hazard ratio=4.93, $P=.005$).

**Conclusions:** Targeting negative symptoms in individuals at UHR may help to predict clinical outcomes and may be a promising target for interventions in the early stages of psychosis.


**KEYWORDS**

ecological momentary assessment; psychotic disorder; psychopathology

### Introduction

#### Background

Negative symptoms occur in individuals at ultrahigh risk (UHR, also known as clinical high risk) for psychosis and have been reported to be associated with reduced quality of life and impaired functioning in cross-sectional and longitudinal studies [1-4]. Recently, several studies have demonstrated the predictive value of negative symptoms for social aspects of functioning [5,6]. Furthermore, negative symptoms have been found to be predictive of transition to psychotic disorder in UHR samples [7-12].

To date, clinical outcomes in UHR studies have primarily focused on transition to psychosis. Given that most individuals at UHR do not develop psychosis (71%-76%) as indicated in meta-analyses and systematic reviews [13-16], investigating other outcomes has received increasing attention in recent years [17,18]. Meta-analyses have found that most individuals at UHR who do not transition to psychosis do not remit from UHR status within 2 years either [19]. In addition, individuals at UHR—regardless of whether they transition to psychosis—show other clinical symptoms and marked impairments in functioning that are comparable with those reported in patients with social phobia and major depressive disorder [18-23]. The level of functioning in individuals at UHR is more similar to that which is observed in patients with psychotic disorders than in controls [20]. Hence, level of functioning and persistence of clinical symptoms are important outcomes other than transition to psychosis.

Standard measures used to assess negative symptoms (eg, the Positive and Negative Syndrome Scale) [24,25], though valid in their own right, have been criticized for being overly reliant on behavioral observation and third-party anamnesis [26-28]. In addition, standardized self-report questionnaires and laboratory measures of negative symptoms in patients with psychosis do not seem to converge with real-time and real-world reports generated using the experience sampling methodology (ESM) and hence may capture different constructs [29,30]. ESM is a semistructured diary method that captures daily behavior and experience of company with high ecological validity [31]. A recent systematic review of experience sampling studies investigating everyday social experiences of individuals with schizophrenia [32] concluded that, compared with other methods, experience sampling allows a more granular assessment of social experience. This underscores the importance of examining the perspective of individuals’ experience of negative symptoms in daily life (ie, momentary manifestations of negative symptoms), as this is when psychiatric symptoms naturally emerge. Experience sampling studies have made important contributions to our understanding of psychosis, but until now, studies of momentary experience of social context and manifestations of negative symptoms have mainly focused on individuals with a psychotic disorder [26,33].

Previous experience sampling studies have investigated blunted affective experience, lack of social drive, anhedonia, and social anhedonia as momentary manifestations of negative symptoms in daily life. Blunted affective experience has been operationalized as intensity (ie, mean level), instability (ie, differences in affect from one moment to the following), and variability (ie, differences between affect in the moment and the average individual affect) of positive and negative affect [26,33-35]. Lack of social drive has been assessed using the amount of time spent alone, the preference to be alone when in company, and the experienced pleasantness of being alone [35,36]. Anhedonia has been operationalized as a smaller increase of positive affect in moments of pleasant events [26,35]. Similarly, social anhedonia has been operationalized as a smaller increase in positive affect associated with being in pleasant company [26,35,36].

To our knowledge, only 2 experience sampling studies have, to date, investigated momentary manifestations of negative symptoms in individuals at UHR [35,37]. Although differing in focus and operationalization of constructs, both studies compared momentary manifestations of negative symptoms across individuals at UHR, patients with first-episode psychosis, and controls. In line with findings in enduring psychosis [26,38], both studies concluded that there may be a mismatch between what individuals at UHR experience and how they express this in their behavior, that may be interpreted as 2 distinct dimensions of negative symptoms (ie, experience vs expression). Hence, assessing individuals’ subjective experience of negative symptoms is important to gain a more comprehensive understanding of internal, experiential aspects [27]. However,
both studies used a cross-sectional design. No experience sampling study to date has used momentary manifestations of negative symptoms for predicting clinical outcomes in individuals at UHR in a longitudinal design. This is an important gap that needs to be addressed, as a shift in research toward subjective experience of momentary symptoms may offer new insights into the social nature and development of negative symptoms in UHR and its outcomes.

**Objectives**

This study aims to investigate whether momentary manifestations of negative symptoms predict clinical outcomes (ie, illness severity, level of functioning, and remission from UHR status and transition to psychosis) in individuals at UHR for psychosis at the 1- and 2-year follow-ups. We tested the following hypotheses:

Momentary manifestations of negative symptoms in daily life predict clinical outcomes in individuals at UHR at 1- and 2-year follow-up such that higher levels of (1) blunted affective experience (ie, lower intensity, variability and instability of positive and negative affect; H1, hypothesis 1); (2) lack of social drive (ie, amount of time spent alone, pleasantness of being alone, and preference to be alone when in company; H2); (3) anhedonia (ie, no or low increase of positive affect in moments of pleasant events; H3); and (4) social anhedonia (ie, no or low increase of positive affect in moments of pleasant company; H4) are associated with greater illness severity and poorer functioning at follow-up.

In exploratory analyses, we further aimed to examine whether momentary manifestations of negative symptoms are associated with time to transition to psychosis or remission from UHR status.

**Methods**

**Sample**

We recruited a sample of individuals at UHR aged 15-35 years, who were assessed at baseline and 1- and 2-year follow-up. Participants were recruited in London (United Kingdom), Melbourne (Australia), and Amsterdam and The Hague (the Netherlands) as a part of the high-risk study of the European Network of National Schizophrenia Networks Studying Gene-Environment Interactions (EU-GEI [39]). EU-GEI is a naturalistic prospective multicenter study that aims to identify the interactive genetic, clinical, and environmental determinants of schizophrenia.

To be eligible to participate, individuals had to meet at least one of the UHR criteria as defined by the Comprehensive Assessment of At Risk Mental States [40]: (1) attenuated psychotic symptoms: the presence of subthreshold positive psychotic symptoms for at least 1 month during the past year; (2) brief limited intermittent psychotic symptoms: an episode of frank psychotic symptoms that lasted no longer than 1 week, which abated spontaneously; or (3) vulnerability: a first-degree relative with a psychotic disorder or schizotypal personality disorder in combination with a significant drop in functioning during at least 1 month in the previous year or enduring low functioning. Exclusion criteria were (1) presence of a current or past psychotic disorder; (2) symptoms for inclusion explained by a medical disorder, drugs or alcohol dependency; or (3) intelligence quotient<60.

**Data Collection**

**Experience Sampling Measures**

Data on momentary manifestations of negative symptoms were collected using ESM [31,41]. Participants were asked to report their thoughts, feelings, and symptoms as well as the context (eg, location, company, activity) and the appraisal of the context in their normal daily lives [41-44]. For data collection, participants used a dedicated digital device (the Psymate), which prompted participants with a beep to complete a brief questionnaire 10 times a day on 6 consecutive days at random moments within set blocks of time.

A detailed description of ESM items and compliance procedure is provided in Table 1. Momentary manifestations of negative symptoms were operationalized as follows: for blunted affective experiences, we computed mean levels of intensity, variability, and instability of positive and negative affect across beeps within participants. We used 3 operationalizations for lack of social drive: the amount of time spent alone as the percentage of total time, the preference for being alone when in company, and the pleasantness of being alone. To represent anhedonia, we obtained fitted values of positive affect predicted by event pleasantness. As anhedonia is by definition related to pleasant events, only ratings of 1 to 3 were used to test associations with positive affect [26,35]. Observations that indicated unpleasant events (−3 to −1) were excluded from analysis, and neutral events (0) were set as the reference category [26]. We fitted a 2-level, linear mixed model with pleasantness of being in company as the independent and positive affect as the outcome variable and obtained fitted values for representing social anhedonia.

Consistent with previous research, psychometric properties for measures of momentary manifestations of negative symptoms were assessed by evaluating their convergent validity. Therefore, we examined the association between momentary manifestations and observer-rated measures of negative symptoms at baseline (assessed with the expanded Brief Psychiatric Rating Scale [BPRS] [45; Multimedia Appendix 1]). We found small to moderate correlations between the BPRS total score and intensity of negative symptoms (r=0.28, P=.02) and positive affect (r=−0.31, P<.001). The BPRS negative symptom subscale was associated with momentary manifestations of negative symptoms. In addition, we used observer-rated measures of negative symptoms to predict momentary manifestations of negative symptoms in a multilevel model (Multimedia Appendix 1). BPRS total score predicted intensity of positive (b=0.04, P=.01) and negative affect (b=−0.04, P<.001), instability (b=0.04, P=.03) and variability (b=0.03, P=.003) of negative affect, anhedonia (b=−0.04, P=.001), and social anhedonia (b=−0.04, P=.001). The BPRS negative symptoms scale did not predict momentary manifestations of negative symptoms in the multilevel model.
**Clinical Outcomes**

Clinical outcomes were assessed at baseline, and approximately 1 and 2 years after the baseline assessment. As participants were not seen at exactly 1 and 2 years from their baseline appointment, the exact time points for follow-up assessments varied. Hence, the data closest to 1 and 2 years after baseline were selected as follow-up data. Transition to psychosis and UHR status were assessed using the Comprehensive Assessment of At Risk Mental States [40]. If participants could not be re-interviewed for the follow-up assessments, clinical notes were used to determine transition status. Participants’ level of functioning was assessed using the symptoms and the functioning subscales of the Global Assessment of Functioning (GAF [46]) scale. Illness severity was assessed using the severity of illness subscale of the Clinical Global Impression [47] scale. A detailed description of the outcome measures is provided in Table 1.
Statistical Analysis

Momentary manifestations of negative symptoms—operationalized and computed as detailed above—were used as independent variables to predict clinical outcomes at 1- and 2-year follow-up using Stata 15. We fitted linear regression models using the command `regress` with level of functioning and illness severity as outcome variables and momentary manifestations of negative symptoms as independent variables. In exploratory analyses, we examined the predictive value of momentary manifestations of negative symptoms for transition to psychosis and remission from UHR status as
outcomes. Survival analyses using the Stata commands `stset` and `streg` were performed to account for the time to event structure of the data. We used time to follow-up as a proxy for time to remission. In both survival analyses, a Weibull distribution was assumed.

Analyses were adjusted for a priori confounders (ie, age, gender, ethnicity, center, time to follow-up; unadjusted results are provided in Multimedia Appendix 3). In a sensitivity analysis, we included current depressive episode (Multimedia Appendix 4) and comorbid disorders (Multimedia Appendix 5) as additional independent variables to control for potential confounding. We corrected for multiple testing to reduce the probability of type I errors because of the number of tests performed. We corrected within domains of momentary manifestations of negative symptoms and clinical outcomes. As in previous experience sampling studies [50,51], Simes correction method was used to account for multiple tests of significance [52]. Simes correction is a modified version of the more conservative Bonferroni correction in case of dependent hypotheses given significance tests in the current analyses were not independent [52]. With the Simes correction, the most significant $P$ value is tested against $\alpha=0.05/n$ (total number of tests), the second most significant $P$ value is tested against $\alpha=0.05/(n-1)$, the third $P$ value against $\alpha=0.05/(n-2)$, and so on. Simes-corrected significant results are highlighted in a footnote in tables.

### Results

#### Basic Sample and Clinical Characteristics

The ESM sample comprised 79 individuals at UHR, of whom 9 transitioned to psychosis during the study period. Data on clinical outcomes were obtained for 48 individuals at 1-year follow-up and 36 individuals at 2-year follow-up. Participants were on average aged 23 (SD 4.93) years and 56% (44/79) were women. The majority (53/79, 67%) of the sample was White, followed by 15% (12/79) with Black ethnicity. In addition to their UHR status, 76% (60/79) of the participants were diagnosed with a comorbid axis I disorder (further details are provided in Multimedia Appendix 6). Compared with the sample of individuals included in the EU-GEI High Risk Study for whom experience sampling data were not collected (no ESM sample, N=266), samples in this study showed no differences in demographic characteristics (age: $t_{343}=-1.33, P=.19$; gender: $\chi^2=3.6, P=.06$; ethnicity: $\chi^2=6.5, P=.26$) or prevalence of comorbid disorders ($\chi^2=1.8, P=.18$). However, the current sample showed poorer functioning (symptoms: $t_{315}=-2.29, P=.02$) and lower levels of observer-rated negative symptoms ($t_{320}=-2.27, P=.02$) at baseline. Comparing participants who completed follow-up assessments, the sample with no ESM data collected (N=134, 1-year follow-up; N=89, 2-year follow-up) showed a lower BPRS total score at 1-year follow-up ($t_{159}=-2.07, P=.04$). There were no significant differences in demographic or clinical characteristics at 2-year follow-up. Table 2 gives an overview of relevant sample characteristics.
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Table 2. Basic sample and clinical characteristics. *

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>ESM&lt;sup&gt;a&lt;/sup&gt; sample</th>
<th>No ESM sample</th>
<th>ESM vs no ESM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>1-year follow-up</td>
<td>2-year follow-up</td>
</tr>
<tr>
<td>Sample size</td>
<td>79</td>
<td>48</td>
<td>36</td>
</tr>
<tr>
<td>Age at baseline (years), mean (SD)</td>
<td>23.0 (4.93)</td>
<td>23.6 (5.24)</td>
<td>23.8 (5.18)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>35 (44)</td>
<td>22 (46)</td>
<td>16 (44)</td>
</tr>
<tr>
<td>Female</td>
<td>44 (56)</td>
<td>26 (54)</td>
<td>20 (56)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>53 (67)</td>
<td>33 (69)</td>
<td>27 (75)</td>
</tr>
<tr>
<td>Black</td>
<td>12 (15)</td>
<td>9 (19)</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (18)</td>
<td>6 (13)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Comorbidity at baseline, n (%)</td>
<td>60 (76)</td>
<td>37 (77)</td>
<td>28 (78)</td>
</tr>
<tr>
<td>BPRS&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score, mean (SD)</td>
<td>44.00 (9.46)</td>
<td>39.69 (11.63)</td>
<td>37.31 (12.53)</td>
</tr>
<tr>
<td>Negative symptom score, mean (SD)</td>
<td>4.49 (1.86)</td>
<td>4.04 (1.74)</td>
<td>3.75 (1.78)</td>
</tr>
<tr>
<td>GAF&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms, mean (SD)</td>
<td>52.88 (9.85)</td>
<td>56.96 (10.76)</td>
<td>61.00 (11.73)</td>
</tr>
<tr>
<td>Disability, mean (SD)</td>
<td>56.27 (13.00)</td>
<td>58.92 (13.41)</td>
<td>63.78 (13.62)</td>
</tr>
<tr>
<td>CGI&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illness severity, mean (SD)</td>
<td>3.57 (1.21)</td>
<td>3.15 (1.32)</td>
<td>2.89 (1.25)</td>
</tr>
<tr>
<td>UHR&lt;sup&gt;g&lt;/sup&gt; criteria met, n (%)</td>
<td>N/A</td>
<td>36 (73)</td>
<td>23 (62)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Follow-up values for age, gender, ethnicity, and comorbidity based on individuals with valid Global Assessment of Functioning Scale at follow-up.
<sup>b</sup>ESM: Experience Sampling Methodology.
<sup>c</sup>N/A: not applicable.
<sup>d</sup>BPRS: Brief Psychiatric Rating Scale.
<sup>e</sup>GAF: Global Assessment of Functioning Scale.
<sup>f</sup>CGI: Clinical Global Impression Scale.
<sup>g</sup>UHR: ultrahigh risk.

Blunted Affective Experience and Clinical Outcomes

Tables 3 and 4 show the results on clinical outcomes at follow-up predicted by blunted affective experience at baseline. We found no evidence that blunted affective experience predicted illness severity or level of functioning. In exploratory analyses, time to remission from UHR status was predicted by variability of positive affect (hazard ratio [HR]=4.93, 95% CI 1.61-15.11, P=.005, statistically significant after Simes correction). Participants with greater variability were more likely to experience a shorter time to remission from the UHR status. We found no evidence that blunted affective experience predicted transition to psychosis.
### Table 3. Level of functioning at 1- and 2-year follow-up predicted by blunted affective experience at baseline (ie, intensity, instability, and variability of negative and positive affect) and clinical outcome at baseline.a

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Level of functioning</th>
<th>1-year follow-up (n=48)</th>
<th>2-year follow-up (n=36)</th>
<th>1-year follow-up (n=48)</th>
<th>2-year follow-up (n=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>b (CI)</td>
<td>P value</td>
<td>b (CI)</td>
<td>P value</td>
</tr>
<tr>
<td></td>
<td>Symptoms b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Disability b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predictor: Intensity NA c</td>
<td>Outcome at baseline</td>
<td>0.18</td>
<td>.29</td>
<td>0.00</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−0.16 to 0.52)</td>
<td></td>
<td>(−0.61 to 0.61)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Intensity NA</td>
<td>−2.51</td>
<td>.22</td>
<td>−1.36</td>
<td>.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−6.54 to 1.52)</td>
<td></td>
<td>(−6.89 to 4.18)</td>
<td></td>
</tr>
<tr>
<td>Predictor: Intensity PA d</td>
<td>Outcome at baseline</td>
<td>0.15</td>
<td>.36</td>
<td>−0.01</td>
<td>.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−0.18 to 0.48)</td>
<td></td>
<td>(−0.62 to 0.60)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Intensity PA</td>
<td>3.84</td>
<td>.06</td>
<td>1.15</td>
<td>.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−0.09 to 7.77)</td>
<td></td>
<td>(−4.58 to 6.88)</td>
<td></td>
</tr>
<tr>
<td>Predictor: Instability NA</td>
<td>Outcome at baseline</td>
<td>0.24</td>
<td>.17</td>
<td>−0.02</td>
<td>.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−0.10 to 0.58)</td>
<td></td>
<td>(−0.62 to 0.58)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Instability NA</td>
<td>0.80</td>
<td>.47</td>
<td>−1.72</td>
<td>.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−1.43 to 3.04)</td>
<td></td>
<td>(−5.94 to 2.50)</td>
<td></td>
</tr>
<tr>
<td>Predictor: Instability PA</td>
<td>Outcome at baseline</td>
<td>0.22</td>
<td>.21</td>
<td>−0.06</td>
<td>.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−0.12 to 0.56)</td>
<td></td>
<td>(−0.64 to 0.52)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Instability PA</td>
<td>−0.24</td>
<td>.89</td>
<td>−4.68</td>
<td>.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−3.75 to 3.28)</td>
<td></td>
<td>(−10.43 to 1.07)</td>
<td></td>
</tr>
<tr>
<td>Predictor: Variability NA</td>
<td>Outcome at baseline</td>
<td>0.23</td>
<td>.18</td>
<td>0.00</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−0.11 to 0.56)</td>
<td></td>
<td>(−0.59 to 0.60)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Variability NA</td>
<td>1.60</td>
<td>.51</td>
<td>−3.80</td>
<td>.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−3.30 to 6.50)</td>
<td></td>
<td>(−11.52 to 3.92)</td>
<td></td>
</tr>
<tr>
<td>Predictor: Variability PA</td>
<td>Outcome at baseline</td>
<td>0.21</td>
<td>.22</td>
<td>0.02</td>
<td>.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−0.13 to 0.55)</td>
<td></td>
<td>(−0.56 to 0.60)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Variability PA</td>
<td>1.12</td>
<td>.69</td>
<td>−5.55</td>
<td>.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(−4.54 to 6.77)</td>
<td></td>
<td>(−12.51 to 1.42)</td>
<td></td>
</tr>
</tbody>
</table>

---

aResults adjusted for age, gender, ethnicity, center, and time to follow-up.

bLevel of functioning assessed with the Global Assessment of Functioning Scale.

cNA: negative affect.

dPA: positive affect.
Table 4. Illness severity, remission from ultrahigh risk (UHR) status and transition status 1- and 2-year follow-up predicted by blunted affective experience at baseline (ie, intensity, instability, and variability of negative and positive affect) and clinical outcome at baseline.a

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Illness severityb</th>
<th>Remission from UHR status</th>
<th>Transition status</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-year follow-up (n=47)</td>
<td>2-year follow-up (n=37)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>b (CI)</td>
<td>P value</td>
<td>b (CI)</td>
</tr>
<tr>
<td>Predictor: Intensity NA^d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.43</td>
<td>.006</td>
<td>0.28</td>
</tr>
<tr>
<td>(0.13 to 0.73)</td>
<td>(−0.19 to 0.75)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intensity NA</td>
<td>0.32</td>
<td>.11</td>
<td>−0.03</td>
</tr>
<tr>
<td>(−0.07 to 0.71)</td>
<td>(−0.59 to 0.53)</td>
<td></td>
<td>(0.12 to 0.98)</td>
</tr>
<tr>
<td>Predictor: Intensity PA^f</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.44</td>
<td>.004</td>
<td>0.17</td>
</tr>
<tr>
<td>(0.15 to 0.74)</td>
<td>(−0.30 to 0.64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intensity PA</td>
<td>−0.31</td>
<td>.11</td>
<td>−0.35</td>
</tr>
<tr>
<td>(−0.69 to 0.07)</td>
<td>(−0.98 to 0.28)</td>
<td></td>
<td>(0.88 to 4.93)</td>
</tr>
<tr>
<td>Predictor: Instability NA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.52</td>
<td>.001</td>
<td>0.27</td>
</tr>
<tr>
<td>(0.22 to 0.81)</td>
<td>(−0.18 to 0.72)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instability NA</td>
<td>−0.02</td>
<td>.81</td>
<td>−0.02</td>
</tr>
<tr>
<td>(−0.23 to 0.18)</td>
<td>(−0.46 to 0.42)</td>
<td></td>
<td>(0.57 to 2.48)</td>
</tr>
<tr>
<td>Predictor: Instability PA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.51</td>
<td>.001</td>
<td>0.28</td>
</tr>
<tr>
<td>(0.22 to 0.81)</td>
<td>(−0.16 to 0.73)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instability PA</td>
<td>−0.06</td>
<td>.71</td>
<td>0.24</td>
</tr>
<tr>
<td>(−0.38 to 0.26)</td>
<td>(−0.38 to 0.86)</td>
<td></td>
<td>(1.69 to 4.44)</td>
</tr>
<tr>
<td>Predictor: Variability NA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.51</td>
<td>.001</td>
<td>0.26</td>
</tr>
<tr>
<td>(0.22 to 0.81)</td>
<td>(−0.20 to 0.72)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variability NA</td>
<td>−0.10</td>
<td>.64</td>
<td>−0.08</td>
</tr>
<tr>
<td>(−0.53 to 0.33)</td>
<td>(−0.89 to 0.74)</td>
<td></td>
<td>(0.30 to 5.14)</td>
</tr>
<tr>
<td>Predictor: Variability PA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.51</td>
<td>.001</td>
<td>0.37</td>
</tr>
<tr>
<td>(0.21 to 0.81)</td>
<td>(−0.09 to 0.83)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variability PA</td>
<td>0.04</td>
<td>.88</td>
<td>0.49</td>
</tr>
<tr>
<td>(−0.47 to 0.54)</td>
<td>(−0.29 to 1.28)</td>
<td></td>
<td>(1.61 to 15.11)</td>
</tr>
</tbody>
</table>

---

aResults adjusted for age, gender, ethnicity, center, and time to follow-up.
bIllness severity assessed with the Clinical Global Impression Scale.
cHR: hazard ratio.
dNA: negative affect.
eN/A: not applicable.
fPA: positive affect.
gStatistically significant after Simes correction.

Lack of Social Drive and Clinical Outcomes

Tables 5 and 6 show findings on clinical outcomes predicted by lack of social drive. We found no evidence that the amount of time spent alone and the preference to be alone when in company predicted level of functioning or illness severity. Experienced pleasantness of being alone predicted the GAF disability subscale at 2-year follow-up (b=−4.62; 95% CI −8.19 to −1.04, P=.01 [statistically significant after Simes correction]), such that individuals who experienced greater pleasantness of being alone showed poorer functioning. However, there was no evidence that pleasantness of being alone predicted illness severity.
severity and the GAF symptoms score. In exploratory analyses, there was no evidence that lack of social drive predicted time to transition or remission from UHR status.

Table 5. Level of functioning at 1- and 2-year follow-up predicted by lack of social drive (ie, amount of time spent alone, preference to be alone when in company and experienced pleasantness of being alone) and clinical outcome at baseline.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Level of functioning: symptoms&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Level of functioning: disability&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-year follow-up (N=48)</td>
<td>2-year follow-up (N=36)</td>
</tr>
<tr>
<td></td>
<td>b (CI)</td>
<td>P value (CI)</td>
</tr>
<tr>
<td>Predictor: Amount of time spent alone</td>
<td>Outcome at baseline</td>
<td>0.22 (.03 to 0.96)</td>
</tr>
<tr>
<td></td>
<td>Amount of time spent alone</td>
<td>1.71 (.01 to 0.72)</td>
</tr>
<tr>
<td>Predictor: Preference to be alone when in company</td>
<td>Outcome at baseline</td>
<td>0.20 (.05 to 0.95)</td>
</tr>
<tr>
<td></td>
<td>Preference to be alone</td>
<td>–1.61 (.01 to 0.72)</td>
</tr>
<tr>
<td>Predictor: Pleasantness of being alone</td>
<td>Outcome at baseline</td>
<td>0.22 (.07 to 0.95)</td>
</tr>
<tr>
<td></td>
<td>Pleasantness of being alone</td>
<td>0.04 (.03 to 0.72)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Results adjusted for age, gender, ethnicity, center, and time to follow-up.

<sup>b</sup> Level of functioning assessed with the Global Assessment of Functioning Scale.

<sup>c</sup> Statistically significant after Simes correction.
Table 6. Illness severity, remission from ultrahigh risk (UHR) status and transition status at 1- and 2-year follow-up predicted by lack of social drive (ie, amount of time spent alone, preference to be alone when in company and experienced pleasantness of being alone) and clinical outcome at baseline.\(^a\)

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Illness severity(^b)</th>
<th>Remission from UHR status</th>
<th>Transition status</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-year follow-up (N=47)</td>
<td>2-year follow-up (N=37)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>HR (CI)</td>
<td>P value</td>
</tr>
<tr>
<td></td>
<td>b (CI)</td>
<td></td>
<td>b (CI)</td>
</tr>
<tr>
<td>Predictor: Amount of time spent alone</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.49</td>
<td>.002</td>
<td>0.23</td>
</tr>
<tr>
<td>(0.19 to 0.80)</td>
<td></td>
<td></td>
<td>(-0.22 to 0.67)</td>
</tr>
<tr>
<td>Amount of time spent alone</td>
<td>-0.29</td>
<td>.66</td>
<td>-1.17</td>
</tr>
<tr>
<td>(-1.59 to 1.02)</td>
<td></td>
<td></td>
<td>(-3.00 to 0.66)</td>
</tr>
<tr>
<td>Predictor: Preference to be alone when in company</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.48</td>
<td>.002</td>
<td>0.24</td>
</tr>
<tr>
<td>(0.18 to 0.78)</td>
<td></td>
<td></td>
<td>(-0.20 to 0.68)</td>
</tr>
<tr>
<td>Preference to be alone</td>
<td>0.11</td>
<td>.37</td>
<td>0.23</td>
</tr>
<tr>
<td>(-0.14 to 0.36)</td>
<td></td>
<td></td>
<td>(-0.17 to 0.63)</td>
</tr>
<tr>
<td>Predictor: Pleasantness of being alone</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.51</td>
<td>.002</td>
<td>0.32</td>
</tr>
<tr>
<td>(0.21 to 0.81)</td>
<td></td>
<td></td>
<td>(-0.13 to 0.77)</td>
</tr>
<tr>
<td>Pleasantness of being alone</td>
<td>0.05</td>
<td>.68</td>
<td>0.19</td>
</tr>
<tr>
<td>(-0.19 to 0.30)</td>
<td></td>
<td></td>
<td>(-0.16 to 0.54)</td>
</tr>
</tbody>
</table>

\(^a\)Results adjusted for age, gender, ethnicity, center, and time to follow-up.
\(^b\)Illness severity assessed with the Clinical Global Impression Scale.
\(^c\)HR: hazard ratio.
\(^d\)N/A: not applicable.

Anhedonia and Clinical Outcomes

Tables 7 and 8 show findings on clinical outcomes at 1- and 2-year follow-up predicted by anhedonia. Anhedonia predicted the GAF disability subscale at 1-year follow-up (b=5.61, 95% CI 1.08-10.15; \(P=0.02\) [statistically significant after Simes correction]). Lower positive affect in moments of pleasant events or, in other words, higher levels of anhedonia, were associated with poorer functioning. However, we found no evidence that anhedonia predicted functioning at 2-year follow-up. In addition, anhedonia did not predict illness severity at 1- and 2-year follow-up. In exploratory analyses, we found no evidence that anhedonia predicted time to remission or transition to psychosis.
Table 7. Level of functioning at 1- and 2-year follow-up predicted by Anhedonia, Social Anhedonia and clinical outcome at baseline.\(^a\)

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Level of functioning: symptoms(^b)</th>
<th>Level of functioning: disability(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-year follow-up (N=48) 2-year follow-up (N=36)</td>
<td>1-year follow-up (N=48) 2-year follow-up (N=36)</td>
</tr>
<tr>
<td></td>
<td>(b) (CI)</td>
<td>(P) value</td>
</tr>
<tr>
<td><strong>Predictor: anhedonia</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.16 (.04 to 0.29)</td>
<td>.32</td>
</tr>
<tr>
<td>Anhedonia events</td>
<td>3.73 (.03 to 7.78)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Predictor: social anhedonia</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.17 (.04 to 0.30)</td>
<td>.28</td>
</tr>
<tr>
<td>Social anhedonia</td>
<td>4.61 (.03 to 8.66)</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\)Results adjusted for age, gender, ethnicity, center and time to follow-up.
\(^b\)Level of functioning assessed with the Global Assessment of Functioning Scale.
\(^c\)Statistically significant after Simes correction.

Table 8. Illness severity, remission from ultrahigh risk (UHR) status and transition status at 1- and 2-year follow-up predicted by Anhedonia, Social Anhedonia and clinical outcome at baseline.\(^a\)

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Illness severity(^b)</th>
<th>Remission from UHR status</th>
<th>Transition status</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-year follow-up (N=47) 2-year follow-up (N=37)</td>
<td>(N=54)</td>
<td>(N=57)</td>
</tr>
<tr>
<td></td>
<td>(b) (CI)</td>
<td>(P) value</td>
<td>(b) (CI)</td>
</tr>
<tr>
<td><strong>Predictor: anhedonia</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.45 (.15 to 0.75)</td>
<td>.004</td>
<td>0.19 (.06 to 0.66)</td>
</tr>
<tr>
<td>Anhedonia</td>
<td>−0.30 (.06 to 0.09)</td>
<td>.13</td>
<td>−0.30 (.09 to 0.32)</td>
</tr>
<tr>
<td><strong>Predictor: social anhedonia</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome at baseline</td>
<td>0.44 (.15 to 0.73)</td>
<td>.004</td>
<td>0.14 (.06 to 0.30)</td>
</tr>
<tr>
<td>Social anhedonia</td>
<td>−0.38 (.07 to 0.01)</td>
<td>.045(^e)</td>
<td>−0.57 (.11 to 0.05)</td>
</tr>
</tbody>
</table>

\(^a\)Results adjusted for age, gender, ethnicity, center and time to follow-up.
\(^b\)Illness severity assessed with the Clinical Global Impression Scale.
\(^c\)HR: hazard ratio.
\(^d\)N/A: not applicable.
\(^e\)Statistically significant after Simes correction.

**Social Anhedonia and Clinical Outcomes**

As displayed in Tables 7 and 8, reduced positive affect in moments of pleasant company or, in other words, higher levels of social anhedonia at baseline were associated with higher levels of illness severity \((b=−0.38; 95\% CI −0.74 to 0.01; \(P =.045\) [statistically significant after Simes correction]) and lower scores on both GAF subscales (symptoms: \(b=4.61; 95\% CI 0.74 to 8.48; \(P =.02\) [statistically significant after Simes correction]; disability: \(b=6.36; 95\% CI 1.97 to 10.74; \(P =.006\) [statistically significant after Simes correction]) at 1-year follow-up. However, we found no evidence that social anhedonia predicted clinical outcomes at 2-year follow-up. In exploratory analyses, we found no evidence that social anhedonia predicted time to remission or transition to psychosis.

**Discussion**

**Principal Findings**

Using an experience sampling design, this study found no evidence that blunted affective experience predicted functioning
or illness severity at follow-up (H1). However, there was some evidence that higher experienced pleasantness of being alone was associated with poorer functioning at 2-year follow-up (H2). In addition, our results tentatively suggest that higher levels of anhedonia were associated with poorer functioning at 1-year follow-up (H3). Finally, we found robust evidence that higher levels of social anhedonia were associated with higher levels of illness severity and poorer functioning at 1-year follow-up (H4). In our exploratory analysis, we found no evidence that momentary manifestations of negative symptoms in daily life predicted transition status. However, our results tentatively suggest that blunted affective experience predicted time to remission from UHR status.

Methodological Considerations

Our findings should be interpreted in light of several methodological considerations. First, the sample selection should be critically evaluated: ESM is a burdensome research method, which may lead to selection bias, such that individuals with more intense symptoms might be underrepresented in the sample. However, compared with the no ESM sample of the EU-GEI High Risk Study, the participants in this showed comparable levels of illness severity and lower scores on the GAF symptoms subscale at baseline. In addition, the sample showed high comorbidity rates of nonpsychotic disorders, which replicates findings from previous studies and systematic reviews [53,54]. High rates of comorbidity, especially comorbid depressive disorders, may have attenuated the observed effects. However, when controlling for current depressive episodes or comorbid disorders in our sensitivity analysis, we found a similar pattern in terms of magnitude of associations but slightly wider 95% CIs and some differences in statistical significance.

In addition, it is important to consider the small-to-moderate sample size and the small absolute number of 9 individuals (11% of the sample) who transitioned to psychosis within the follow-up period, although this transition rate is rather common in the field [14,55]. Second, measuring social isolation and affect repeatedly over longer periods might provide a better prediction of outcomes. However, given burden on participants, this would require a less intense longitudinal data collection method, as is the case for ESM. Third, it is important to consider some limitations regarding data collection at follow-up: Although this was planned for 1- and 2-year follow-up, follow-up intervals varied in some individuals. Yet, analyses were controlled for time to follow-up and sensitivity analyses conducted with the subsample of individuals assessed ≥6 months to the ideal follow-up time point showed a similar pattern of findings though varying statistical significance due to reduced sample size (Multimedia Appendix 7). Moreover, experience sampling data was not collected at follow-up. Nonetheless, using the Clinical Global Impression scale and the GAF scale, we obtained ratings of several widely used outcome measures at follow-up. In addition, the follow-up period of 2 years was, arguably, rather short in this study. However, previous research has demonstrated that the highest risk for transition in UHR samples is over the first 2 years after ascertainment [56]. Fourth, one should consider some statistical issues: For anhedonia and social anhedonia, we used fitted values of positive affect predicted by event pleasantness or pleasantness of social contact, to predict, in turn, clinical outcomes at follow-up. For blunted affective experience and lack of social drive, we aggregated data on the person-level. Aggregation of momentary manifestations of negative symptoms on the person-level led to a loss of information in comparison with the beep-level, as the variance of beeps is not reflected in the aggregated scores. Nonetheless, compared with a single questionnaire assessment, the aggregated experience sampling measures used in this study still provide higher levels of precision in measurement. The number of statistical analyses performed may have resulted in multiple testing problems. However, in order to control for type I error, results were corrected using the Simes method [52] by momentary manifestation of negative symptom and outcome domain. In addition, time to follow-up was used as a crude proxy to impute for time to remission from UHR status (eg, for participants who remitted at any time between baseline and 1-year follow-up, the date of the 1-year follow-up assessment was used as proxy), which might lead to imprecision in these exploratory survival analyses. Future research should attempt to establish a more precise data collection for time to remission.

Comparison With Previous Research

To our knowledge, this is the first study using an experience sampling design to investigate the predictive value of momentary manifestations of negative symptoms measured in individuals UHR. In accordance with our hypotheses, we found evidence for more intense momentary manifestations of negative symptoms to be associated with poorer functioning and higher illness severity at follow-up. In addition, we found evidence that individuals with greater variability of positive affect (as a measure of blunted affective experience), experienced a shorter time to remission from UHR status. This is in line with findings from previous studies using other operationalizations of negative symptoms [2-5]. Given that ESM measures of momentary manifestations of negative symptoms are intended to capture subjective experience of social context, our findings primarily pertain to the experiential level rather than to the level of expression [27].

Our findings tentatively suggest that blunted affect, lack of social drive, and anhedonia are associated with some clinical outcomes, but findings on social anhedonia were most robust. We may speculate that changes in affective response to social contact (ie, social anhedonia) in daily life may be most relevant in individuals at UHR, whereas other types of momentary manifestations of negative symptoms (eg, lack of social drive) may be more relevant in later stages of psychosis. Social anhedonia may contribute to a loss of reinforcement of social contact, which might encourage a progressive decrease of social interaction and social functioning more downstream, closer to, or directly at, onset of psychotic disorder [35,57-59].

The findings have important implications for clinicians and researchers aiming to improve functional outcomes of individuals at UHR. Recent meta-analyses found no evidence for psychosocial treatment to improve functioning in individuals at UHR [60], with poor functioning at baseline being, in turn, a predictor for later psychopathology [61]. Taken together, this may contribute to a vicious cycle of symptom burden and poor functioning amplifying each other in this group at risk.
Therefore, new intervention approaches are urgently required and the experience of momentary manifestations of negative symptoms, especially social anhedonia, in daily life may be a promising target. Possibly, improving social anhedonia may diminish social isolation, and thereby improve outcomes.

In addition, we found only weak correlations between momentary manifestations of negative symptoms and the BPRS scores, highlighting the relevance of participants’ subjective experience. These discrepancies may be interpreted in different ways. First, discrepancies may evolve due to varying modes of assessment and, hence, precision of measurement. Gerritsen, Bagby [37] claim that some negative symptoms may be associated with no or very limited subjective distress and, hence, difficult to measure via self-report. However, one may argue that aggregating multiple momentary measurements across several days may provide a more precise measure of affective and motivational processes than cross-sectional clinical interviews [27]. Second, the discrepancies may, in fact, reflect 2 distinct dimensions of negative symptoms (ie, experience vs expression), and therefore, relying on purely behavioral indicators in assessing negative symptoms may result in a more limited understanding of internal, experiential aspects [27]. Both interpretations highlight the potential of ESM as a diagnostic tool over and above traditional clinical measures of symptoms [62].

Conclusions

We found evidence for momentary manifestations of negative symptoms, especially social anhedonia, to predict clinical outcomes at follow-up. These findings emphasize that the assessment of momentary manifestations of negative symptoms in individuals at UHR is of considerable potential value for both diagnostic assessment and early intervention. The assessment of momentary manifestations of negative symptoms may provide a more comprehensive picture of patients' symptoms in the context of their daily life for clinicians and researchers and contribute to a better understanding of individuals’ subjective experience. In addition, the experience of momentary manifestations of negative symptoms, especially social anhedonia, in daily life may be a promising target for interventions aiming to improve clinical outcomes in the early stages of psychosis.
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Abstract

Background: Among the general public, there appears to be a growing need and interest in receiving digital mental health and well-being support. In response to this, mental health apps (MHapps) are becoming available for monitoring, managing, and promoting positive mental health and well-being. Thus far, evidence supports favorable outcomes when users engage with MHapps, yet there is a relative paucity of reviews on apps that support positive mental health and well-being.

Objective: We aimed to systematically review the available research on MHapps that promote emotion regulation, positive mental health, and well-being in the general population aged 18-45 years. More specifically, the review aimed at providing a systematic description of the theoretical background and features of MHapps while evaluating any potential effectiveness.

Methods: A comprehensive literature search of key databases, including MEDLINE (via Ovid), EMBASE (via Ovid), PsycINFO (via Ovid), Web of Science, and the Cochrane Register of Controlled Trials (CENTRAL), was performed until January 2021. Studies were included if they described standalone mental health and well-being apps for adults without a formal mental health diagnosis. The quality of all studies was assessed against the Mixed Methods Appraisal Tool. In addition, the Cochrane Risk-of-Bias tool (RoB-2) was used to assess randomized control trials (RCTs). Data were extracted using a modified extraction form from the Cochrane Handbook of Systematic Reviews. A narrative synthesis and meta-analysis were then undertaken to address the review aims.

Results: In total, 3156 abstracts were identified. Of these, 52 publications describing 48 MHapps met the inclusion criteria. Together, the studies evaluated interventions across 15 countries. Thirty-nine RCTs were identified suggesting some support for the role of individual MHapps in improving and promoting mental health and well-being. Regarding the pooled effect, MHapps, when compared to controls, showed a small effect for reducing mental health symptoms ($k=19$, Hedges $g=-0.24$, 95% CI $-0.34$ to $-0.14$, $P<.001$) and improving well-being ($k=13$, $g=0.17$, 95% CI 0.05-0.29, $P=.004$), and a medium effect for emotion regulation ($k=6$, $g=0.49$, 95% CI 0.23-0.74, $P<.001$). There is also a wide knowledge base of creative and innovative ways to engage users in techniques such as mood monitoring and guided exercises. Studies were generally assessed to contribute unclear or a high risk of bias, or to be of medium to low methodological quality.

Conclusions: The emerging evidence for MHapps that promote positive mental health and well-being suggests promising outcomes. Despite a wide range of MHapps, few apps specifically promote emotion regulation. However, our findings may
position emotion regulation as an important mechanism for inclusion in future MHapps. A fair proportion of the included studies were pilot or feasibility trials (k=17, 33%), and full-scale RCTs reported high attrition rates and nondiverse samples. Given the number and pace at which MHapps are being released, further robust research is warranted to inform the development and testing of evidence-based programs.

(KEYWORDS: systematic review; MHapp, mHealth; mental health; well-being; emotion regulation; mobile apps; effectiveness; monitoring; management; mental health app)

**Introduction**

**Background**

Globally, the prevalence of mental health disorders has been increasing [1]. Statistics from the United Kingdom indicate that between 16% and 21% of working adults experience mental health difficulties [2]. In 2019, a study found that there were 51.5 million North American adults with mental illness, with the highest prevalence among young adults aged 18-25 years (29.4%) compared to adults aged 26-49 (25%) or 50 years and older (14.1%) [3]. In light of these statistics, neuropsychiatric conditions continue to be among the main causes of disability globally [1]. In recent times, unfortunate events such as the COVID-19 pandemic have further exacerbated the problem, contributing to rising rates of anxiety, loneliness, and depression [1,4,5], along with decreased access to in-person support [6]. In this context, there is an increased demand for accessible and scalable mental health services (eg, mobile health and electronic health) for both the promotion of well-being and the prevention of mental disorders [7].

**Potential of Mental Health Apps to Fill the Need**

Delivering mental health care online has become more feasible with the rapid increase in smartphone usage. Smartphone ownership is estimated to reach over 6 billion users globally in 2021 and these numbers are expected to increase by several hundred million in the coming few years [8]. Moreover, research suggests that in August 2017, smartphone owners in the United Kingdom spent on average 62 hours per month using the internet, as compared with 75 hours in the United States and 58 hours in Germany [9]. In general, digital apps may offer users opportunities to manage their mental and physical health, and support behavior change efforts. An estimate suggested that nearly 325,000 health apps were available for users to download in 2017, with mental health apps (MHapps) constituting about one-third of disease-specific apps [10,11]. In addition, a report from Statista found that “health and lifestyle” was one of the most popular categories of apps in the App Store [12]. However, the vast majority of MHapps have not been scientifically tested [13].

The developing evidence base for MHapps suggests that apps accessed via smart devices are increasingly able to play an important role in mental health care provision [13,14]. MHapps have been researched in terms of their effectiveness for the treatment and management of mental health disorders, but they are also increasingly understood to have potential in the prevention of mental health disorders and in the promotion of positive mental health [13-15]. In particular, the dynamic multifeatured nature of MHapps provides a platform for monitoring [16], preventing [14], and reducing mental health symptoms [17]. In addition, MHapps are able to facilitate emotion regulation and enhance mental well-being [14]. Moreover, MHapps are appealing to users due to advantages of cost-effectiveness, privacy, personalization features, and scope for use at any time in any location and setting [18]. MHapps also have the potential to overcome barriers to seeking help, such as stigma, as well as to promote positive habits for improved long-term well-being and mental health outcomes [14,18]. However, scientific research has not been able to keep up with the pace of the new developments in MHapps. Consequently, a large number of apps are available without any published scientific evidence base or peer-reviewed acceptability studies [19,20].

**Mental Well-being, Positive Mental Health, and Emotion Regulation**

Although enhanced psychological well-being has been consistently linked to positive health and mental health outcomes, it is increasingly understood that mental health and mental well-being are separate entities with separate determinants [21,22]. The concept of mental well-being goes beyond the absence of mental health disorders and symptoms, and can address psychological parameters such as subjective well-being, autonomy, positive relationships, and personal growth [23,24]. In the same vein, positive mental health refers to “a positive emotion (affect) such as feelings of happiness, a personality trait inclusive of the psychological resources of self-esteem and mastery, and as resilience, which is the capacity to cope with adversity” [25]. Thus, both concepts overlap in highlighting that well-being is a broader concept that goes beyond the absence of mental health disorders [21]. Further, emotion regulation has been considered to be a focal point to address psychological disorders [26] and to enhance well-being [27]. Emotion regulation refers to the experience and expression of both positive and negative emotions [28,29]. Difficulties with emotion regulation are linked with increased stress [28,29], and represent an established risk factor for a range of mental health disorders such as depression [26] and bipolar disorder [30]. Emotion regulation strategies can be used in both adaptive and maladaptive ways depending on the context and the purpose. However, frequent use of maladaptive emotion regulation strategies is linked to mood disorders [30]. Therefore, being mindful or having emotional awareness is considered to facilitate emotion regulation [31], and may be considered an underlying...
influencing factor to achieve positive mental health and well-being [32].

**Previous Research and Systematic Reviews**

Interestingly, despite the large number of apps available, the evidence of their effectiveness is not yet widely accepted. In a review of 52 commercially available anxiety apps, the authors reported that 67.3% did not include health care professionals in their creation and only 3.8% were supported by robust research [19]. Nonetheless, the growing evidence base suggests the potential efficacy of MHapps [33-35]. For example, Firth et al [34] found app-delivered interventions to be effective in decreasing anxiety (Hedges $g=0.32$, 95% CI 0.17-0.48) and depression ($g=0.38$, 95% CI 0.24-0.52) [34]. Similarly, other studies reported small to moderate effect sizes, specifically for mindfulness apps that reduced perceived stress ($g=0.46$, 95% CI 0.24-0.68), anxiety ($g=0.28$, 95% CI 0.16-0.40), and depression ($g=0.33$, 95% CI 0.24-0.43), and increased psychological well-being ($g=0.29$, 95% CI 0.14-0.45) [35].

Other reviewers corroborated this research, reporting positive findings for mindfulness apps in improving overall mental health ($g=0.23$, 95% CI 0.09-0.38) [36] and reducing perceived stress ($g=0.43$, 95% CI –0.20 to –0.66) [37]. Other findings indicated some support for MHapps targeting alcohol disorder, sleep disorder, depression, suicidal behaviors, self-injurious thoughts/behaviors, and posttraumatic stress disorder (PTSD) [16,17]. Although this knowledge base points in a positive direction, there has been a stronger emphasis on the effectiveness of MHapps for monitoring and managing mental health disorders [16,17,33], cognitive behavioral therapy (CBT)-based MHapps, and MHapps tested within specific clinical populations [16,34,38].

With respect to evidence of the effectiveness of MHapps for the general public, McKay and colleagues [39] reviewed commercially available healthy lifestyle apps, and found that behavior change strategies mainly focused on rehearsal or practice (of new habits) and self-monitoring. A recent meta-analysis found a small effect of mindfulness MHapps for psychological well-being but found no significant effects for general well-being [35]. Building on these findings could provide support for MHapps that are underpinned by other psychological theories and highlight benefits for a broader sample of users.

**Rationale for This Review**

Based on the above evidence, prior reviews examining the evidence for the effectiveness of MHapps did not include emotion regulation and rarely focused on mental well-being apps [14,20,40]. However, it is increasingly recognized that MHapps can support emotion regulation and may offer an advantage for users to manage their emotional states [14]. Moreover, the effectiveness of an intervention is usually associated with the level of user engagement [41], and therefore more research highlighting the components and features of the interface and design of MHapps would be beneficial. Although there are studies emerging that provide some recommendations of features that could be included in MHapps [14], it is still unclear how these features are being incorporated and the dominant theoretical approaches applied to the design. In this review, we were particularly interested in adults (18-45 years) owing to the concerning prevalence data indicating that among US adults aged 18 years or older, less than half of the population with a mental health disorder accessed mental health services (44.8% of adults >18 years old in 2019) [3]. With smartphone ownership being the greatest among young to middle-aged adults (91%-100% aged 18-44 years), and the evidence that this age group is the most likely to access and engage with smartphone apps [8], any important findings from this review may be readily transferable.

Thus, the overall objective of this review was to provide an overview of the available evidence on MHapps that promote emotion regulation, positive mental health, and well-being in the general adult population. This review will complement and expand upon the existing systematic reviews that have focused on apps for mental health disorders by focusing on MHapps for mental well-being and positive mental health. We aimed to identify, evaluate, and summarize the findings of relevant individual studies, thereby making the available evidence more accessible to both researchers and commercially based developers. More specifically, we describe and assess the characteristics and theoretical background of the apps themselves and the studies undertaken to evaluate them. We then highlight any gaps in the current knowledge base that may require further investigation. In doing so, we aimed to address the following research questions: (1) What are the characteristics and theoretical background of MHapps designed to improve (a) mental well-being (eg, psychological, subjective, and emotional), (b) emotion regulation (eg, emotion awareness), and (c) positive mental health (eg, reduce early mental health symptoms)? (2) Is there potential for MHapps to be effective in improving emotion regulation, positive mental health, and well-being in the general population (18-45 years)?

For the purpose of this study, an MHapp was defined as a digital psychological intervention or program that can be directly downloaded onto a mobile device. MHapps aim to promote positive mental health and well-being, including a reduction in mental health symptoms such as stress, and anxiety and depression symptomology. These apps are expected to be standalone interventions serving as a form of psychological intervention by assisting the user to draw on their own capacities to facilitate behavior change, and increase psychoeducation and self-help provisions [42,43].

**Methods**

**Design**

The review was performed in accordance with the Cochrane Handbook for Systematic Reviews of Interventions [44] and is reported according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines [45]. This study protocol was registered in the International Prospective Register of Systematic Reviews of the National Institute for Health Research (PROSPERO) [46] (ID CRD42020213051).

**Changes to the Review Protocol**

Notably, changes were made after publication of the study protocol. We initially planned to only focus on studies that...
examined emotion regulation and well-being; however, we also ultimately included studies that measured positive mental health–related outcomes. This decision was based on the fact that many papers tend to interchange terms related to mental well-being and positive mental health [35]. Owing to the limited qualitative data found in the review, we did not summarize the results of qualitative studies as per the review protocol. As the review retrieved a large number of eligible studies that included outcomes of interest, we did not examine secondary outcomes as stated previously (i.e., physical health and behavioral outcomes such as improved sleep). Such outcomes would be appropriately studied in a separate review and meta-analysis. Other changes included the use of the Mixed Methods Appraisal Tool (MMAT) instead of ROBINS-I to perform the quality assessment of the identified studies. MMAT was selected as it provided a single tool to assess methodological quality criteria for different study designs [47]. We initially intended to perform subgroup analysis based on age, gender, and ethnicity of the samples or the underpinning theory of the MHapp; however, owing to the high levels of heterogeneity, we were unable to perform these analyses. Therefore, we instead captured some key differences in the narrative synthesis (e.g., the overrepresentation of groups with specific demographic characteristics).

**Search Strategy**

A systematic literature search was completed using the following 5 electronic databases: MEDLINE (via Ovid), EMBASE (via Ovid), PsycINFO (via Ovid), Web of Science, and Cochrane Register of Controlled Trials (CENTRAL). The key terms for the intervention type (mobile apps) and the outcome themes (well-being OR emotion regulation OR mental health) were searched in the title, abstract, keywords, and, when available, subject headings. In addition, study type terms (including randomized controlled trials [RCTs] and before-and-after studies) were searched in the full text. Queries for each key area were combined with a logical “AND” operator, and were adapted to the different syntax and technical support of each individual database (see Multimedia Appendix 1). We aimed to identify records matching our inclusion criteria that were published between January 2008 and January 2021. We selected 2008 as the starting point in correspondence with the year when apps were first available to download on smart devices [33]. In addition, the bibliography of the relevant reviews and included studies were manually searched to identify additional publications for inclusion.

**Eligibility Criteria**

We included (a) both qualitative and quantitative experimental (e.g., any type of RCT, controlled before-after) or quasiexperimental (e.g., one-group pretest-posttest design, time-series) studies; (b) studies investigating the effects of standalone psychological interventions focused on promoting the outcomes of psychological, mental, or emotional well-being, promoting emotion regulation and positive mental health; (c) studies in which interventions were delivered via a digital app accessed via smartphones or tablets, or other portable devices. In addition, studies were included if they were (d) targeting adults in the age range of 18-45 years or interventions that partially overlapped with the target population where the mean age of the participants fell between 18 and 45 years. Moreover, only (e) peer-reviewed studies and (f) those published in English were considered.

We excluded records focusing on a physical characteristic (e.g., weight loss, physical activity, tracking alcohol consumption) as a primary outcome or those focusing on diagnosis or assessment only. Studies reporting digital interventions delivered in conjunction with in-person interventions or that focused on the evaluation of in-person therapies including a digital component or online services for scheduling/booking appointments were also excluded. Similarly, telehealth interventions such as therapy delivered by phone, text message, video platform, or personal computer were excluded. Owing to the focus of this study on the general population, we also excluded records focusing on diagnosed health disorders (e.g., PTSD, schizophrenia, major depression) and neurodiverse conditions (e.g., dyslexia and autism spectrum disorders).

**Study Selection**

The results of the searches were downloaded and imported into the online tool CADIMA [48] for duplicates removal and study selection. All studies were independently screened by three reviewers in two stages. In the first instance, records were screened based on the inclusion/exclusion criteria, using the title and abstract. Subsequently, the full text was retrieved for the eligible articles and a full-text screening was performed. Disagreements arose for <8% of the records in both stages of the screening process. Disagreements centered around whether to include interventions that incorporated an in-person training or in-person therapy component, or what cutoff on various anxiety and stress levels was accepted for the general population. It was agreed that mild to moderate symptoms of anxiety and depression could be included but not severe symptoms. Consequently, studies including participants with scores above a clinical threshold were excluded. These disagreements were resolved through consultations with independent experts and through discussions at weekly meetings convened for the purpose of the review. Figure 1 presents the PRISMA diagram displaying the flow of records throughout the selection process.
Quality Assessment

First, MMAT (v2018) [47] was used to assess the methodological quality of each selected study. This tool was selected based on its capacity to assess both mixed methods and quantitative studies. The tool was recently updated in 2018 and has shown evidence of good interrater reliability, usability, and content validity [47]. Studies were rated on a categorical scale as “no,” “can’t tell,” or “yes” to indicate whether they met the methodological quality criteria assessed. The number of items rated “yes” was counted to provide an overall score out of a possible 5 [47], with a higher number corresponding to stronger methodological quality. Second, the Cochrane Collaboration Risk of Bias tool (RoB-2) was applied to the identified controlled trials [49]. Each domain was ranked as low risk, high risk, or unclear risk of bias. This two-fold approach was seen as a strength to present and describe the current state of the available evidence. Publication bias was assessed via visual inspection of the funnel plot asymmetry. At least two reviewers independently performed the quality assessments. The rate of agreement between the two reviewers was 56.8%. The two reviewers discussed all discrepancies and, when necessary, consulted a third team member to reach a final decision.

Data Extraction

Data were extracted using an adaptation of the data extraction form from the Cochrane Handbook of Systematic Reviews [50]. We extracted information relating to study characteristics (eg, title, author, year of publication, aim of study, study design, type of data); participant demographic details (eg, population, setting, sample size, age, gender, ethnicity); intervention and comparator details (eg, theoretical basis, features, duration); outcome reporting). Each domain was ranked as low risk, high risk, or unclear risk of bias. This two-fold approach was seen as a strength to present and describe the current state of the available evidence.
and overall findings of the outcome measures to address the aims and objectives of this study. Two reviewers independently extracted the data and where discrepancies arose, a consensus was reached through discussions.

Synthesis and Aggregation of Data

Narrative Synthesis

First, we adopted techniques from a content analytic approach [51] looking across studies to evaluate the heterogeneity of the data, similarities and differences within and between the literature and the corresponding apps, and to identify patterns or gaps within the literature. A narrative synthesis, as a textual drawing together of the findings of the studies’ and apps’ characteristics, was then performed following guidance from Popay et al [51]. Where applicable, a descriptive numerical summary is also presented to group similar articles and provide an overview of the available evidence.

Statistical Data Analysis

RevMan [52] was used to calculate pooled effect sizes and their 95% CIs, and to generate the corresponding figures. Guided by the Cochrane handbook [50], between-group standardized mean differences were calculated based on posttest means, SDs, and sample sizes for each of the outcomes of interest (ie, emotion regulation, well-being, and mental health). We used Hedges $g$ as an index of the effect size, allowing us to include sufficiently similar outcome measures and provide adjustment for studies with small sample sizes. In agreement with the registered protocol, we included postintervention period data but excluded follow-up period data, as not all studies included a follow-up assessment, and when this was performed, it varied extensively between studies. The effect sizes were conventionally considered as small (0.2), medium (0.5), or large (0.8). Since considerable heterogeneity was expected, we used random-effects models for all analyses. Higgins $I^2$ was used as a measurement for heterogeneity [53], which was categorized as low (0-40%), moderate (30%-60%), substantial (50%-90%), or considerable (75%-100%). Sensitivity analysis was performed to test the influence of outliers and the inclusion of similar-type MHapps (eg, similar features or purpose). When necessary, we contacted primary authors for further information or used the RevMan calculator to convert the relevant data. R software using the “meta” packages were employed to estimate and account for publication bias. To estimate the risk of publication bias, funnel plots were generated and Egger statistical tests were performed for analyses with an adequate number ($k$>10) of studies [50]. When appropriate, the “trim and fill” procedures were applied to impute potential missing data and provide an adjusted estimate effect [54].

Results

Included Studies

A total of 52 articles [42,43,55-104] (see Multimedia Appendix 2) describing 48 interventions, published between 2008 and 2020, met the inclusion criteria. Together, the studies evaluated interventions across 15 distinct countries with a total of 22,090 research participants. Studies were mainly performed in the United States (13/52, 25%), United Kingdom (6/52, 12%), and Australia (5/52, 9.6%), with fewer studies performed in low- and middle-income countries such as Brazil (1/52, 2%) or Iran (1/52, 2%). Several studies (10/52, 19%) drew participants from a range of countries through online recruitment. Demographic profiles of the participants varied across study type and settings with the mode number of studies including participants who were younger (18-25 years; 18/52, 35%), female (44/50, 88%; gender was not reported in two studies), and of White ethnicity (18/21, 86% of the studies reporting ethnicity data). Several studies adopted an RCT study design (39/52, 75%) or a nonrandomized study design (11/52, 21%), and only a few mixed method studies were found (4/52, 8%). Study participants were mainly recruited from universities (17/52, 33%), online (15/52, 29%), or workplaces (7/52, 13%).

The rest of the Results section is organized according to the emerging evidence on mental well-being ($k=5$), mental health ($k=10$), emotion regulation ($k=1$), or any combination of these outcomes ($k=36$). This is followed by a summary of the theoretical underpinnings of the identified MHapps and an overview of the range of technological features deployed within the MHapps. Lastly, we present the results of meta-analyses that integrate the available research on the effectiveness of the identified MHapps.

Summary of the Emerging Research Evidence

Most of the studies adopted a randomized study design ($k=39$) and incorporated a combination or subsample of outcome measures to test effectiveness of the MHapp. Taken together, the methodological quality varied across studies (see Multimedia Appendix 2) and study samples were mainly recruited from educational settings or online. Eligibility to participate in MHapp research generally required ownership of a smart device and access to the internet. Intervention periods also varied vastly between studies (eg, 12 days versus 12 weeks). Studies captured app usage/engagement data in a range of ways, with objective app usage data only provided in less than half of the total studies (22/52, 42%). Lack of generalizability of the findings and low participant adherence to MHapp usage or the study protocol were commonly reported as limitations in the individual studies. Nonetheless, the individual studies generally reported significant positive findings for reducing mental health symptoms and/or promoting well-being or emotion regulation. A detailed overview of the emerging evidence is provided in Multimedia Appendix 3.

Summary of the Theoretical Underpinnings of MHapps

The majority of MHapps covered in the reviewed studies were based on the theoretical principles of mindfulness, CBT, acceptance and commitment therapy (ACT), or a combination of any of these approaches, such as mindfulness-based resilience training that draws on mindfulness and ACT. In addition, positive psychology principles such as encouraging users to practice gratitude, recognize strengths, and engage in positive activities informed the design of several MHapps with the wider aim of promoting positive mental health [56]. A psychological theory specific to the treatment of particular disorders was applied in specific apps, such as providing CBT relevant to the treatment of depression or prevention of depressive thinking.
styles, or addressing beliefs linked with low self-esteem [42].
A detailed textual overview of the theories that are applied
within the range of MHapps is provided in Multimedia Appendix
4.

Technological Features

Mood Monitoring
The majority of MHapps included a mood monitoring feature
where the app collects data on the user’s mood (HeadGear,
Mood Prism, MoodKit, Catch it, Pacifica, MoodHacker,
Wildflowers). Mood monitoring involved users either selecting
their mood on a scale, choosing from a menu of emotions,
manually inputting their mood into the app (eg, MoodPrism),
or identifying their mood on a map (MoodMap) [99]. Some
apps also recorded the situation where the mood was felt, the
time of day, and the strength of the mood on a scale. Several
MHapps also provided opportunities for users to journal or
record diary entries, either responding to prompts or in free
form (eg, Ovia and MoodKit) [99].

Assessments
Psychological assessments were built into several MHapps to
enable the collection of outcome data, to inform the prescription
of specific activities and exercises, and to provide data so that
the user could see changes in their mood over time (MoodPrism,MoodKit) [99]. Some MHapps tracked mood and
then provided an exercise or meditation (eg, Wildflowers). In
addition, some MHapps included a risk calculator (eg, HeadGear) that would collect data and give users a risk score
for the risk of developing a mental health condition [82].

Guided Meditations and Breathing Exercises
A range of studies examined MHapps that contained prerecorded
mindfulness meditations, provided via an audio recording or a
video clip ranging between 10 and 30 minutes, that aimed to
increase the user’s capacity to practice meditation through tutorials or practice (eg, Calm,Headspace, VGZ Mindfulness coach, It’s Time to Relax!, Wildflowers). In the absence of
explicit guided meditations, apps incorporated exercises to encourage users to focus their attention on their breathing
alongside other features (eg, Tactical Breather, the wellbeing mobile app) [65].

Psychoeducation
Psychoeducation was delivered through in-app video, audio,
and written content. Following watching or listening to
psychoeducational content, users were provided with an activity,
quiz, or challenge. For example, HeadGear set a challenge that
involved planning a values-based activity or a positive activity.
Many MHapps prescribed specific strategies in response to a
mood that was provided via text (eg, Jihun kiroku) or through a
suggested mindfulness exercise (eg, Stop, Breathe, Think).
Other apps set specific social challenges to encourage users to
build social connections to expand their social network or
practice acts of kindness (eg, Nod) [64].

Narrative Storytelling and Gamification
Some MHapps (eg, Equoo) used creative approaches such as
storytelling. In some cases, a fictional character would convey
psychoeducation or key app concepts [100]. Several apps used
the metaphor of a journey and provided users with challenges
or tasks (eg, MoodMission) [99]. One app included real-life
stories of hope selected by researchers to provide examples
centered around overcoming adversity [58]. Gamification was
applied to promote engagement and provide rewards such as
“virtual coins” for “level completion.” Gamification refers to
the use of mechanisms and game-based thinking to engage users
and encourage action and problem-solving [105]. In one app,
gamification was used to rate the advice the user received
through the app, with the user assigning points called “sprouts”
(Spring) [101]. Several apps included quizzes to test a user’s
knowledge following completing a psychoeducation module
(eg, GG Self Esteem) [61]. Additional gamified features included
earning stickers (eg, Living with Heart) or imaginative aspects
such as placing positive messages into a virtual bottle within
the app (eg, Feel Stress Free) [42].

In-App Notifications and Other Features
In-app notifications were applied in many MHapps at scheduled
times and at random (eg, Act Daily), which included reminders
to complete psychological assessments [68]. In one app,
notifications were sent containing messages of hope to promote
well-being [58]. In other apps (eg, OL@-OR®), tips for
reducing stress and eating healthily were given via notifications
[59]. Some MHapps had a virtual assistant to guide users around
the app and make activity recommendations (eg, Feel Stress
Free). Others featured a conversational agent, also described
as a chatbot, to provide support to the user to adopt CBT
strategies (eg, Shim) [56]. Although the focus of this review
was on MHapps that aimed to improve emotion regulation,
mental well-being, and mental health, there were some MHapps
that also used sensors and trackers to detect sleep patterns (eg,
Kelaa Mental Resilience). Other features included the analysis
of the moods based on choice of music [102].

Effectiveness of MHapps

Risk of Bias
According to the Cochrane Risk of Bias assessment RoB-2 [49],
among the 39 RCTs (including 2 mixed methods studies), 8
(21%) studies were scored as low risk in one out of six domains,
9 (23%) were scored as low risk in two out of six domains, 12
studies (31%) were rated as low risk in three out of six domains,
and 5 studies (13%) were rated as low risk in four out of six
domains; 4 (10%) studies were low risk in five out of six
domains and 0 studies were assessed as low risk in all six
domains. Studies generally were rated as high risk for allocation
concealment (22/39, 56%) and blinding domains (25/39, 64%),
and provided little information when reporting findings and
were therefore rated unclear (19/39, 49%). All studies used an
adequate randomization strategy and were thus rated as low
risk. Eight studies explicitly mentioned the blinding procedures
of participants and personnel. The most common method applied
was random number generation via computer software; 23
studies explicitly mentioned allocation concealment. Figure 2
provides a summary of the general risk of bias of the sample of
the RCTs considered for the meta-analyses. See Multimedia
Appendix 5 for a summary of each study’s detailed risk of bias
evaluation.
Well-being
Using data from 13 studies (Figure 3), we compared the effects of MHapps with any control group (e.g., assessment only, waitlist, treatment as usual, or active control groups). The meta-analysis revealed a very small pooled effect size ($g=0.17, 95\% \text{ CI } 0.05-0.29, P=0.004$) in favor of MHapps having the potential to improve well-being. However, a considerable amount of heterogeneity was present ($I^2=75\%$). Five studies were excluded based on our planned sensitivity analysis. Two studies were judged as outliers [71,88]. Three studies were judged to be dissimilar in purpose and/or features of the MHapp or outcome measures, or had insufficient data available [58,74,89]. The Egger test was not significant and therefore trim-and-fill procedures were not applied [44].

Mental Health
Using data from 19 studies (Figure 4) revealed an overall small pooled effect ($g=-0.24, 95\% \text{ CI } -0.34 \text{ to } -0.14, I^2=82\%, P<0.001$) with a considerable amount of heterogeneity, indicating the potential of MHapps to lower any of the mental health symptoms (i.e., anxiety, depression, stress) when compared with controls. Subgroup analyses indicated that MHapps had a small pooled effect on reducing stress ($g=-0.36, 95\% \text{ CI } -0.69 \text{ to } -0.03, I^2=92\%$). For reducing anxiety symptoms, MHapps had a small pooled effect ($g=-0.24, 95\% \text{ CI } -0.38 \text{ to } -0.10, I^2=70\%$), and for reducing depression symptoms, MHapps had a very small pooled effect ($g=-0.18, 95\% \text{ CI } -0.32 \text{ to } 0.03, I^2=70\%$). However, substantial or considerable heterogeneity was observed among the studies. Eight studies were excluded based on our planned sensitivity analysis. Four studies were judged as outliers [72,80,81,88]. Four studies were judged to be dissimilar in purpose and/or features of the MHapp or outcome measures used, or had insufficient data available [67,71,74,98]. An examination of the funnel plot and a significant Egger test indicated a high level of potential publication bias. After trim-and-fill procedures were applied, adding 17 potential studies (see Appendix 6, Figure S3), the overall pooled effect of MHapps for reducing mental health symptoms was no longer significant ($g=0.08, 95\% \text{ CI } 0.17 \text{ to } 0.34, P=0.50$).
Figure 4. Forest plot of effect of MHapps versus a control condition on anxiety, depression, and stress.

**Emotion Regulation**

Using data from 6 studies (Figure 5) revealed a medium effect ($g=0.49, 95\% CI 0.23-0.74$) in favor of MHapps having the potential to improve emotion regulation over control conditions.

A considerable amount of heterogeneity was also present ($I^2=87\%$, $P<.001$). This analysis included less than 10 studies ($k=6$) and therefore the Egger test was deemed inappropriate [50]. Owing to methodological weaknesses and unreliability of their estimates, trim and fill was also not attempted [44].

Figure 5. Forest plot showing the effect of MHapps versus a control condition on the outcome of emotion regulation.

**Other Important Findings**

None of the reviewed studies reported well-being and mental health apps to be harmful or to have any kind of adverse effect on users. Similarly, we observed that none of the reviewed studies reported on cost-effectiveness.

**Discussion**

This review documents the emerging evidence on available MHapps that promote emotion regulation, well-being, and mental health in the general population. Fifty-two articles were included in the review, representing 32 unique studies. The findings suggest that MHapps have the potential to improve emotion regulation, well-being, and mental health in the general population. However, the evidence is still preliminary and further research is needed to confirm these findings and to identify the most effective apps.

**Summary of Findings**

This review documents the emerging evidence on available MHapps that promote emotion regulation, well-being, and mental health in the general population. Fifty-two articles were included in the review, representing 32 unique studies. The findings suggest that MHapps have the potential to improve emotion regulation, well-being, and mental health in the general population. However, the evidence is still preliminary and further research is needed to confirm these findings and to identify the most effective apps.
describing and evaluating 48 MHapps met the inclusion criteria, with a total of 39 RCTs identified. Overall, the review found that there is growing evidence and support for the role of MHapps in improving and promoting positive mental health, emotion regulation, and well-being in the general population. Results from the meta-analyses of RCTs indicated significant small effects of MHapps compared to control conditions for well-being, symptoms of stress, depression, and anxiety. The meta-analysis also indicated a significant medium effect of MHapps compared to control conditions for emotion regulation. There is also a foundation of theoretically based empirical studies documenting creative and innovative ways to engage users; mindfulness and cognitive behavioral approaches appear to be the most common among app developers.

Based on the reviewed studies, the evidence on mobile apps to promote emotion regulation, well-being, and mental health in the general population is still in its infancy. A fair proportion of studies were pilot or feasibility trials (17/52, 33%), and full-scale RCTs reported high attrition rates and nondiverse samples, limiting the extent to which the findings could be generalized. The evidence is also limited, with few studies on MHapps specifically for emotion regulation in the target population, and on safety and cost-effectiveness related to mobile apps, which are important components of digital interventions. Moreover, heterogeneity was generally substantial and large confidence intervals were observed in many studies. In the same vein, the lack of qualitative data limits our understanding of in-depth user experience. Lastly, techniques and methods used in MHapp research varied vastly in terms of intervention period, adherence measurements, and recruitment strategies, with implications for pooling the findings to assess overall effectiveness.

**Comparison to Other Reviews**

This study adds to the review performed by Wang et al [16] suggesting that MHapps have potential to be effective in monitoring or improving symptoms of certain mental disorders. The findings also extend recent findings by Gál et al [35] that suggested the potential for mindfulness MHapps to improve well-being. Specifically, our findings add that the potential may extend beyond mindfulness-focused MHapps, while also highlighting the potential for success within a specific target audience (18-45 years old). Our findings also align with previous evidence suggesting that apps are important for mood management, improving mental well-being, and life satisfaction through better management of emotions [14]. In the absence of imputed data, the current findings also suggested small to medium pooled effect sizes for mental health, including anxiety, depression [17], and stress [17,106]. Similarly, small pooled effects were repeated for well-being [35]. Among MHapp research, heterogeneity appears to be consistently high [39], as was repeated in this study.

As per the systematic review of distant mood monitoring apps by van der Watt et al [107], participants included in the present review were mostly female. In the previous review, the authors suggested that this gender bias is related to the higher rates of depressive and bipolar disorders in women [107]. However, an in-depth understanding of why samples tend to have a majority of female participants would be important future steps to meet the needs of men and other genders who may be currently underserved [107]. In accordance with other reviews, our findings also highlighted that none of the identified MHapps was harmful to users [108].

**Interpretation of the Findings**

Given that the extant literature shows that the effectiveness of the vast majority of available MHapps is not well supported by evidence-based research [33], this review has provided evidence of a range of mental well-being, mental health, and emotion regulation apps that are supported by the literature. There is substantial empirical support for MHapps that apply theoretical insights from CBT and mindfulness approaches. Mood monitoring in various forms is also well-supported empirically, as was ecological momentary assessment and the value of users recording moods as part of their daily lives. Other approaches are much less supported from a small number of empirical studies and warrant further research.

This review found a lack of empirical studies investigating the effectiveness of apps for emotion regulation for adults. Although there is substantial literature addressing the impact of virtual reality emotion regulation interventions for well-being and emotion regulation in adults, and video games in children [109,110], the effectiveness of MHapps that aim specifically to support emotion regulation in adults has not been systematically investigated. Notwithstanding the substantial amount of heterogeneity, this review found a medium effect of MHapps on emotion regulation, suggesting a promising area for further exploration.

Interestingly, within the reviewed MHapps, some strategies employed for well-being and mental health outcomes are also relevant to emotion regulation. For example, cognitive reappraisal is a common emotion regulation strategy [111]. Cognitive reappraisal was taught via psychoeducation in several apps, but emotion regulation was rarely a primary outcome in the studies or among the aims of the included MHapps. Similarly, mood monitoring has been found to increase emotional self-awareness, and there is some evidence to suggest that a low level of self-awareness is a risk factor for anxiety, depression, and stress [26,112]. Thus, increasing emotion regulation has been explored as an approach to improve mental health and reduce the risk of mental health disorders [112].

From the current evidence, beyond mood monitoring and in-app meditations, it is difficult to say which specific features are the most effective in MHapps. Additional features such as gamification, use of virtual assistants, rewards, and chatbots were also observed in some of the studies, albeit these were assessed in a relatively less systematic manner. Moreover, some apps adopted innovative approaches such as “crowdsourcing” therapeutic advice, in-app rating of the advice received, and use of music to assist users with moods. These less-studied approaches would also benefit from further research. In particular, the use of mixed methods designs could prove particularly helpful for illustrating the limitations of a particular feature or the limitations of technology in general as a source of provision of psychological support.
Implications for Research

It is clear that app content, design, and features, including the underpinning theory of change and the mode of delivery, will influence engagement with the app and, by extension, its impact on an individual. We agree with Hollis et al [113] that this can make it difficult to judge whether outcomes of a study are associated with the intervention content and theory of the change, the digital delivery platform, or an interaction between the two. It may be recommended that implementation science account for these dynamic and sometimes complex designs, and include components that are capable of evaluating individual differences. Equally, it is important that studies seek to understand the mechanisms such as particular features or theories that contribute to changes in user outcomes in further research.

Adherence and retention continue to be challenges to the quality of research, with little or no information about reasons for dropouts given across studies. Research designs may also need to adapt to capture such information that might be needed to inform future trials of similar apps. For example, follow-ups on dropouts and inclusion of insights from qualitative data might provide vital information. Although some studies reported objective app use data (eg, [68]), other studies relied on user reports of app usage. It is anticipated that app research would benefit from reporting more objective app use data. Another important point to consider is the high heterogeneity in the measure of retention/adherence across different MHapps. In the absence of standardized measures, researchers should aim to justify the choice of specific adherence/retention measures and how they can best be adapted to the app designs. For example, adhering to an intervention for a certain period (eg, 2 weeks or 1 month) may be different from completing a set number of modules or tasks. Similarly, usage of 10 minutes per day compared to “logging on” at least once during the intervention period could impact how results are interpreted. These variations may further implicate how findings can or should be pooled together to inform future reviews to assess overall effectiveness.

Alongside a general need for more RCTs and qualitative or mixed methods studies, this review identified a dearth of evidence on apps aiming to improve emotion regulation (despite mood management being integrated within many apps). Another finding of this review was an absence of diverse samples in included studies; thus, researchers should aim to address the lack of variance in ethnicity and socioeconomic status of the populations included in the current literature. In particular, studies should focus on minority populations, and should be performed in both low- and middle-income countries to aid with generalizability and to identify any differences in MHapp effectiveness or engagement for users from different demographic backgrounds.

Implications for App Development

The increased use of digital devices to support mental health suggests that MHapps are likely to become a relevant aspect of a proactive mental health and well-being model in the next few years. There is substantial positive support for the model of an app that captures the user’s moods or emotional states and then provides information, and there is support for apps that provide a short, regular meditation session (eg, Calm). It is recommended that developers continue to implement these strategies with a focus on engagement. We agree with Huberty et al [114] that it is helpful to take the different stages of user engagement into account as part of app development (eg, mood check-ins). Nonetheless, some features continue to be underexplored and underused (eg, chatbots, diaries, games, storytelling, rewards, crowdsourcing, avatars, personalization); such features may have the potential to be effective in other digital interventions. In particular, there is potential for the development of features (eg, notifications and gamification) that can improve retention in both app use and studies.

Moreover, despite the proliferation of MHapps, a wider range of psychological theories (eg, attachment theory) could be explored and incorporated to broaden our understanding of applying technology to achieve improved outcomes and therapeutic change via MHapps. It may be just as important to include researchers and other relevant stakeholders in the early stages of the design process to ensure that the prototypes are useful and usable for a wider audience and will be recommended or endorsed by experts. Equally, it is also important to continue to include end users as part of the human-computer interaction approach to app development.

Strengths and Limitations

This review followed established guidelines for performing systematic reviews [50]. The protocol for the review was published on PROSPERO and search terms were reviewed with an experienced university librarian at University College London. As recommended, the screening, quality assessment, and data extraction processes were undertaken by at least two independent reviewers and checked by a senior researcher to reduce the chance of selection bias or omitting any relevant information. Although several measures were in place to ensure that a rigorous systematic review process was undertaken, this review is not devoid of limitations. This study may have been limited by the search terms used. There is a wide range of terminology used to describe apps; multiple definitions of well-being, mental health, and emotion regulation; and many well-being mediators. There were also challenges in separating standalone apps versus human-mediated interventions, as this was not always clearly stated or we were not aware of the extent to which phone calls, emails, and text messages were related to the study design. Similarly, although we excluded studies and MHapps targeting formally diagnosed mental health clients, an objective definition of “general population” is not straightforward. As a result, we could have unknowingly failed to identify and include relevant articles.

Lastly, studies were judged to be of varying quality across the different categories and of high risk of bias. Based on the findings of this review, several other sources of bias may also need to be considered in future studies. For example, the differences in sample demographics should be incorporated, which may not always be discernible from published results, but may contribute to differences in response rates. As a result, our findings should be interpreted in light of these shortcomings.
Conclusions
This systematic review focused on the relatively less studied but important domain of MHapps for mental well-being, positive mental health, and emotion regulation. The review found 52 publications describing 48 MHapps. When pooled, the MHapps demonstrated a small effect for reducing mental health symptoms and improving well-being and a medium effect for increasing emotion regulation. The findings of the meta-analysis suggest that MHapps have potential to assist users to manage mental health symptoms, boost well-being, and foster emotion regulation. Therefore, MHapps may be an important source of mental health care in the current climate of increased rates of mental health disorders and poor well-being.

In terms of the current state of the evidence for MHapps, existing research indicates some benefits to app usage, and several creative and innovative ways to engage and reward users over time. Such features enable users to learn and apply psychoeducational content, learn mindfulness or other techniques, as well as to input changes in moods and emotions. However, there remain some areas for further development within the evidence base. The body of knowledge could benefit from more large-scale RCTs and qualitative research with diverse research samples, consistent and standardized approaches to measurements (eg, reporting objective app use data), further granularity on which features are effective and how, and a specific focus on apps that support users with emotion regulation. More evidence-based apps incorporating multiple psychological theories and other innovative modes of delivery are also welcomed. Researchers, app developers, end users, and other relevant stakeholders should continue to work together to ensure that the apps are not only effective but also useful, usable, safe, cost-efficient, and sustainable over time.
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Abstract

Background: Adolescents often present at primary care clinics with nonspecific physical symptoms when, in fact, they have at least 1 mental health or risk behavior (psychosocial) issue with which they would like help but do not disclose to their care provider. Despite global recommendations, over 50% of youths are not screened for mental health and risk behavior issues in primary care.

Objective: This review aimed to examine the implementation, acceptability, feasibility, benefits, and barriers of e-screening tools for mental health and risk behaviors among youth in primary care settings.

Methods: Electronic databases—MEDLINE, CINAHL, Scopus, and the Cochrane Database of Systematic Reviews—were searched for studies on the routine screening of youth in primary care settings. Screening tools needed to be electronic and screen for at least 1 mental health or risk behavior issue. A total of 11 studies that were reported in 12 articles, of which all were from high-income countries, were reviewed.

Results: e-Screening was largely proven to be feasible and acceptable to youth and their primary care providers. Preconsultation e-screening facilitated discussions about sensitive issues and increased disclosure by youth. However, barriers such as the lack of time, training, and discomfort in raising sensitive issues with youth continued to be reported.

Conclusions: To implement e-screening, clinicians need to change their behaviors, and e-screening processes must become normalized into their workflows. Co-designing and tailoring screening implementation frameworks to meet the needs of specific contexts may be required to ensure that clinicians overcome initial resistances and perceived barriers and adopt the required processes in their work.

(JMIR Ment Health 2021;8(11):e30479) doi:10.2196/30479
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Introduction

More than 90% of New Zealand secondary school students visit a primary care provider, such as a family physician or primary care nurse, at least once per year [1]. Adolescents often present at primary care clinics with nonspecific physical symptoms when, in fact, they have at least 1 mental health or risk behavior (psychosocial) issue with which they would like help but do not disclose to their care provider [2-4]. Incidence rates of youth psychosocial issues are higher for New Zealand’s indigenous Māori population, whose access to appropriate care is less than that of the general New Zealand population [5]. Mental health issues generally include anxiety and depression but may also include more general distress resulting from a variety of stressors.
A number of screening tools are available for youth psychosocial issues, but most cover a single domain [13], and administering and interpreting these tools can be time-consuming [14]. Primary care clinicians may be uncertain about which screening tools are suitable for use in certain clinical contexts. Many tools rely on care providers having the skills, knowledge, expertise, and experience to initiate the screen, interpret the results, and provide appropriate interventions [7]. Care providers often describe being underresourced in terms of time, the availability of appropriate tools, training, and their experience in youth health [15]. Care providers have also cited a lack of awareness of appropriate agencies and available support services as a further barrier to screening [3,7,15,16].

Underpinned by national and international policies and strategies, global recommendations state that young people who seek help from their care providers should be routinely screened for psychosocial issues [17]. Despite this, such screening occurs in less than 50% of primary care consultations with youth, meaning that over half of adolescent mental health concerns go undetected [7,8].

The aim of this literature review was to examine the implementation of e-screening tools for psychosocial issues among youth in primary care settings. Specifically, we aimed to determine whether e-screening has been performed opportunistically or systematically, whether such screening has targeted those who were deemed at risk for mental health or risk behavior (psychosocial) issues, whether e-screening has been conducted in the waiting room prior to consultation or at another time, and whether e-screening has been initiated by an administrator (either a research assistant or a clinic staff member). The objectives were to explore different conditions and settings where routine e-screening for youth psychosocial issues is undertaken and to identify the perceived acceptability and benefits of, barriers to, and feasibility of the implementation of such screening.

Methods

Search Strategy

The search strategy was devised through discussion with a specialist librarian and all review authors. The electronic databases MEDLINE, CINAHL, Scopus, and the Cochrane Database of Systematic Reviews were searched for studies on screening for mental health issues and risky behaviors among youth. The search was conducted by using search strings that incorporated wildcard symbols (Multimedia Appendix 1). Search results were exported to bibliography software and recorded in a PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) diagram.

Inclusion and Exclusion Criteria

All research studies published in English that conducted the e-screening of psychosocial issues among young people up to May 2020 were included. There was no publication date range for excluding studies. The inclusion criteria included studies involving the e-screening of youth in primary care. e-Screening involved the use of web-based screening tools that were delivered by a mobile device, an e-tablet, a computer, or another digital device. Youth were defined as young people aged between 12 and 25 years. Primary care settings were community-based health settings that catered to either all patients (general practice or family health services) or youth specifically (school-based clinics or youth clinics). The inclusion criteria included studies that addressed facilitators and barriers to and the process, implementation, and feasibility of using e-screening tools in primary care. The exclusion criteria were study protocols (no data available) and studies in which screening was not conducted on young people, screening was not for psychosocial issues, or screening was not the focus of the research. Studies were also excluded if the screen was not electronic or was not conducted in a primary care setting. Non-English papers were excluded.

Screening

Titles were screened for initial eligibility, and duplicates were removed by using bibliography software. Abstracts were independently screened by 2 authors and cross-checked for agreement. The included abstracts were reviewed and further excluded if they did not meet the eligibility criteria. Afterward, the full papers of included studies and further studies identified through hand searching were reviewed, and those that did not meet the eligibility criteria were excluded. A second researcher checked that the full-text papers were eligible for inclusion.

Analyses

The items to be coded from the included papers were decided upon via discussion among the research team members. The studies were classified based on the country of origin, study design, type of data, clinical setting, people who were selected as participants (eg, age range), and people who had recruited them (eg, the research assistant of a clinical staff member). The lead author tabulated the specific tools and screening domains, along with any additional tools that were used, the time and duration of screening, and the place in which screening occurred. Data on the types of measures used (eg, utility, acceptability,
feasibility) and the analyses undertaken were extracted and synthesized from the studies. The study quality was assessed by identifying potential biases, limitations, and strengths. FGS reviewed the process at various stages, as well as the included papers and tables, and provided feedback. Due to the heterogeneity of the studies, a meta-analysis was not possible.

**Results**

**Identification and Screening of Studies**

A total of 455 articles were identified, and after the screening and hand-searching processes, 12 articles reporting 11 studies were included in the review (Figure 1).

![PRISMA flow diagram](https://mental.jmir.org/2021/11/e30479)

**Study Characteristics**

The included papers described 11 studies that were conducted between 2009 and 2018 [6,16,18-27]. The designs used in the reviewed studies were a case study [16], co-design and descriptive studies [19,22], a translational study [20], quasi-experimental studies [18,21,23,24], and randomized trials [25-27]. All studies included quantitative data, and 4 were mixed methods studies [16,18,23]. All studies were carried out in high-income countries, and nearly half (5/11, 45%) were conducted in family health clinics, general practice clinics, or primary care clinics. Study sites also included pediatric primary care clinics, an integrated health clinic, school clinics, and a colocated youth clinic. Most of the studies (8/11, 73%) recruited both young people and care providers as participants. Youth were recruited from clinic waiting rooms when they attended their routine medical reviews, while care providers were recruited from participating clinics. In one study conducted in New Zealand, the youth participants were mostly indigenous Māori [19].

All sixth- to 12th-grade students at a public school were eligible to participate in 1 project, and one study did not recruit young people per se but used deidentified data from electronic medical records. Youth participants’ ages ranged from 11 to 25 years across all of the studies (Table 1).
### Table 1. Study designs, participants, and settings.

<table>
<thead>
<tr>
<th>Study authors</th>
<th>Country</th>
<th>Study design</th>
<th>Data type</th>
<th>Setting</th>
<th>Participant selection criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilardi et al [18]</td>
<td>Australia</td>
<td>Quasi-experimental</td>
<td>Mixed</td>
<td>Family health clinic</td>
<td>All 16- to 24-year-olds attending their annual reviews (N=871) and primary care providers</td>
</tr>
<tr>
<td>Bradford and Rickwood [6]</td>
<td>Australia</td>
<td>Quasi-experimental</td>
<td>Quantitative</td>
<td>Youth clinic</td>
<td>12- to 25-year-olds (n=339) and 13 clinicians</td>
</tr>
<tr>
<td>Curtis et al [20]</td>
<td>United States of America</td>
<td>Translational</td>
<td>Quantitative</td>
<td>School clinic</td>
<td>All sixth- to 12th-grade pupils from 1 school (N=248)</td>
</tr>
<tr>
<td>Diamond et al [22]</td>
<td>United States of America</td>
<td>Descriptive</td>
<td>Quantitative</td>
<td>Family health clinic</td>
<td>12- to 21-year-olds in primary health care waiting rooms (N=415)</td>
</tr>
<tr>
<td>Gadomski et al [23]</td>
<td>United States of America</td>
<td>Quasi-experimental</td>
<td>Mixed</td>
<td>Urban and rural clinics</td>
<td>Consecutive patients aged &lt;18 years attending their annual reviews (N=72) and primary care providers</td>
</tr>
<tr>
<td>Goodyear-Smith et al [19]</td>
<td>New Zealand</td>
<td>Co-design</td>
<td>Mixed</td>
<td>Youth clinic</td>
<td>Consecutive patients aged 12-24 years (N=30) and care providers</td>
</tr>
<tr>
<td>Harris and Knight [21]</td>
<td>United States of America and Czech Republic</td>
<td>Quasi-experimental</td>
<td>Quantitative</td>
<td>Family health clinic</td>
<td>All patients aged 12-18 years undergoing routine care (United States of America: n=2106; Czech Republic: n=589)</td>
</tr>
<tr>
<td>Olson et al [24]</td>
<td>United States of America</td>
<td>Quasi-experimental</td>
<td>Quantitative</td>
<td>Primary care clinic</td>
<td>Consecutive patients aged 11-19 years (N=1052) and primary care providers</td>
</tr>
<tr>
<td>Riese et al [25]</td>
<td>United States of America</td>
<td>Randomized controlled trial</td>
<td>Quantitative</td>
<td>Pediatric primary care clinic</td>
<td>13- to 19-year-olds (n=120) and primary care providers (n=14)</td>
</tr>
<tr>
<td>Sterling et al [27]</td>
<td>United States of America</td>
<td>Randomized controlled trial</td>
<td>Quantitative</td>
<td>Integrated health clinic</td>
<td>Primary care providers caring for ≥50 eligible youths (N=52; EMR(^a) data on 1871 youths were analyzed)</td>
</tr>
<tr>
<td>Webb et al [16]</td>
<td>Australia</td>
<td>Case study</td>
<td>Mixed</td>
<td>General practice clinic</td>
<td>14- to 25-year-olds (n=87), general practitioners (n=4), and support staff (n=10)</td>
</tr>
</tbody>
</table>

\(^a\)EMR: electronic medical record.

---

### Initiation and Completion of Screening

In a majority of studies (7/11, 64%), e-screening was initiated by a research assistant before a young person’s consultation with their clinician (Table 2). In one study, young people were given the details of a web-based tool at the end of their consultation by either a clinician or a clinic administration staff member. Youth participants were invited to access and complete the e-screen either before leaving the clinic or later at home, but completion rates were low [18]. Clinic administration staff initiated the screen in 2 of the studies, and in a school-based project, a guidance counselor initiated it. Young people completed the screen on a mobile device; most did so in the waiting room preconsultation. Once the screen was completed, the results were immediately available to the care provider.

A variety of screening tools were used in the studies reviewed, of which some (4/11, 36%) were validated. The majority of the tools were multi-item tools, and all but one study [18] included screening for alcohol and drugs. Screens that only covered 1 domain were used in 3 studies—2 studied substance abuse screening and 1 studied sexual health risk assessment (Table 2).
<table>
<thead>
<tr>
<th>Study authors</th>
<th>Tool</th>
<th>Domains screened</th>
<th>Links</th>
<th>Screening time (location)</th>
<th>Screening duration</th>
<th>Screen initiator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilardi et al</td>
<td>Check Your Risk</td>
<td>Sexual health</td>
<td>—</td>
<td>Postconsultation (clinic or home)</td>
<td>—</td>
<td>Youth</td>
</tr>
<tr>
<td>Bradford and Rickwood</td>
<td>My Assessment</td>
<td>Home, education, eating, activities, alcohol or drug use, tobacco, sexual</td>
<td>—</td>
<td>Preconsultation (clinic)</td>
<td>10-15 minutes</td>
<td>Research assistant</td>
</tr>
<tr>
<td>Curtis et al</td>
<td>CRAFFT instrument (validated)</td>
<td>Alcohol and drugs</td>
<td>Alcohol and drug information</td>
<td>Preconsultation (school clinic)</td>
<td>15 minutes</td>
<td>School counselor</td>
</tr>
<tr>
<td>Diamond et al</td>
<td>BHS (validated)</td>
<td>Medical, family, school, safety, sexuality, abuse, nutrition, eating, anxiety,</td>
<td>BDI-II, MSSI, and TSC</td>
<td>Preconsultation (waiting room)</td>
<td>8-12 minutes</td>
<td>Research assistant</td>
</tr>
<tr>
<td>Gadomski et al</td>
<td>DartScreen</td>
<td>Nutrition, exercise, alcohol or drug use, school, mental health, depression and</td>
<td>PHQ, GAD-2, and SBQ</td>
<td>Preconsultation (waiting room)</td>
<td>9.5 minutes</td>
<td>Research assistant</td>
</tr>
<tr>
<td>Goodyear-Smith et al</td>
<td>YouthCHAT (validated)</td>
<td>Smoking, alcohol or drug use, gambling, eating disorder, depression, anxiety,</td>
<td>PHQ-A, GAD-7, SACS, and ASSIST</td>
<td>Preconsultation (waiting room)</td>
<td>—</td>
<td>Research assistant</td>
</tr>
<tr>
<td>Harris and Knight</td>
<td>CRAFFT instrument (validated)</td>
<td>Alcohol or drug use</td>
<td>CRAFFT instrument</td>
<td>Preconsultation (clnic)</td>
<td>5 minutes</td>
<td>Research assistant</td>
</tr>
<tr>
<td>Olson et al</td>
<td>Based on GAPSQ</td>
<td>Family, medical, safety, smoking, sexuality, activity, mental health, body image,</td>
<td>Alcohol and drug information</td>
<td>Preconsultation (clinic)</td>
<td>9-11 minutes</td>
<td>Admin staff</td>
</tr>
<tr>
<td>Riese et al</td>
<td>TickIT (with and without the YRBS)</td>
<td>Home, education, eating, activities, alcohol or drug use, tobacco, sexual</td>
<td>Selected YRBS</td>
<td>Preconsultation (waiting room)</td>
<td>8.4 minutes</td>
<td>Research assistant</td>
</tr>
<tr>
<td>Sterling et al</td>
<td>TWCQ</td>
<td>Alcohol or drug use, mood, and suicidality</td>
<td>CRAFFT instrument</td>
<td>Preconsultation (clinic)</td>
<td>—</td>
<td>Admin staff</td>
</tr>
<tr>
<td>Webb et al</td>
<td>Check Up general practitioner app</td>
<td>Home, education, eating, activities, alcohol or drug use, tobacco, sexual</td>
<td>—</td>
<td>Preconsultation (general practice clinic)</td>
<td>10-14 minutes</td>
<td>Research assistant</td>
</tr>
</tbody>
</table>

*aNot applicable.

*CRAFFT: Car, Relax, Alone, Forget, Friends, Trouble.

*BHS: Behavioral Health Screen.

BDI-II: Beck Depression Inventory-II.

*MSS: Modified Scale for Suicidal Ideation.

*TSC: Trauma Symptom Checklist.

*PHQ: Patient Health Questionnaire.

*GAD-2: Generalized Anxiety Disorder 2-item.

*SBQ: Suicide Behavior Questionnaire.

*PHQ-A: Patient Health Questionnaire-Adolescent Version.

*GAD-7: Generalized Anxiety Disorder 7-item.

*SACS: Substances and Choices Scale.

*ASSIST: Alcohol, Smoking and Substance Involvement Screening Test.

*GAPSQ: Guidelines for Adolescent Preventive Services Questionnaire.

*YRBS: Youth Risk Behavior Survey.

*TWCQ: Teen Well Check Questionnaire.
### Implementation Factors Included in the Studies

The acceptability and utility of e-screening tools for both care providers and young people were outcomes that were measured in 5 of the studies, and 8 studies described the impact that reviewing the results of a screen had on discussions and engagement during the postscreen consultation (Table 3). Two studies evaluated whether training care providers, providing them with resources, and obtaining support from other clinicians had any influence on rates of the psychosocial e-screening of youth. Another analyzed screening rates after the implementation of a computer-based, self-reported, previsit screen for youth psychosocial issues.

#### Table 3. Sources of data, study measures, potential biases, limitations, and strengths.

<table>
<thead>
<tr>
<th>Study authors</th>
<th>Data sources</th>
<th>Measures</th>
<th>Analysis</th>
<th>Bias</th>
<th>Limitations</th>
<th>Strengths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilardi et al [18]</td>
<td>EMR(^a) data, and interviews</td>
<td>Number of tests at 6 months pre- and postintervention, youth feedback, and barriers to use</td>
<td>2-sided (P) values, descriptive statistics, and thematic analysis</td>
<td>Training increases screening awareness</td>
<td>Small sample and no feedback</td>
<td>Real clinical situation</td>
</tr>
<tr>
<td>Bradford and Rickwood [6]</td>
<td>My Assessment data and questionnaires</td>
<td>Acceptability, feasibility, utility, reported behaviors, and barriers to use</td>
<td>Descriptive statistics and the comparison of control and intervention psychometrics</td>
<td>Missing data</td>
<td>Single center</td>
<td>Large sample size, a response rate of 87%, and a quasi-experimental design</td>
</tr>
<tr>
<td>Curtis et al [20]</td>
<td>EMR data</td>
<td>Utility in school, screening and detection rates, counseling acceptability, sustainability barriers, and barriers to use</td>
<td>Formative evaluation</td>
<td>Bias toward financially stable families</td>
<td>No usage data</td>
<td>Tested in school</td>
</tr>
<tr>
<td>Diamond et al [22]</td>
<td>Survey</td>
<td>Utility and acceptability, screen understandability, honest disclosure, and barriers to use</td>
<td>Descriptive statistics and odds ratios</td>
<td>Researcher-created tool</td>
<td>Nonrandom sample</td>
<td>Identifies barriers</td>
</tr>
<tr>
<td>Gadomski et al [23]</td>
<td>Interviews, audio recordings, and a youth survey</td>
<td>Information provided, question types, brief intervention delivery rates, engagement, and issues addressed</td>
<td>Inductive thematic approach</td>
<td>Effect of recording</td>
<td>Nonrandom sample</td>
<td>Real clinical situation</td>
</tr>
<tr>
<td>Goodyear-Smith et al [19]</td>
<td>Surveys, focus groups, and interviews</td>
<td>Assessment utility, youth and care provider acceptability, and barriers to use</td>
<td>Descriptive statistics and thematic analysis</td>
<td>Nonrepresentative sample</td>
<td>Small sample and no control</td>
<td>Real clinical situation</td>
</tr>
<tr>
<td>Harris and Knight [21]</td>
<td>Postvisit survey and EMR data</td>
<td>Advice-to-quit rates, likelihood of following advice, youth satisfaction, responses to the 3- and 6-month postscreen survey, and barriers to use</td>
<td>Chi-square tests (categorical data), (t) tests (continuous data), and longitudinal data</td>
<td>Self-reported data (potential recall error and the social desirability effect)</td>
<td>Nonrandomized study and small sample</td>
<td>Consistent with previous study</td>
</tr>
<tr>
<td>Olson et al [24]</td>
<td>Exit surveys</td>
<td>Youth satisfaction, youths' perceptions of care provider attention and discussions, and barriers to use</td>
<td>Chi-square and Fisher exact tests</td>
<td>Sample mostly consisting of White, middle-class participants</td>
<td>Small study</td>
<td>— (^b)</td>
</tr>
<tr>
<td>Riese et al [25]</td>
<td>Exit survey</td>
<td>Care providers' impressions of the utility of disclosures and discussions and barriers to use</td>
<td>Descriptive statistics</td>
<td>Specific setting and population</td>
<td>Small sample</td>
<td>Cluster-randomized study</td>
</tr>
<tr>
<td>Sterling et al [27]</td>
<td>EMR data</td>
<td>Effect on screening rates, effect of adding BHCs(^c) (initiation and engagement with and without a BHC), and barriers to use</td>
<td>Descriptive statistics and bivariate and logistic models</td>
<td>Integrated clinics</td>
<td>Established EMR</td>
<td>Diverse population</td>
</tr>
<tr>
<td>Webb et al [16]</td>
<td>Focus groups, interviews, and utility measures</td>
<td>Rates of use, barriers and facilitators, and the feasibility of use</td>
<td>Descriptive statistics and thematic analysis</td>
<td>Socioeconomically advantaged population</td>
<td>Single case study</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)EMR: electronic medical record.  
\(^b\)Not available.  
\(^c\)BHC: behavioral health clinician.

Data were gathered by using a range of methods. Acceptability and feasibility data were gathered via questionnaires, focus groups with young people, interviews with clinic staff, and exit surveys. Transcripts of audio recordings of consultations, focus groups with young people, interviews with clinic staff, and exit surveys. Transcripts of audio recordings of consultations, focus groups with young people, interviews with clinic staff, and exit surveys.
Preintervention education was available to participating care providers in 7 studies and was not discussed in the remainder of the studies. Care providers in one study received no formal training, although they were supplied with printed instructional materials on the guidelines for the screening, management, and treatment of chlamydia. In other studies, the research team trained staff to use the screening tool and offered support and resources to guide the delivery of brief interventions. When care providers attended 2 or more of these education sessions, the likelihood of e-screening for psychosocial issues taking place and brief interventions being delivered increased.

Barriers to Using Web-Based Screening Tools

Despite the considerable heterogeneity of these studies, commentaries on barriers to use were successfully extracted from all but one study. Barriers, which were identified by young people, to using web-based screening tools were only mentioned in 1 study. In this study, youth perceived a lack of privacy when completing the screen in the waiting room [25]. However, all but one study [23] identified barriers preventing care providers from routinely e-screening youth for psychosocial issues. The cited barriers included a lack of time, knowledge, training, and awareness of referral options [18,24,25,28]. Some care providers were uncomfortable with raising sensitive issues with young people, as they were concerned that youth might be too embarrassed or worried about confidentiality to discuss psychosocial issues with them [18,20]. Additionally, a lack of staff and high staff turnover [24,28] resulted in a barrier to screening, and in one study, staff were worried that technology could impair face-to-face engagement with young people [19].

Effect on Consultation

In two studies, care providers found that they were able to include e-screening and brief counseling into the time allocated for standard consultations [25,26]. Following the completion of a preconsultation e-screen, there was a nonsignificant increase or no increase in consultation length; care providers felt that a slightly longer appointment was acceptable, given the increased disclosure of psychosocial issues [23-26,28]. Reviewing the results of e-screens helped care providers to plan consultations, set priorities, and engage with youth in useful discussions [19,22-24]. Adolescents believed that completing a screen by using a computer or mobile device afforded them increased privacy and confidentiality, which increased the likelihood of them disclosing psychosocial issues. In consultations, young people felt listened to, felt encouraged to talk, and felt that all of the issues that they wished to discuss had been addressed. Young people reported that the delivery and quality of brief interventions improved, and their satisfaction with care increased.

Acceptability and Feasibility

e-Screening for psychosocial concerns was found to be acceptable in 7 studies and was generally feasible to implement. However, all studies concluded that more research is needed into making e-screening for youth psychosocial issues feasible in primary care.

Discussion

Principal Results

More than one-third of adolescents engage in multiple risk behaviors [19,24]; therefore, the ability to conduct screening across several domains quickly and effectively in primary care might help with detecting issues that are not typically screened for by care providers. Multi-item e-screening tools for youth psychosocial issues have the potential to facilitate increased disclosure and, hence, early intervention in primary care settings. This review found 12 papers describing 11 studies that were carried out in a variety of settings in high-income countries. A range of study designs were used to evaluate the acceptability and feasibility of implementing e-screening tools for youth psychosocial issues in primary care settings. A lack of time is the most common barrier to screening among care providers; yet, when this was measured preconsultation, e-screening and subsequent discussion made little to no difference in consultation length [19,23-26,28]. The review of an e-screening report during ensuing discussions allows care providers to raise subjects that they may otherwise have found difficult to discuss. Despite concerns that young people may not want to address psychosocial issues in their consultations, youth participants reported increased satisfaction and felt more involved with their care when such discussions were initiated by their care providers. Additionally, reviewing e-screening results with young people directs discussions toward psychosocial issues and better meets the unique health and well-being needs of youth.

The reviewed studies found that while e-screening in primary care is effective in detecting youth psychosocial issues and enabling timely brief interventions, common barriers (a lack of time, training, tools, and staff and discomfort in raising sensitive issues) to their use persist [3,13,15,18,24,25,28,29]. The initiation of screens by a research assistant creates an artificial environment, and the initiation of screening does not become a part of daily workflows. Further, because some staff believe that e-screening requires extra resources, they may resist its integration into daily practice. The use of e-screening tools...
under research conditions does not represent their use within real, complex clinical environments, where context-specific barriers and challenges can inhibit the assimilation of e-screening tools into routine practice [30-39]. To overcome barriers to use, e-screening tools must be acceptable to intended users and involve usage processes that are feasible and can be easily assimilated into routine use [30,40-44]. Further, to reduce inequities among indigenous youth, screening tools also need to be culturally appropriate.

**Comparison With Prior Work**

Existing evidence suggests that youth would prefer to complete an initial self-assessment electronically (e-screening) rather than undergo a face-to-face interview [21,45-47]. E-screening not only saves staff time but also provides reliable and consistent results. Young people who believe that computers provide more privacy may disclose more sensitive issues in e-screens than they would in face-to-face interviews. Adolescents perceive e-screening as an appropriate method of collecting information in clinical settings [23,48-50]. Youth prefer to complete an e-screen in the waiting room prior to consultations with their clinicians [51]. This augments engagement with care providers, increases disclosure, and facilitates shared goal setting in ensuing consultations [52]. E-screening for youth psychosocial issues in primary health care can improve health outcomes and help to reduce the incidence rates of youth suicide, self-harm, accidental death, and mental health issues [53].

For e-screening tools to be effective in improving patient outcomes, their use must become established in routine clinical practice. This challenges all clinic staff, individually and collectively, to make some degree of change in their ways of working and interacting with colleagues and patients. The implementation of complex web-based interventions, such as e-screening, in particular clinical settings is influenced by how well these interventions are accepted, users’ perceptions of the benefits and barriers of these interventions’ uptake, and the impact that using these interventions has on the workflows of potential users and existing systems of practice [39].

As an implementation theory of action, the Normalization Process Theory [54] consists of 4 constructs (coherence, cognitive participation, collective action, and reflexive monitoring) that outline what intended users need to do to make sense of, commit to, engage with, and evaluate complex interventions [41,55-57]. The successful implementation of e-screening needs to begin by working in collaboration with stakeholders, community and cultural leaders, and end users, so that interventions are tailored to be acceptable and feasible for use in each specific setting. This co-design approach gives researchers a unique insight into the challenges faced by users in any given setting. Further, in a co-design approach, the experience, knowledge, and skills of users are used to inform the development of implementation processes and overcome context-specific barriers.

**Strengths and Limitations**

This study’s strengths include the searching of 4 databases and a hand search, which were conducted to find studies for inclusion in this review. Explicit inclusion and exclusion criteria were used to identify the 12 studies that were finally reviewed, and to ensure that a comprehensive search was conducted, expansive search strings were developed. However, there are limitations to this review. There is a paucity of literature in this area, and most studies had considerable limitations to their methodologies and generalizability. Further, most of our findings pertained to only a subset of the reviewed studies. Finally, the heterogeneity of the studies included in this review precluded the ability to conduct a meta-analysis.

**Conclusion**

The efficacy and acceptability of using e-screening tools are not in doubt. Nonetheless, their use in practice is sporadic and is often limited to youth who are considered to be at high risk [18,22]. The feasibility of implementing e-screening does not only rely on the availability of appropriate technological infrastructures; the effect that e-screening tools have on those who use them is also crucial to their efficacy [40]. When those who conduct screening recognize that there are clear benefits, such as improving the health outcomes of patients while reducing workloads, then the routine use of e-screening becomes viable [40,54]. To be truly effective, screening tools must be implemented in clinical settings, and their use must become a part of routine practice [30,40]. Co-designing and tailoring e-screening tools and processes to meet the needs of specific clinical contexts may be required to enable clinicians to overcome perceived barriers and integrate the use of e-screening processes into their practices.
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Abstract

Background: Virtual reality (VR) is as effective a technique as traditional cognitive behavioral therapy (CBT) and a promising tool for treating panic disorder symptoms because VR exposure can be safer and has better acceptability than in vivo exposure and is more immersive than exposure through imagination. CBT techniques can be delivered more effectively using VR as well. So far, VR has required high-quality devices, but the development of mobile VR technology has improved user availability. At the same time, a well-structured form of VR can be reproduced and used anywhere. This means that VR can be used to provide a self-guided form of treatment and address the high treatment costs of evidence-based therapy and the lack of professional therapists. This study aimed to investigate the potential of self-guided VR as an alternative to high-cost treatment.

Objective: The main goal of this study was to offer data about the efficacy of a mobile app-based self-led VR CBT in the treatment of panic disorder.

Methods: A total of 54 subjects with panic disorder were enrolled in this study and randomly assigned to either the VR treatment group or waitlist group. The VR treatment was designed to be total 12 sessions for 4 weeks. The VR treatment consists of 4 steps in which patients are gradually exposed to phobic stimuli while learning to cope with panic symptoms in each stage. The effectiveness of treatment was assessed through the Panic Disorder Severity Scale, Hamilton Rating Scale for Depression, Body Sensations Questionnaire, Albany Panic and Phobia Questionnaire, Anxiety Sensitivity Index, State-Trait Anxiety Inventory, Hospital Anxiety and Depression Scale, Korean Inventory of Social Avoidance and Distress Scale, Korean Inventory of Depressive Symptomatology, and Perceived Stress Scale. In addition, physiological changes using heart rate variability were evaluated.

Results: In within-group analyses, the VR treatment group exhibited improvements in panic disorder symptoms, anxiety, and depression after 4 weeks, while the waitlist group did not show any significant improvement. Compared to the waitlist group, the VR treatment group showed significantly greater improvements in the Panic Disorder Severity Scale in both completer analysis and intention-to-treat analysis. Heart rate variability in the VR treatment group showed improvement in normalized high frequency from baseline to postassessment with no significant differences in any outcome measure between groups.

Conclusions: The self-guided, mobile app-based VR intervention was effective in the treatment of panic symptoms and restoring the autonomic nervous system demonstrating the validity of the use of VR for self-guided treatment. VR treatment can be a cost-effective therapeutic approach.

Trial Registration: ClinicalTrials.gov NCT04985019; https://clinicaltrials.gov/ct2/show/NCT04985019

(JMIR Ment Health 2021;8(11):e30590) doi:10.2196/30590
Introduction

Panic disorder [1], with or without agoraphobia, is one of the most common mental disorders in the general population [2]. Panic disorder is characterized by a sudden anxiety with physiological symptoms including palpitations, sweating, and choking sensations accompanied by cognitive symptoms such as catastrophizing and fear of dying, which can lead to avoidance of particular places or situations [3]. Avoiding public places to reduce fear or panic prompt negative consequences that decrease the quality of life of patients [4-7].

As demonstrated in several studies, the most empirically supported psychosocial treatment for panic disorder is cognitive behavioral therapy (CBT) [8-10]. The classic form of CBT for panic disorder, proposed by Clark and Wells [11], includes education on dysfunctional thoughts, exposure to the feared situation, interceptive exposure, cognitive restructuring, breathing retraining, and applied relaxation. These cognitive and behavioral techniques are designed to help patients realize and correct dysfunctional thoughts and behavior related to their anxiety [12].

The core contents of CBT for panic disorder are repeated exposure to feared situations and sensations, supported by coping skill trainings including breathing training and progressive muscle relaxation [9,13]. Previously, exposure therapy has been performed by imagination or in vivo exposure [14]. However, imagination by itself may not make patients fully immersed [15]. In vivo exposure has the disadvantages of temporal/spatial constraints and high costs. Patients with severe symptoms also tend to misrecognize and avoid in vivo exposure as aversive [16-18]. As an alternative, virtual reality (VR) exposure can be safer with better acceptability than in vivo exposure and is more immersive than exposure through imagination [19]. VR not only makes it easy to reach diverse places, such as an airplane, but it also has the advantage of the participant being able to easily escape from difficult situations during treatment by taking off the head-mounted display. Delivering other CBT techniques like abdominal breathing and progressive muscle relaxation with VR can increase effectiveness. Since VR can be used repeatedly, psychoeducation about the panic disorder such as prevalence, prognosis, possible effect, and side effect of each type of medication is possible without any additional manpower by using a virtual therapist [20].

As already noted, breathing training and progressive muscle relaxation are important parts of CBT for panic disorder as coping skill training with the purpose of modifying pathological breathing, training abdominal breathing [21,22], reducing general tension, and decreasing the risk of panic [23-25]. VR has advantages not only in exposure but also in coping skill training. For instance, in VR, if a virtual therapist demonstrates and teaches breathing and progressive muscle relaxation training, patients will be able to understand it more easily. There is evidence that the additive effects of breathing training plus exposure yielded better outcomes than exposure without breathing training [25]. In addition, progressive muscle relaxation in particular reduces panic symptoms when used in combination with interceptive exposure [26]. Accordingly, this simultaneous use of coping skill training and exposure technique can be thought of as an effective way to manage the panic symptoms. Since VR seems to lend an advantage to both coping skill training and exposure treatment, it will be of great help in simultaneous use of them as well.

Increasing numbers of studies have found VR is as effective a technique as traditional CBT and a promising tool for treating panic disorder symptoms [18,20,27-29]. Many studies have reported that VR and in vivo exposure show the same therapeutic effects, both being significantly better than the control group [18,20,27-32]. VR-based CBT could significantly reduce the number of panic attacks, level of depression, state and trait anxiety, and agoraphobia symptoms [28]. Even though these studies were conducted on a relatively small sample size, the consistent results support the use of VR as an effective tool in the treatment of panic disorder [33].

Recently, the development of mobile VR technology with low-cost devices have improved user availability [34]. So far, VR has usually been implemented as a therapist-led intervention, which made the VR costly. Contrary to this, self-guided VR has potential as an alternative to high-cost treatment [35,36]. Previously, some studies have explored the feasibility of a self-help VR app [20,37-39]. Lindner et al [20] demonstrated that the smartphone version of self-led VR exposure was as effective for treating public speaking anxiety within a therapist-led treatment format. Although effectiveness of self-led VR exposure was shown, VR was only a tool for exposure, indicating that it was partially self-led therapy [20]. Donker et al [37] implemented a fully self-guided VR-based CBT app for acrophobia, and it could significantly reduce acrophobia symptoms compared with the control group. However, this study relied on only self-reported measurement, so the treatment effect was not sufficiently validated by objective evaluation. More importantly, there was still no study that verified the effectiveness of self-guided VR for the treatment of panic disorder.

In this study, we developed a mobile app-based self-led VR CBT that included comprehensive components of CBT and various VR exposure contents. Patients learned the CBT techniques from a virtual therapist and were repeatedly exposed to realistic virtual environments. We studied whether this VR app for a self-help treatment was efficacious for panic disorder. It was hypothesized that individuals using a VR app would show greater changes in posttreatment measurement scores than the waitlist group. The effectiveness was assessed by the trained psychologists and through self-reported measurements. In addition, we measured physiological changes using heart rate variability before and after treatments, which was not investigated in previous studies.
Methods

Participants
A total of 61 participants who were diagnosed with panic disorder by a psychiatrist according to diagnostic criteria in the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition, at a psychiatric outpatient clinic (Yonsei University Gangnam Severance Hospital, Seoul, South Korea) were recruited for this study. To be included, participants met the diagnostic criteria for panic disorder (with or without agoraphobia) based on the Mini-International Neuropsychiatric Interview, had no change in drug dosage during the study period, and were aged 19 to 60 years. Patients with a history of major neurological or significant medical illness or who met the diagnostic criteria of current substance misuse were excluded. Written informed consent was acquired from all participants at the first visit. The study design and protocol were approved by the institutional review board of Yonsei University Gangnam Severance hospital (3-2018-0292). The trial was registered at ClinicalTrials.gov [NCT04985019].

Procedure

Study Design
After participants were informed of the purpose of the study and consented to participate, for baseline assessment, a psychiatric interview by a psychiatrist or clinical psychologist was conducted and a self-rating questionnaire completed. A total of 54 participants were randomly assigned to either the VR treatment group or waitlist group after completion of the baseline assessment. Considering the dropout rates in previous VR studies were relatively high, we assigned patients to VR groups and waitlist groups in a ratio of 3:2 [40] in order to minimize the imbalance of group size. Randomization was carried out using R (version 4.0.2, R Foundation for Statistical Computing) with block sizes of 5. The allocation sequence was stratified for gender. Patients were naturally aware of the allocation. But the trained psychologist assessing clinician-administered scales was not able to know the patient’s group information from the beginning to the end of the study. Participants assigned to the VR group were asked to complete the 4-week VR-based CBT for panic disorder following the guideline. Before the start of treatment, they received the VR devices with a use description. After the treatment, participants were asked to complete questionnaires on VR presence and stimulator sickness. After 4 weeks, participants were given the same measures as pretreatment except the diagnostic interview. Participants in the waitlist group went through the 2 assessment sessions within 4 weeks without any other treatment except the medication between assessments. Figure 1 presents a flowchart of this study.

VR Treatment
The VR treatment aimed at learning how to cope with panic symptoms and exposed participants to feared situations in a gradual and planned manner. The mobile app was designed to be used without a supporting therapist, although it can be used alongside a therapist or in a clinical setting if needed. The treatment plan for 4 weeks was designed to be 3 times per week, for a total of 12 sessions. Each session was 15 to 30 minutes depending on the module. All participants completed at least...
12 sessions, and we allowed them to do more sessions or repeat modules if they wanted within the 4 weeks.

The VR system was developed on a mobile-based platform. The content was designed on Unity 2018.3.11f1 software (Unity Technologies). The avatars and structures comprising the virtual environment were built using a 3Ds Max 2014 (Autodesk). The program was installed on a Galaxy 8+ (Samsung Electronics) smartphone for use with a Gear VR (Samsung Electronics). All in-app data were collected on the smartphone with basic demographic information (eg, birth date and name). Video recordings of actors were taken with an Insta360 Pro camera (Insta360) to create a video-based virtual environment. Because most VR contents were based on video recordings, interactions with environments were limited in VR. However, users chose difficulty levels and training sessions they wanted among various contents and exposure stimuli in VR, indicating that the VR was a partially user-driven program.

The VR consisted of 4 steps in which patients were gradually exposed to phobic stimuli while learning to cope with panic symptoms in each stage (Figure 2). The first was the psychoeducation step in which the patients learn how to breathe, relax, and be exposed to interoceptive stimuli and the reasons why these exercises reduce panic symptoms; they practiced what they learned in the practice step (Figure 3). Next were the two types of exposure therapy using VR in which participants experienced an immersive virtual environment comprising digital human avatars or video recordings of real people. In the exposure with guidance step, patients were exposed to various situations (eg, driving a car, taking an elevator) while using the skills they learned in previous steps under the virtual therapist’s guidance (the actor’s motion and the therapist’s voice; Figure 4). For example, while a participant was exposed to the driving a car scenario, a virtual therapist encouraged the patient to use abdominal breathing with a model’s demonstration and direct explanation. Each location had 2 or 3 levels of exposure manipulated by crowded density (eg, taking an elevator) or the time required to complete (eg, driving a car, getting on a plane or subway). After that, without a guide, for more than 5 minutes a patient was exposed to the situations that patients with agoraphobia are afraid of (eg, getting on a plane, driving on bridge; Figure 5). In the last step, 4 scenarios were divided into 2 levels, beginner and advanced, according to the difficulty such as length of time. After each VR session, participants completed questionnaires assessing their feeling of presence and their cybersickness symptoms.

Figure 2. The content design of a virtual reality treatment application with 4 cognitive behavioral therapy components: psychoeducation, practice, virtual reality exposure with guidance, and virtual reality exposure without guidance.
Figure 3. Virtual reality in the psychoeducation step: introduction to progressive muscle relaxation (left) and demonstration of interoceptive exposure training (right).

Figure 4. Virtual reality in the exposure with guidance step: driving in a tunnel (left) and taking a seat on a plane with the guidance of muscle relaxation (right).
Clinical Assessment

Clinical measures administered by trained psychologists at baseline and 4 weeks included the Panic Disorder Severity Scale (PDSS) [41], which consists of 7 items, each rated on a 5-point scale, assessing panic frequency, distress during panic, panic-focused anticipatory anxiety, phobic avoidance of situations, phobic avoidance of physical sensations, impairment in work functioning, and impairment in social functioning. The Hamilton Rating Scale for Depression (HRSD) [42], a depression assessment scale containing 17 items pertaining to symptoms of depression experienced over the past week, was also administered. Individual IQ scores were estimated using the short form of the Wechsler Adult Intelligence Scale–Revised [43].

Several measurements were conducted to assess the psychological state of participants. The Body Sensations Questionnaire (BSQ) [40] is a 17-item 5-point Likert scale that evaluates how afraid and anxious a patient is when they feel the physical sensation of each item in an unstable state. The Albany Panic and Phobia Questionnaire (APPQ) [44] is a 27-item 9-point Likert scale that was designed to measure the distinct dimension of fear in various situations with 3 subscales: social phobia, agoraphobia, and interoceptive fear. The Anxiety Sensitivity Index (ASI) [40] is a 16-item measure tapping the fear of anxiety sensations, known to be a risk factor for the development of panic. The State-Trait Anxiety Inventory (STAI) [45] has 20 items for assessing trait anxiety and 20 for state anxiety. The Hospital Anxiety and Depression Scale (HADS) [46] has 14 items with anxiety and depression subscales. The Korean Inventory for Social Avoidance and Distress Scale (K-SADS) [47] is a 28-item self-rated instrument used to measure various aspects of social anxiety including distress, discomfort, fear, anxiety, and avoidance of social situations. The Korean Inventory for Depressive Symptomatology (KIDS-SR) [48] is a self-report questionnaire that comprises symptoms of depression including melancholic, atypical, and anxious symptoms. The Perceived Stress Scale (PSS) [49] is a measure of the degree to which situations in one’s life are appraised as stressful.

After exposure to VR treatment, the 16-item Simulator Sickness Questionnaire (SSQ) [50] was used to assess participants’ subjective discomfort (disorientation, oculomotor symptoms, and nausea) to measure simulator sickness due to discrepancies between vision and motion after VR use.

Physiological Recording

Heart rate variability measurements of both groups were taken at baseline and after 4 weeks. Heart rate variability was assessed for 5 minutes in the frequency domain, recommended when examining autonomic nervous system activities [51], by using a SA-3000P arterial testing device (Medicore Co Ltd). During the measurement of heart rate variability, the participant stayed in the seated position without any movement. Electrodes on both wrists and the left ankle were used in this measurement procedure. The frequency domain measures were calculated as absolute and normalized powers of the power spectrum density in the high frequency (HF: 0.15 to 0.40 Hz) and low frequency (LF: 0.04 to 0.15 Hz) bands and LF/HF ratio. The HF bands are a marker of the parasympathetic tone, and LF bands correlate to sympathetic tone or to autonomic balance. LF/HF ratio is an index of the interaction between sympathetic and vagal activity [51].

Statistical Analysis

To compare the difference between groups existing at baseline in terms of demographic and clinical variables, independent t tests for continuous variables and chi-square analyses for categorical variables were conducted. To assess the effects of the intervention on the clinical scales, we used analysis of covariance (ANCOVA) with randomization group as the independent variable and postscores for each variable as the dependent variables, controlling for baseline values of each outcome. Analyses on the mean differences between the two groups and confidence intervals were conducted to compare the two groups for each outcome. Effect sizes (Cohen's $d$) divided by baseline pooled standard deviation were calculated for
within- and between-group changes, with 0.2, 0.5, and 0.8 corresponding to small, medium, and large effect sizes [51]. We conducted completer analysis and intention-to-treat (ITT) analysis using multiple imputation with multivariate imputation by chained equations [52]. To examine the association between the use of VR and changes in the PDSS score, we conducted correlation analysis using the Pearson method. All statistical analyses were completed with R studio (R version 4.0.2, R Foundation for Statistical Computing). In all cases, a 2-tailed P < .05 was considered statistically significant. In addition, linear regression analysis was conducted to observe changes in SSQ scores over time, and Pearson correlation analysis was conducted to see the relationship between changes in SSQ and changes in clinical symptoms, including anxiety.

Results

Demographical and Clinical Characteristics

A total of 61 patients were screened for eligibility. Of these patients, 7 were excluded (see Figure 1) and 14 patients dropped out during the study (13 patients in the VR group and 1 patient in the waitlist group) because of various reasons; most of them did not complete the treatment according to the guideline. Three participants thought VR would not be helpful at the beginning of use, another 3 felt motion sickness while using VR, and the remaining 7 reported discontinuing due to personal reasons including loss of motivation. One participant in the waitlist group was absent at the follow-up assessment.

At baseline, the 2 groups did not differ significantly regarding demographic characteristics or initial clinical assessment scores (Table 1). Demographic information of completers was described in Table 2, and there were no significant differences except for the PDSS scores. The average PDSS score in 13 dropout patients in the VR group was 12.46; the average in patients who did not drop out was 14.8 in the VR group and 11.95 in the waitlist group. The average of use time acquired from in-app data was 245 minutes (SD 61.44, median 250, range 105-457). Patients completed the SSQ every session, and the average SSQ from all patients and sessions was 12.26 (SD 13.26, median 6, range 0-48). There was no relationship between the SSQ scores and any clinical scales at both baseline and final assessment. Figure 6 displays change in SSQ over time. The number of sessions performed was significantly associated with lower SSQ scores ($\beta$=-.17, $t_{19}$=-2.24, $P$=.03); however, there was no correlation between changes in SSQ and changes in any clinical scale we measured.
Table 1. Demographic and clinical characteristics at baseline by group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>VR&lt;sup&gt;b&lt;/sup&gt; training group (n=33)</th>
<th>Waitlist group (n=21)</th>
<th>t/χ&lt;sup&gt;2&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (39)</td>
<td>7 (33)</td>
<td>0.02</td>
<td>.87</td>
</tr>
<tr>
<td>Female</td>
<td>21 (60)</td>
<td>14 (67)</td>
<td>0.05</td>
<td>.82</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High</td>
<td>10 (30)</td>
<td>12 (57)</td>
<td>2.84</td>
<td>.09</td>
</tr>
<tr>
<td>&gt;College</td>
<td>23 (70)</td>
<td>9 (43)</td>
<td>_b&lt;sup&gt;b&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>18 (54)</td>
<td>13 (60)</td>
<td>0.23</td>
<td>.87</td>
</tr>
<tr>
<td>Unemployed</td>
<td>15 (45)</td>
<td>8 (40)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>35.84 (10.37)</td>
<td>37.14 (13.54)</td>
<td>0.30</td>
<td>.77</td>
</tr>
<tr>
<td>Duration of illness (months), mean (SD)</td>
<td>67.74 (65.70)</td>
<td>56.94 (66.34)</td>
<td>−0.25</td>
<td>.80</td>
</tr>
<tr>
<td>Intelligence score, mean (SD)</td>
<td>95.92 (17.40)</td>
<td>92.44 (11.01)</td>
<td>0.77</td>
<td>.44</td>
</tr>
<tr>
<td>Psychotropic medication use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antidepressants, n (%)</td>
<td>30 (91)</td>
<td>19 (91)</td>
<td>0</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Anxiolytics, n (%)</td>
<td>23 (70)</td>
<td>16 (76)</td>
<td>0.04</td>
<td>.83</td>
</tr>
<tr>
<td>HRSD&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>15.06 (8.85)</td>
<td>14.29 (5.87)</td>
<td>0.39</td>
<td>.70</td>
</tr>
<tr>
<td>PDSS&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</td>
<td>13.88 (4.29)</td>
<td>12.29 (3.35)</td>
<td>1.52</td>
<td>.13</td>
</tr>
<tr>
<td>STAI&lt;sup&gt;e&lt;/sup&gt; TOTAL, mean (SD)</td>
<td>55.36 (12.54)</td>
<td>53.43 (10.29)</td>
<td>0.01</td>
<td>.98</td>
</tr>
<tr>
<td>STAI&lt;sub&gt;Sf&lt;/sub&gt;</td>
<td>53.58 (13.03)</td>
<td>55.43 (8.24)</td>
<td>0.62</td>
<td>.54</td>
</tr>
<tr>
<td>STAI&lt;sub&gt;Tg&lt;/sub&gt;</td>
<td>108.94 (24.75)</td>
<td>108.86 (17.32)</td>
<td>−0.64</td>
<td>.52</td>
</tr>
<tr>
<td>KIDS-SR&lt;sup&gt;h&lt;/sup&gt;, mean (SD)</td>
<td>15.55 (8.8)</td>
<td>17.43 (7.86)</td>
<td>−0.82</td>
<td>.42</td>
</tr>
<tr>
<td>PSS&lt;sup&gt;i&lt;/sup&gt;, mean (SD)</td>
<td>19.97 (4.51)</td>
<td>19.05 (4.01)</td>
<td>0.78</td>
<td>.43</td>
</tr>
<tr>
<td>K-SADS&lt;sup&gt;j&lt;/sup&gt;, mean (SD)</td>
<td>82.36 (21.24)</td>
<td>91.38 (19.23)</td>
<td>−1.61</td>
<td>.11</td>
</tr>
<tr>
<td>ASI&lt;sup&gt;k&lt;/sup&gt;, mean (SD)</td>
<td>69.91 (32.88)</td>
<td>72.1 (28.55)</td>
<td>−0.26</td>
<td>.80</td>
</tr>
<tr>
<td>HADS&lt;sub&gt;DEP&lt;/sub&gt;, mean (SD)</td>
<td>21.24 (9.12)</td>
<td>21.24 (7.08)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ANX&lt;sup&gt;m&lt;/sup&gt;</td>
<td>11.27 (4.62)</td>
<td>11.38 (3.71)</td>
<td>−0.09</td>
<td>.92</td>
</tr>
<tr>
<td>DEP&lt;sup&gt;n&lt;/sup&gt;</td>
<td>9.97 (4.83)</td>
<td>9.86 (3.64)</td>
<td>0.10</td>
<td>.92</td>
</tr>
<tr>
<td>APPQ&lt;sup&gt;o&lt;/sup&gt;, mean (SD)</td>
<td>85.15 (43.86)</td>
<td>86.86 (48.82)</td>
<td>−0.13</td>
<td>.90</td>
</tr>
<tr>
<td>AGORA&lt;sup&gt;p&lt;/sup&gt;</td>
<td>31.42 (14.78)</td>
<td>29.29 (20.25)</td>
<td>0.41</td>
<td>.67</td>
</tr>
<tr>
<td>SOCIAL&lt;sup&gt;q&lt;/sup&gt;</td>
<td>27.52 (19.14)</td>
<td>36.19 (19.21)</td>
<td>−1.62</td>
<td>.11</td>
</tr>
<tr>
<td>INTERO&lt;sup&gt;r&lt;/sup&gt;</td>
<td>26.21 (14.71)</td>
<td>21.38 (15.37)</td>
<td>1.14</td>
<td>.26</td>
</tr>
<tr>
<td>BSQ&lt;sub&gt;BSQ&lt;/sub&gt;, mean (SD)</td>
<td>58.03 (13.46)</td>
<td>59.71 (13.24)</td>
<td>−0.45</td>
<td>.65</td>
</tr>
</tbody>
</table>

<sup>a</sup> VR: virtual reality.
<sup>b</sup> Not applicable.
<sup>c</sup> HRSD: Hamilton Rating Scale for Depression.
<sup>d</sup> PDSS: Panic Disorder Severity Scale.
<sup>e</sup> STAI: State and Trait Anxiety questionnaire.
<sup>f</sup> STAI_S: state anxiety.
<sup>g</sup> STAI_T: trait anxiety.
<sup>h</sup> KIDS-SR: Korean Inventory of Depressive Symptomatology.
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1PSS: Perceived Stress Scale.
2K-SADS: Korean Inventory of Social Avoidance and Distress Scale.
3ASI: Anxiety Sensitivity Index.
4HADS: Hospital Anxiety and Depression Scale.
5ANX: Anxiety subscale of HADS.
6DEP: depression subscale of HADS.
7APPQ: Albany Panic and Phobia Questionnaire.
8AGORA: agoraphobia subscale of APPQ.
9SOCIAL: social anxiety subscale of APPQ.
10INTERO: interoceptive fear subscale of APPQ.
11BSQ: Body Sensations Questionnaire.
Table 2. Demographic and clinical characteristics of completers by group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>VR³ training group (n=20)</th>
<th>Waitlist group (n=20)</th>
<th>t/χ²</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>8 (40)</td>
<td>7 (35)</td>
<td>.06</td>
<td>.80</td>
</tr>
<tr>
<td>Female</td>
<td>12 (60)</td>
<td>13 (65)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High</td>
<td>6 (30)</td>
<td>11 (55)</td>
<td>1.63</td>
<td>.20</td>
</tr>
<tr>
<td>&gt;College</td>
<td>14 (70)</td>
<td>9 (45)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Employed</td>
<td>12 (60)</td>
<td>12 (60)</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Unemployed</td>
<td>8 (40)</td>
<td>8 (40)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>35.84 (10.37)</td>
<td>37.14 (13.54)</td>
<td>0.15</td>
<td>.87</td>
</tr>
<tr>
<td>Duration of illness (months), mean (SD)</td>
<td>64.25 (54.60)</td>
<td>44.10 (58.16)</td>
<td>1.12</td>
<td>.26</td>
</tr>
<tr>
<td>Intelligence score, mean (SD)</td>
<td>95.90 (12.47)</td>
<td>92.44 (11.01)</td>
<td>0.92</td>
<td>.35</td>
</tr>
<tr>
<td>Psychotropic medication use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antidepressants, n (%)</td>
<td>19 (95)</td>
<td>18 (90)</td>
<td>0</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Anxiolytics, n (%)</td>
<td>14 (70)</td>
<td>15 (75)</td>
<td>0</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>HRSD³, mean (SD)</td>
<td>14.15 (8.72)</td>
<td>14.20 (6.01)</td>
<td>−0.02</td>
<td>.98</td>
</tr>
<tr>
<td>PDSS³, mean (SD)</td>
<td>14.80 (4.18)</td>
<td>11.95 (3.05)</td>
<td>2.46</td>
<td>.01</td>
</tr>
<tr>
<td>STAI_TOTAL, mean (SD)</td>
<td>108.30 (22.68)</td>
<td>109.35 (17.62)</td>
<td>0.20</td>
<td>.84</td>
</tr>
<tr>
<td>STAI_S³</td>
<td>54.35 (11.31)</td>
<td>53.65 (10.51)</td>
<td>−0.53</td>
<td>.59</td>
</tr>
<tr>
<td>STAI_T³</td>
<td>53.95 (12.02)</td>
<td>55.70 (8.35)</td>
<td>−0.16</td>
<td>.87</td>
</tr>
<tr>
<td>KIDS-SR³, mean (SD)</td>
<td>15.60 (8.47)</td>
<td>17.60 (8.02)</td>
<td>−7.66</td>
<td>.44</td>
</tr>
<tr>
<td>PSS³, mean (SD)</td>
<td>19.85 (4.52)</td>
<td>19.05 (4.11)</td>
<td>0.58</td>
<td>.56</td>
</tr>
<tr>
<td>K-SADS³, mean (SD)</td>
<td>84.45 (21.00)</td>
<td>92.80 (18.57)</td>
<td>−1.33</td>
<td>.19</td>
</tr>
<tr>
<td>ASI³, mean (SD)</td>
<td>73.85 (34.60)</td>
<td>74.65 (26.71)</td>
<td>−0.08</td>
<td>.93</td>
</tr>
<tr>
<td>HADS³, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANX³</td>
<td>12.15 (4.25)</td>
<td>12.15 (4.25)</td>
<td>0.51</td>
<td>.60</td>
</tr>
<tr>
<td>DEP³</td>
<td>11.05 (4.21)</td>
<td>11.05 (4.21)</td>
<td>1.03</td>
<td>.30</td>
</tr>
<tr>
<td>APPQ³, mean (SD)</td>
<td>87.05 (45.15)</td>
<td>90.75 (46.63)</td>
<td>−0.25</td>
<td>.80</td>
</tr>
<tr>
<td>AGORA³</td>
<td>33.10 (14.27)</td>
<td>30.45 (20.04)</td>
<td>0.48</td>
<td>.63</td>
</tr>
<tr>
<td>SOCIAL³</td>
<td>27.65 (20.85)</td>
<td>37.85 (18.09)</td>
<td>−1.65</td>
<td>.10</td>
</tr>
<tr>
<td>INTERO³</td>
<td>26.30 (15.21)</td>
<td>22.45 (14.95)</td>
<td>0.80</td>
<td>.42</td>
</tr>
<tr>
<td>BSQ³, mean (SD)</td>
<td>60.55 (12.22)</td>
<td>61.40 (11.03)</td>
<td>−0.23</td>
<td>.81</td>
</tr>
</tbody>
</table>

³VR: virtual reality.
³HRSD: Hamilton Rating Scale for Depression.
³PDSS: Panic Disorder Severity Scale.
³STAI: State and Trait Anxiety questionnaire.
³STAI_S: state anxiety.
³STAI_T: trait anxiety.
³KIDS-SR: Korean Inventory of Depressive Symptomatology.
³PSS: Perceived Stress Scale.
K-SADS: Korean Inventory of Social Avoidance and Distress Scale.

ASI: Anxiety Sensitivity Index.

HADS: Hospital Anxiety and Depression Scale.

ANX: Anxiety subscale of HADS.

DEP: depression subscale of HADS.

APPQ: Albany Panic and Phobia Questionnaire.

AGORA: agoraphobia subscale of APPQ.

SOCIAL: social anxiety subscale of APPQ.

INTERO: interoceptive fear subscale of APPQ.

BSQ: Body Sensations Questionnaire.

**Figure 6.** Mean Simulator Sickness Questionnaire scores for each session over time (bars shown: standard error of the mean, n=20).

**ITT Analysis**

**Clinical Assessments**

We repeated all tests using multiple imputation. Univariate ANCOVAs on the HRSD, PDSS, state anxiety (STAI_S), and PSS posttreatment scores, controlling for pretreatment scores (Multimedia Appendix 1), showed that the VR treatment group had significantly lower posttreatment scores than the control group for the HRSD ($F_{1,49}=5.96, P=.02$), PDSS ($F_{1,50}=9.20, P=.003$), STAI_S ($F_{1,50}=4.45, P=.04$), and PSS ($F_{1,49}=4.56, P=.03$). Within-group effect sizes for the outcome measures are indicated in Multimedia Appendix 1. Large within-group effect sizes were found in the VR treatment group for the PDSS ($d=1.05$) and STAI_S ($d=0.91$). Moderate within-group effect sizes were found for the HRSD ($d=0.68$), STAI ($d=0.65$), anxiety subscale of HADS ($d=0.59$), and BSQ ($d=0.57$). Between-group differences of change were found in the PDSS ($P<.01$), STAI_S ($P=.04$), and PSS ($P=.04$).

**Heart Rate Variability Frequency Domain Analysis**

No significant difference was found at baseline in the mean values of total absolute power, normalized power, or LF/HF ratio between the two groups. As shown in Multimedia Appendix 2, only for the VR group, the mean normalized HF (nHF) power and LF/HF ratio were significantly increased after the VR treatment with moderate within-group effect sizes (LF/HF, $d=0.53$; nHF, $d=0.52$). But in the waitlist group, significant change and between-group difference of change were not found.
Completer Analysis

Clinical Assessments

Univariate ANCOVAs on the PDSS and HADS scores, controlling for pretreatment scores (Table 2), showed that the VR treatment group had significantly lower posttreatment scores than the control group for PDSS ($F_{1.36}=6.16$, $P=.02$) and HADS ($F_{1.46}=4.66$, $P=.04$). Within-group effect sizes for the outcome measures are shown in Multimedia Appendix 3. Large within-group effect sizes were found in the VR treatment group for the PDSS ($d=1.05$) and STAI ($d=0.98$), and moderate within-group effect sizes were found for the HADS ($d=0.69$) and depression subscale of HADS ($d=0.68$). Between-group differences of change were found in the PDSS ($P=.02$) and HADS ($P=.04$).

Heart Rate Variability Frequency Domain Analysis

No significant difference was found at baseline in the mean values of total absolute power, normalized power, or the LF/HF ratio between the two groups. As shown in Multimedia Appendix 4, only for the VR group, the mean nHF power level was significantly increased after the treatment with moderate within-group effect sizes (nHF, $d=0.55$). In the waitlist group, significant change was not found. Between-group difference of change was found in the absolute HF power ($P=.04$).

Discussion

Principal Findings

This study aimed to investigate the effectiveness of mobile app-based VR for panic disorder in a randomized controlled design. To our knowledge, this is the first study to demonstrate the effectiveness of self-help VR to treat patients with panic disorder, while including not only the exposure technique but also other components of CBT such as psychoeducation, abdominal breathing, and progressive muscle relaxation. Our study demonstrated that self-help VR was effective for reducing panic disorder symptoms as assessed by the PDSS, compared with the waitlist group. These findings are inconsistent with previous meta-analyses of therapist-led VR for anxiety [53,54].

Although a group difference in clinical symptoms was not found at baseline, the comparison between completers showed a difference in PDSS score. The difference may be attributed to the dropout patients. This suggests that only those with severe symptoms remained to the end, and as the result, the average initial PDSS score in the VR group was increased. The severity of panic disorder symptoms might have been a motivation for participants to continue and to complete intervention, while the dropout patients with relatively mild symptoms discontinued use. In other words, our system might have been particularly useful for patients with severe symptoms. Considering the most common reason for dropout in VR exposure treatment is the failure to immerse in the VR environment [55], more severe panic disorder symptoms were probably able to elicit more anxiety in the VR environment, which might have increased the effectiveness of the treatment. In addition, given that fear of exposure is another common reason patients withdraw from exposure treatment [55], gradual and systematic exposure with coping techniques in our VR-based CBT program may have encouraged patients with more severe symptoms to continue the treatment. Our dropout pattern related to the severity and motivation can cause self-selection bias when analyzing only the completers, so we also examined ITT results.

We also observed a reduction in the STAI, suggesting that the VR group had a decrease in overall anxiety after 4 weeks of the VR program. Considering the significant difference between the two groups on HADS total score and adjusted mean changes of the VR group, VR treatment seemed to improve psychological distress. The full-scale HADS score has been used as a global measure of distress in several studies [56,57]. On the other hand, there was no significant change in other anxiety and depression scales including the HRSD and KIDS-SR among completers. Given that the program was designed to treat panic and agoraphobia symptoms, the effect may be limited to only such symptoms.

Contrary to our expectation, VR did not exhibit any significant influence on the APPQ and BSQ, which are thought to be highly related to panic disorder symptoms. The PDSS scale is a global assessment including panic attack frequency, distress during panic attacks, and work and social impairment, while the APPQ evaluates the fear of interoceptive sensation and agoraphobia. The 4-week study period might have been insufficient to reduce the specific fear itself. Otherwise, considering ITT analysis, it can be due to the reduced statistical power [58]. The ITT analysis using multiple imputation generally further confirmed that VR treatment groups experienced significant improvements in panic symptoms, anxiety, and depression including significant changes in the HRSD and BSQ.

Our positive results on psychological assessments including decreases in PDSS score were in line with our findings on heart rate variability data. The within-group results showed an increase in HF power and a decrease in LF/HF in only the VR group. Associations between panic disorder and low HF power, high LF power, and elevated LF/HF have been observed in numerous studies [59-63]. In particular, HF power is considered to be related to the parasympathetic activity [64]. Our results suggest there may be an improvement of the balance in the autonomic nervous system of the VR group participants; in other words, overactivation of sympathetic nervous system seems to be normalized after the treatment.

Previous studies showed that physiological symptoms of anxiety and cybersickness can overlap [65,66]. However, in the correlation analysis between the SSQ and clinical scales, we could not find a significant relationship although we observed a decrease in SSQ scores over time. There was a limitation that we did not measure clinical symptoms as frequently as the SSQ. However, at the very least this study revealed that global improvements in clinical symptoms were not due to patients becoming familiar with the VR environments.

Until recently, despite advantages of VR, most therapists have shown little interest in applying VR in their clinical practice [67]. One concern when applying VR to therapy is technical difficulties [68]. In this study, many participants completed the whole treatment process although they had never used VR.
devices, indicating the decent usability of VR. If patients are familiar with smartphones, they can easily overcome some inconvenience in mobile-based VR, and no additional training is required. In addition, this study demonstrated that mobile-based VR can be used by patients alone and exhibit positive results. It seems obvious that minimizing therapist effort is related to the cost effectiveness of the treatment [69].

In the context of minimizing therapist intervention, we used a virtual therapist who delivered psychoeducational contents and provided guided exposure to encourage the use of CBT techniques. Our result showed the possibility that patients eligible for VR could benefit from the immersive learning experience as well as exposure to feared stimuli under the guidance of a virtual therapist. Although its efficacy compared to the VR CBT without the presence of a virtual therapist remains to be investigated, a virtual therapist seems to be an essential component for fully self-guided VR treatment.

Additionally, it would be meaningful to try VR protocols including relaxation and breathing techniques and examine the therapeutic effects in future study. Based on recent studies describing the mechanisms of exposure therapy as inhibitory learning, the exposure to feared stimuli without coping skills may maximize the mismatch between expectations and experience and may enhance the learning effect rather than the exposure with coping skills [70]. Although traditional CBT protocol including coping skills have been used in this study, our VR protocol can be flexibly modified, so the recent protocol without coping skills can be applied as well. We could then conclude whether it shows better therapeutic effects.

**Limitations**

There are several limitations of this study. First, our dropout rate was higher than a previous VR study [55] and similar to self-help treatment approaches [71-73]. As we noted, during the study periods, VR was fully executed by patients, so there was no other way to increase the treatment adherence of patients except for patient’s motivation. This lack of encouragement could be a limitation of a fully self-help VR approach, and in this study, it caused the initial difference in the clinical variable with high dropout rate. However, we tried to overcome this limitation by using ANCOVA and by also presenting the ITT analysis results. Second, due to the relatively small sample size, it is difficult to generalize the results even though we tried to provide the more objective physiological evidence as well [74]. It will be necessary to replicate our findings in larger samples. Third, given that we did not perform a follow-up assessment, long-term treatment effects remain unknown. Fourth, heart rate variability was measured only at rest. We would have been more informed if we had also measured heart rate variability in anxiety-provoking states. Finally, it is still not clear whether self-help VR is better than other treatment options since patients without any intervention were set as the waitlist group in this study.

**Conclusions**

In summary, our findings support the hypothesis that self-guided, mobile app-based VR can reduce panic symptoms and help restore the autonomic nervous system. This study also suggested the decent feasibility of self-help VR for panic disorder, demonstrating the validity of the use of this new technique in real-world treatment. Future studies with larger sample size, longer duration of follow-up, and comparison with other treatment options will be able to verify and expand our results.
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Abstract

Background: Various instruments for patient screening and diagnosis have been developed for and applied in posttraumatic stress disorder (PTSD).

Objective: This study comprehensively investigates the prevalence and temporal trends of the most widely used instruments in PTSD-related studies.

Methods: A total of 1345 files of registered clinical trials from ClinicalTrials.gov and 9422 abstracts from the PubMed database from 2005 to 2020 were downloaded for this study. The instruments applied in clinical trials were manually annotated, and instruments in abstracts were recognized using exact string matching. The prevalence score of an instrument in a certain period was calculated as the number of studies divided by the number of instances of the instrument. By calculating the yearly prevalence index of each instrument, we conducted a trends analysis and compared the trends in index change between instruments.

Results: A total of 4178 instrument synonyms were annotated, which were mapped to 1423 unique instruments. In the 16 years from 2005 to 2020, only 10 instruments were used more than once per year; the 4 most used instruments were the PTSD Checklist, the Clinician-Administered PTSD Disorder Scale, the Patient Health Questionnaire, and the Beck Depression Inventory. There were 18 instruments whose yearly prevalence index score exceeded 0.1 at least once during the 16 years. The changes in trends and time points of partial instruments in clinical trials and PubMed abstracts were highly consistent. The average time duration of a PTSD-related trial was 1495.5 days or approximately 4 years from submission to ClinicalTrial.gov to publication in a journal.

Conclusions: The application of widely accepted and appropriate instruments can help improve the reliability of research results in PTSD-related clinical studies. With extensive text data obtained from real clinical trials and published articles, we investigated and compared the usage of instruments in the PTSD research community.

(JMIR Ment Health 2021;8(11):e33599) doi:10.2196/33599
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Introduction

Posttraumatic stress disorder (PTSD) is a mental health condition triggered by experiencing or witnessing a traumatic event [1,2]. Over 70% of adults worldwide have experienced a traumatic event at least once in their lifetime, with 30.5% have experiencing 4 or more events [3]. The most commonly reported traumatic events for individuals are the unexpected death of a loved one, witnessing death or serious injury, being robbed, and life-threatening automobile accidents [4]. Rapid and accurate assessment facilitates timely diagnosis and early intervention...
in PTSD. Assessment tools comprise screening and diagnostic instruments, which vary in their format (self-reporting or structured interviews) depending on the population, target symptoms, or actions for which they are designed. With the advancement of modern medicine, many instruments have been developed and applied in scientific research and clinical trials. However, choosing the appropriate instrument for a PTSD study can be challenging without comprehensive comparison or evaluation.

Several studies have investigated and compared commonly used instruments in PTSD. In a previous study [5], researchers conducted a web-based survey on 277 traumatic stress professionals to assess traumatic event exposure and posttraumatic effects and revealed 7 commonly used instruments, including the Post-traumatic Stress Diagnostic Scale, the Trauma Symptom Inventory, the Life Events Checklist, the Clinician-Administered PTSD Scale (CAPS), the PTSD Checklist (PCL), the Impact of Event Scale-Revised, and the Trauma Symptom Checklist. In another study, researchers described the reliability and validity of common self-report instruments and structured clinical interviews used to assess depression [6] and PTSD after sepsis [7]. Some researchers also compared different versions of the PCL spanning the transition between the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV) and DSM-V [8]. The above studies demonstrated the importance of determining the most widely used instruments. However, the number of participants, the institutions they belong to, the number of instruments included, and subjective or memory factors may have introduced bias in the results.

With the exponential growth of biomedical literature, text mining becomes increasingly promising for biomedical research, especially in the fields of public health and biomedical informatics. Extracting potentially useful information using keyword matching or advanced methods and investigating the prevalence trends of specific topics can help to gain better insight into a particular field and discover inconspicuous changes. Analysis of prevalence trends is a widespread practice of collecting information and attempting to spot trends in the information, such as cultural trends [9], cognitive distortion prevalence [10], research topic trends [11], and top popular questionnaires [12]. These studies have shed light on large-scale text data analyses for examining prevalence and trends.

There are growing numbers of published articles and ongoing registered clinical trials involving PTSD, in which several instruments have been applied to assess the symptoms, emotions, feelings, and actions of the participants [6]. Investigating and comparing the prevalence and temporal trends of these instruments can help determine the conventional assessment tools used in this field. In addition, this valuable knowledge can be provided to researchers when developing assessment criteria in clinical studies, which can particularly benefit clinicians and researchers who are new to the field.

In this study, we conducted a comprehensive investigation on the prevalence trends of the most widely employed instruments using extensive text data from real clinical trials and published articles related to PTSD. It may help reveal the conventional assessment tools used for evaluating PTSD and provide valuable knowledge that might not be otherwise apparent. We believe the prevalence of instruments is an important index in measurement selection, and knowledge in this regard can serve as a reference for designing studies and trials.

**Methods**

**Data and Annotation**

A total of 2502 registered clinical trials were accessed and downloaded from ClinicalTrials.gov by searching with keywords “PTSD,” “PTSD rating scale,” “PTSD condition,” and “post-traumatic stress disorder,” as shown in Figure 1. Important details, such as the clinical trial identifier, title, brief summary, date, study description, and outcome measures, were extracted and manually reviewed to determine whether the clinical trials were related to PTSD. A custom Python script (Python Software Foundation) was used to retrieve clinical trials, download registration files, and extract previous information. We established 2 exclusion criteria during this step. First, trials that mentioned PTSD but focused on other diseases were eliminated; for example, a trial on psychogenic nonepileptic seizures that employed the Davidson Trauma Scale (DTS) and mentioned PTSD when introducing the DTS was excluded. Second, trials that were related to PTSD but did not include any instruments in their outcome measures were eliminated; for instance, a trial that focused on the treatment of PTSD with guanfacine was excluded since specific assessment instruments were not mentioned.
Figure 1. Flow diagram showing collection process of clinical trials and PubMed abstracts included in this study. NCT ID: National Clinical Trials identifier; PMID: PubMed identifier; PTSD: posttraumatic stress disorder.

Following the confirmation of relevance, the instruments in each study were annotated from the designed outcome measures. Instruments were restricted to rating scales, self-report inventories, and structured interviews, such as the CAPS [13] and the PCL [14]. Laboratory tests (such as heart rate variability), mentions of symptoms without a clear statement on the instrument applied (eg, weekly number of nightmares and depression symptoms), and other measures were ignored during the annotation. The annotations were performed using brat [15], a widely used web-based tool for text annotation in text mining.

Based on our annotations and the 2 exclusion criteria, 1120 clinical trials were excluded from our data set. As there were only 37 trials found from 1999 to 2004 and the small number of trials made it difficult to calculate the prevalence index, we excluded trials prior to 2005 in this study. In total, 1345 trials were included in our final clinical trial data set for prevalence analysis, and their first submission dates on ClinicalTrials.gov ranged from March 2005 to December 2020.

Instrument Knowledge Construction

A unified name mapping system was built to map the different original instrument names in the text to their corresponding normalized full names to distinguish different instruments and their abbreviations to indicate different versions of each instrument. For example, the PTSD Checklist–Civilian Version and the PTSD Checklist–Military Version were mapped to the normalized full name PTSD Checklist, whereas the abbreviations were assigned as PCL-C and PCL-M, respectively.

Prevalence Index

The prevalence of an instrument is indicated by its usage frequency, which is calculated as the total number of studies in a given period divided by the number of times an instrument is used in that period.

The strength of this index is its capacity to reduce the noise caused by different numbers of studies during different time periods. It quantifies the prevalence and enables comparison of the prevalence across different time periods. In this study, the prevalence index for each instrument was calculated for each year. For example, there were 38 clinical studies in 2006 and
the CAPS was used 20 times during that year. Therefore, the prevalence index of the CAPS in 2006 was 0.5882 (20/34). In 2008, the CAPS was employed in 34 of 57 studies and the prevalence index was 0.6071 (34/56). Although the total number of studies and the number of times each instrument was applied varied, there was no significant change in the prevalence of the CAPS.

To conduct trends analysis on instruments, we calculated and visualized the yearly prevalence index for each instrument and then compared the index change trends between instruments. After trends analysis, we were able to determine whether an instrument was still popular or its usage was decreasing, which instruments were more commonly used, and those that will be widely used in future studies.

Validation With PubMed

Considering the bias and inadequacy introduced by only using registered clinical trials in ClinicalTrials.gov, we retrieved and downloaded PTSD-related abstracts from PubMed using the previously mentioned keywords. A custom Python script, using the Entrez application program interface, helped us retrieve the PubMed IDs and extract publication information. A similar trends analysis was conducted on instruments mentioned in those publications to validate the analysis results from clinical trials. The instruments mentioned in the abstracts were automatically recognized by exact string matching using the various instrument names obtained during manual annotation. Abstracts that did not mention any instrument were excluded. In total, 9422 abstracts were included for prevalence and temporal trends analysis, as shown in Figure 1.

Table 1. Statistical data for each year.

<table>
<thead>
<tr>
<th>Year</th>
<th>Trials, n</th>
<th>Applied instruments, n</th>
<th>Unique instruments applied, n</th>
<th>Instruments used in one trial, mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>44</td>
<td>170</td>
<td>63</td>
<td>3.86</td>
</tr>
<tr>
<td>2006</td>
<td>34</td>
<td>186</td>
<td>97</td>
<td>5.47</td>
</tr>
<tr>
<td>2007</td>
<td>34</td>
<td>112</td>
<td>57</td>
<td>3.29</td>
</tr>
<tr>
<td>2008</td>
<td>56</td>
<td>207</td>
<td>92</td>
<td>3.70</td>
</tr>
<tr>
<td>2009</td>
<td>58</td>
<td>228</td>
<td>107</td>
<td>3.93</td>
</tr>
<tr>
<td>2010</td>
<td>60</td>
<td>217</td>
<td>115</td>
<td>3.62</td>
</tr>
<tr>
<td>2011</td>
<td>68</td>
<td>272</td>
<td>133</td>
<td>4.00</td>
</tr>
<tr>
<td>2012</td>
<td>104</td>
<td>422</td>
<td>187</td>
<td>4.06</td>
</tr>
<tr>
<td>2013</td>
<td>87</td>
<td>408</td>
<td>209</td>
<td>4.69</td>
</tr>
<tr>
<td>2014</td>
<td>87</td>
<td>389</td>
<td>190</td>
<td>4.47</td>
</tr>
<tr>
<td>2015</td>
<td>89</td>
<td>424</td>
<td>223</td>
<td>4.76</td>
</tr>
<tr>
<td>2016</td>
<td>99</td>
<td>398</td>
<td>201</td>
<td>4.02</td>
</tr>
<tr>
<td>2017</td>
<td>106</td>
<td>538</td>
<td>277</td>
<td>5.08</td>
</tr>
<tr>
<td>2018</td>
<td>112</td>
<td>586</td>
<td>276</td>
<td>5.23</td>
</tr>
<tr>
<td>2019</td>
<td>136</td>
<td>725</td>
<td>318</td>
<td>5.33</td>
</tr>
<tr>
<td>2020</td>
<td>171</td>
<td>842</td>
<td>326</td>
<td>4.92</td>
</tr>
</tbody>
</table>

To evaluate the risk of a clinical study’s measures being obsolete, the time durations between the submission and publication dates of a clinical trial were also compared. For a published study, the time duration was defined as the interval between the first posted date in ClinicalTrials.gov and the publication date in PubMed. If there were multiple papers published based on one clinical trial, the earliest publication date was used. This comparison was performed to infer the potential influence of knowledge updates on clinical studies.

Results

Overall Trends

A total of 4178 instrument synonyms were annotated, which were mapped to 1423 unique instruments. The number of trials, the number of applied instruments, and the number of applied unique instruments in each year, as well as the average number of instruments applied in one trial, are provided in Table 1. It should be noted that the number of scales applied each year shows an increasing trend over time.

From 2005 to 2020, only 10 instruments were used more than once per year (Table 2). 17 instruments were used ≥50 times, and 1255 instruments were employed less than 10 times in total. The most commonly used instruments were the PCL, the CAPS, the Patient Health Questionnaire (PHQ), and the Beck Depression Inventory (BDI). The list of instruments and their prevalence trends are available online [16].
Table 2. Instruments applied more than once per year and their associated total prevalence index (2005-2020).

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Times applied, n</th>
<th>Total prevalence index&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTSD&lt;sup&gt;b&lt;/sup&gt; Checklist</td>
<td>541</td>
<td>0.4022</td>
</tr>
<tr>
<td>Clinician-Administered PTSD Scale</td>
<td>495</td>
<td>0.3680</td>
</tr>
<tr>
<td>Patient Health Questionnaire</td>
<td>202</td>
<td>0.1502</td>
</tr>
<tr>
<td>Beck Depression Inventory</td>
<td>175</td>
<td>0.1301</td>
</tr>
<tr>
<td>Pittsburgh Sleep Quality Index</td>
<td>110</td>
<td>0.0818</td>
</tr>
<tr>
<td>Short Form Health Survey</td>
<td>108</td>
<td>0.0803</td>
</tr>
<tr>
<td>Impact of Event Scale</td>
<td>91</td>
<td>0.0677</td>
</tr>
<tr>
<td>Clinical Global Impression</td>
<td>84</td>
<td>0.0625</td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale</td>
<td>71</td>
<td>0.0528</td>
</tr>
<tr>
<td>Sheehan Disability Scale</td>
<td>66</td>
<td>0.0491</td>
</tr>
</tbody>
</table>

<sup>a</sup>The total prevalence index was calculated by dividing the number of times an instrument was used from 2005 to 2020 by the total number of clinical trials in those 16 years.

<sup>b</sup>PTSD: posttraumatic stress disorder.

To analyze the temporal trends of the instruments, the prevalence index for each instrument was calculated for each year. There were 18 instruments whose prevalence index exceeded 0.1 at least once in the 16 years, as observed in Figure 2. Among the 18 instruments with distinct variation trends, the prevalence index of the CAPS took 16 years (2005 to 2020) to decrease from 0.5455 to 0.2456, which is a relatively long period. In the 11 years from 2005 to 2015, the usage rate of the PCL increased from 0.1819 to 0.5281. The prevalence index of the PHQ increased 4 times after 2008, and the use of the Clinical Global Impression (CGI) decreased by approximately 68% (from 0.3636 to 0.1176) in 2 years beginning in 2005. The prevalence indexes of the Structured Clinical Interview for DSM Disorders (SCID), DTS, and PHQ also decreased by more than 50% over 2 or 3 years beginning in 2005 or 2006. The results showed that even the usage rates of the top instruments in this field were not very high. Scales such as the CAPS, the CGI, the BDI, and the Hamilton Depression Rating Scale (HAM-D) were popular in the early years, but their usage rate decreased over time.
Trend Analysis Based on the Assessment Targets

It is difficult to determine the latent information behind temporal trends when all available instruments are considered. Therefore, we compared and analyzed the changing trends among the top instruments according to their assessment targets. By comparing the usage trends of rating scales with similar functions, changes in the conventional usage of assessment tools can be revealed.

The CAPS, PCL, DTS, and SCID were categorized as “comprehensive rating scales” that assess the symptoms of PTSD based on the DSM. The BDI, PHQ, HAM-D, and Montgomery-Asberg Depression Rating Scale were classified into the “depression” group. The Hamilton Anxiety Rating Scale (HAM-A), PHQ, and State-Trait Anxiety Inventory (STAI) were classified under the “anxiety” scale group. The usage rates of each group are shown in Figure 3A.
There were 9422 PTSD-related papers published from 2005 to 2020 with instruments mentioned in their abstracts. The top instruments were similar to those identified in the clinical trial data set, with some changes in their rank. In the PubMed data set, the PCL was the most used instrument (appearing 3244 times) and the Impact of Event Scale was the second most common instrument (appearing 1057 times). The trends in the prevalence indexes of the 3 groups are presented in Figure 3B, demonstrating that the changes in trends and time points are highly consistent with the results of the clinical trial data set.

**Trial Time Duration and Changes in the Prevalence Rate**

The average time duration of the clinical trials was compared with the time required for the prevalence of an instrument to significantly increase or decrease. We retrieved 487 papers from the PubMed database, which were derived from 323 clinical trials. The interval between the first submission date in ClinicalTrials.gov and the publication date of the earliest paper was regarded as the time duration. The results in Figure 4 show that the average time duration is 1495.5 days or approximately 4 years. Most of the trials (n=253) required 300 to 2400 days to publish a paper after they started, and the average time duration of these 253 trials was 1275 days (median 1281 days). In the 323 trials, the CAPS and the PCL were the most popular instruments, and both were employed 116 times.
Discussion

Principal Findings

Our results demonstrate that there are many available instruments with generally low usage rates, indicating that there is no conventional assessment tool for PTSD. It is meaningful to reveal the trends and knowledge based on which researchers select assessment tools to use in clinical trials.

As we observed the decreased prevalence of some top instruments, two reasons seemed appropriate to explain this phenomenon. One reason is the reduction in the number of instruments in each clinical trial. For example, 1 clinical trial may have used approximately 10 instruments early in the study, 7 of which were the top instruments; however, currently, the same clinical trial only uses 5 instruments, 3 of which are top instruments. This reduction can lead to decreased prevalence owing to the method used to calculate the prevalence index. The other probable reason is that a certain number of new instruments were introduced into the field each year, diluting the prevalence of the top instruments. To verify these possibilities, the number of instruments applied in each year and the average number of instruments applied in 1 trial were calculated. The latter reason was supported by the results presented in Table 1. It seems that the number of new, but not widely used, scales introduced into the field each year diluted the prevalence of all the instruments and reduced the usage of a particular conventional instrument.

Analysis of the temporal trends showed that the CAPS and the PCL were the most widely applied, comprehensive instruments, and their high usage rate demonstrated that most of the clinical trials required comprehensive diagnostic instruments. The popularity of the CAPS decreased (from 0.5455 in 2005 to 0.2456 in 2020), whereas that of the PCL increased (from 0.1818 in 2005 to 0.4327 in 2020) over time, which was also validated using the PubMed data. To determine the reason for this phenomenon, we retrieved and reviewed studies related to the CAPS and the PCL. As Fonkoue et al [17] point out, the CAPS and the PCL have excellent psychometric properties with high interrater reliability, test-retest reliability, and internal consistency [18]. The scores of the CAPS and the PCL were also highly correlated and showed high diagnostic agreement [19,20]. The most likely cause of this phenomenon could be the different formats of these instruments, rather than their quality. The CAPS employs a structured interview that can only be administered by trained and experienced clinicians, whereas the PCL is a more convenient self-report assessment instrument that requires less time and resources.

As for the depression assessments, the results from both data sets indicate that although the BDI is still the most widely used assessment instrument (increasing from approximately 0.07 to 0.24 over the 16-year period), usage of the PHQ is increasing (from 0.05 to 0.27) and it may become the most prevalent instrument to assess depression symptoms. Compared with the STAI and the HAM-A, the PHQ was also the most commonly used instrument for anxiety symptoms. These results show that since 2009, the PHQ has become a widely accepted instrument to assess depression and anxiety. One possible reason for these findings may be that the PHQ-9 is a relatively new, simple, and freely available instrument [21].

There were also rating scales that had no alternatives among the most applied instruments, such as the Pittsburgh Sleep...
Quality Index to assess sleep, the Short Form Heath Survey to assess an individual’s health status, and the Impact of Event Scale to assess the influence of traumatic events. These instruments are regarded as the accepted scales for their respective assessment targets.

Compared with the time duration required for clinical research to be published (4 years on average), variations in the prevalence of instruments occur rapidly. The popularity of instruments such as the PHQ, CGI, SCID, DTS, and HAM-A changed by more than 50% in less than 3 years. In contrast, trends in the prevalence of popular instruments such as the CAPS and the PCL indicate that they are more stable. Considering the reliability of research outcomes as well as the stability and high acceptance of study measures, employing the scales that are more prevalent or trending upward is recommended when there are several alternatives that can meet research interests equally. This can also help to build a consensus regarding the assessment tools used in the field of PTSD.

Although we have tried to include as many PTSD-related clinical trials as possible in this study, there are some limitations to using ClinicalTrials.gov as a data resource: (1) this data source may not be able to represent all researchers studying PTSD; and (2) the studies included in ClinicalTrials.gov change over time (such as the inclusion of more small-scale trials), which may also result in temporal changes.

To overcome these limitations and validate the results obtained from ClinicalTrials.gov, we used the large-scale PubMed data set to conduct similar trend analyses. We found that the results obtained using the PubMed data set were highly consistent with those obtained from the ClinicalTrials.gov data set. In this manner, the results and conclusions of our approach can be reciprocally verified by the clinical trials and their corresponding publications. Although we aimed to conduct a trends analysis on all presently used instruments, this task was difficult to complete. Most of the instruments were applied for less than 6 years with a low usage rate, which resulted in many zero values and fluctuating trends in the prevalence indexes. To achieve a reliable conclusion, the temporal trends analysis only focused on the most popular instruments. Therefore, some instruments known to be relevant to PTSD are not mentioned in our results and discussions, such as the Composite International Diagnostic Interview (CIDI), a diagnostic measure for PTSD that was only used 5 times from 2005 to 2020. There are 12 years during which all the clinical trials in that year did not employ the CIDI in their studies (ie, prevalence index=0). The prevalence indexes for the CIDI in 2007, 2011, 2014, and 2015 were 0.0589, 0.0147, 0.0115, and 0.0112, respectively. Other relevant instruments such as the Posttraumatic Stress Syndrome Inventory and Short Inventory of Problems are not mentioned in this paper owing to the abovementioned reason.

In the future, more accurate natural language processing methods should be developed to recognize and extract instruments automatically from more databases. More integrated and comprehensive knowledge should also be collected. Based on this data and knowledge, comprehensive studies on instruments focusing on one condition can be conducted. The study objective, target population, and functions of the instruments should also be considered when recommending an instrument. A system that can automatically recommend suitable instruments for a certain study using statistical methods and indexes can be developed.

Conclusions

Using widely accepted and applied instruments can help improve the reliability of research results in PTSD-related clinical studies. Considering the long duration of each study as well as the large variety of study instruments, it is challenging for researchers or clinicians to select the most appropriate instrument according to updated knowledge or trends. In this study, we investigated the prevalence indexes of various PTSD-related instruments and conducted a temporal trend analysis for PTSD-related studies using data from clinical trials and PubMed. Our work aimed to determine the most prevalently used instruments in PTSD-related clinical studies while considering the assessment target and to reveal knowledge and trends. Furthermore, we discuss the reasons for these trends to provide updated information and supportive knowledge to researchers to help reach a consensus regarding the use of assessment tools. Our results also demonstrate the feasibility of conducting a temporal trends analysis on clinical studies and its potential to support research design and implementation.
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Abstract

Background: Models based on the uniqueness of addiction processes between behavioral addictions are highly contentious, and the inclusion of gaming disorder in the addiction nosography remains controversial. An exploratory approach could clarify a hypothesized common and subjectively identifiable process in addictive behaviors and the necessarily different expressions of the disorder due to behavior specificities, in particular the sociocultural characteristics and profiles of users.

Objective: The aim of this study was to describe the nature of contacts to a help service by exploring commonality and specificities of burden and help-seeking for problem gambling or gaming.

Methods: This was an observational quantitative-qualitative study. We included all contacts (ie, online questions and contacts by phone or chat when the helper completed a summary) to a helpline for gamers, gamblers, and relatives over a 7-year period. We constituted a text corpus with online questions and summaries of contacts by phone or chat. We collected basic sociodemographic data, including the device used to contact the service (phone or internet), contacting the service for oneself (“user”) or being a relative of a user and type of relative, gambling (yes/no), gaming (yes/no), and age and sex of the gambler/gamer. We describe the corpus descriptively and report the computerized qualitative analysis of online questions, chat, and summary of phone calls. We performed a descendant hierarchical analysis on the data.

Results: A total of 14,564 contacts were made to the helpline, including 10,017 users and 4547 relatives. The corpus was composed of six classes: (1) gaming specificities, (2) shared psychological distress and negative emotions, (3) the procedure for being banned from gambling, (4) the provided help, (5) gambling specificities, and (6) financial problems.

Conclusions: Negative emotions and shared distress linked to gambling and gaming support current scientific consensus that these behaviors can produce psychological distress in se; however, meaningful differences were observed in core symptoms of addiction between gamers and gamblers, beyond specificities related to the behavior itself: loss of control was elicited in the class corresponding to gambling specificities and not by gamers and their relatives.

(JMIR Ment Health 2021;8(11):e26521) doi:10.2196/26521
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Introduction

The International Classification of Diseases (ICD)-11 recognizes two behavioral addictions [1]: gaming and gambling disorders. The clinical descriptions of these disorders comprise three main dimensions: impaired control, increasing priority given to gambling/gaming, and continuation despite the occurrence of negative consequence. This classification implies common processes between different types of addiction in the development and maintenance of addiction. This commonality is proposed by models of behavioral addictions, such as the Interaction of Person-Affect-Cognition-Execution model [2], which presents addictive behaviors as consequences of the interactions between individual vulnerability factors, affective and cognitive responses to specific behavior, and executive functions. This model includes specificities related to the behavior itself that render them more attractive to individuals with certain psychological profiles. However, it does not include the social dimension of behaviors accounting for a social group’s greater propensity to use the same behavior as a commodity associated with the group’s identity, in contrast with other sociological approaches [3]. Models based on the uniqueness of addiction processes between behavioral addictions are highly contentious, and the inclusion of gaming disorder in the addiction nosography remains controversial [4]. Diagnosis criteria are debated [5], and some authors still consider problem gaming as a symptom of another mental disorder [6].

Beyond these models based on the uniqueness of addictive disorders, comparisons between addictive behaviors in the same study are scarce. Furthermore, the literature lacks a clear picture of the differences between potential addictive behaviors, particularly in the representation of the behavior itself, the associated disorder, and the inner experience and perception of the disorder by users and their relatives. Few studies have made comparisons between gaming and gambling. A previous qualitative study found significant overlap in the experience of people living with a substance use problem and a behavioral addiction/problem [7]. However, gaming and gambling differ at various levels: at the clinical level, assessing the importance of depression as a risk factor in gaming [8]; at the neuropsychological level, in terms of delay discounting and decision making [9]; at the neural level; and in the pharmacodynamic response to certain treatments [10]. However, there are also specificities linked to different profiles of users between the behaviors as commodities. Gaming is more widespread in adolescents and young adults, and the age of onset is earlier than that in gambling, where the average age of onset is around 34 years and the practice is prohibited among minors in most countries [11]. For instance, in a study among 824 adolescents, a prevalence of 3% was obtained of at-risk gaming, with a mean age of 14.5 years, and the majority reported a symptom course greater than 12 months [12]. This younger age range leads to specific cognitions in problem gamers [12].

These differences in profiles support the biopsychosocial model in addictions [13], where addictive behavior as a commodity is consumed by different populations and related disorders have a different representation in the general population [14] with different degrees of stigma, leading to specific clinical pictures and specific complaints from the addict population and relatives. However, these elements are surprisingly absent from the classifications, as illustrated by the absence of age specification in the clinical description of the ICD-11 for gaming disorder [15]. It is therefore important to focus on the difficulties experienced and described by the users themselves and their relatives [16]. The importance of exploratory approaches and qualitative research has also been emphasized by several authors [17,18].

The treatment gap is considerable in behavioral addictions, with fewer than 12% of pathological gamblers seeking help from a health professional [19]. The epidemiological data on gaming disorder are weak, but the prevalence is estimated to range from 0.5% to 10%. The care network and pathways are still being structured. No quantified data exist on the treatment gap in gaming disorder, but it is assumed to be even wider [20]. Nonface-to-face, telephone, and online support devices could help reduce this treatment gap [21], and could further help to collect information to describe a population to which clinicians and researchers have no other access. The debate over the criteria for gaming disorder could be redressed by the description of gaming difficulties by self-diagnosed problem gamers seeking help. There are also minimal data on nonface-to-face help-seekers in gambling and particularly in gaming. The current knowledge on gambling shows the preference of young gamblers for online devices [22], along with the greater reluctance among women to request help and their more difficult access to treatment [22-24]. A study of 168 gamers voluntarily contacting a help service [25] demonstrated the association of mood symptoms and severity of gaming disorder. However, no study has yet explored gaming- and gambling-related burdens collected through the same approach. An exploratory approach could clarify a hypothesized common and subjectively identifiable process in addictive behaviors and the necessarily different expressions of the disorder due to behavior specificities, in particular the sociocultural characteristics and profile of users (e.g., age, sex).

We performed a quantitative-qualitative analysis of all contacts to a nonface-to-face help service over 7 years. All contactors voluntarily called or wrote to the help service asking for help or counseling regarding gaming or gambling. No diagnostic or screening assessment was performed or required to access the help service. Our aim was to explore, without a priori assumptions, the burden of gaming and gambling cited by contacts to a help service by phone and internet. Our hypothesis was that we would find both commonalities and specificities in the burden linked to gaming and gambling problems from the perspectives of users and their relatives.

Methods

Population and Data Collected

We report the computerized qualitative analysis of all contacts to a public national help service in France for gamers, gamblers, and their relatives since its creation in 2010 until 2018. This governmental help service, “Joueurs Info Service,” is part of a global plan for information and prevention on alcohol, substance, gaming, and gambling addictive behaviors. This is
a national remote help service for gambling, gaming, and other addictions, and is also in charge of listing, updating, and making available to the public the national directory of specialized addiction structures. “Joueurs Info Service” is based on the rules of anonymity, confidentiality, neutrality, and nonjudgment in its missions of information, advice, support, and guidance of the public. Helpers are trained psychologists specialized in addictive behaviors. They empathically and actively listen to contactors and can refer them to another health facility if appropriate following their own clinical judgment. Summaries are written for phone calls and chats with helpers. These summaries do not follow a particular plan, and the level of detail and content of the summary is left to the discretion of the helpers, although they are encouraged to document the contact as exhaustively as possible. A single number and website for “Jeu Info Service” (in French, “jeu” encompasses both gambling and gaming) allows gamers, gamblers, and their relatives to talk to professional helpers by phone, chat, or written question with delayed answers. The same helpers respond to gambling and gaming contacts. We included all contacts from users and their relatives to the help service by phone when the helper completed a summary and online (ie, chat when the helper completed a summary and questions) when the helper considered contacts to be in the scope of the help service (ie, a problem with gambling and gaming: n=17,440 of a total 97,350 contacts). Noninclusion contacts were categorized by helpers as not within the scope of the helpline and were most commonly prank calls and errors (gamblers looking for the technical hotline of gambling websites). Included contacts were then people reporting having a problem with gambling, gaming, or a relative’s gaming or gambling behavior, and seeking help or counseling.

The merged corpus was composed of summaries of calls and chat discussions written by helpers, and the content of questions written directly by contactors. In the manuscript, the word “user” will designate both gamblers and gamers. Basic sociodemographic data were collected, including the device used to contact the service (phone or internet), contacting the service for oneself (“user”) or being a relative of a user and the type of relative, gambling (yes/no), gaming (yes/no), age of the gambler/gamer, age category (<25, 25 to <65, and >65 years), and sex of the gambler/gamer.

Data Analysis

A content text analysis was performed on the corpus using the open-source automated analysis software Iramuteq (version 0.7 alpha 2) according to the Reimart method [26], which is a descending hierarchical classification method to obtain stable classes of words. Classes of words were the most significant themes of the corpus, after a first lemmatization step, when all words (ie, nouns, verbs, adjectives, adverbs) were reduced to their radicals into “forms.” The Reimart method was performed as follows: (i) text segmentation into text segments of approximatively 3 lines; (ii) definition of a contingency table of forms (as defined above) and text segments; and (iii) descending hierarchical classification with a double classification of text segments grouping in an iterative partition that maximizes interclass inertia and minimizes intraclass inertia, so that classes were as homogeneous as possible within the class (ie, having text segments with the common pattern of forms) and as heterogeneous as possible between the classes (having less in common). This iterative partition stopped when the extracted interclass inertia was not improved by a new partition of the corpus [27]. The final number of classes was a priori undetermined. A dendrogram was generated.

Once these classes were identified, associations between classes and “passive” independent variables were tested. Passive independent variables were sociodemographic variables as described above, including gaming and gambling. The strength of association between the forms and the classes, and between the passive independent variables and the classes was determined by $\chi^2$ tests. Significant forms and variables are presented ($P<.01$). Given the size of the corpus, we chose to present only forms and variables with $\chi^2>100$ within a class. This automated text-mining approach generates similar themes to traditional qualitative content analysis, and is thus considered to be a reliable text analysis [28]. In this study, we purposely used a computerized automated analysis to limit any a priori assumptions on the burden linked to gambling/gaming and to ignore gambling and gaming categorizations so as to explore commonalities and specificities of these two fields: gaming and gambling variables were the only passive variables as explained above. Classes were then described according to context.

Ethics

Data collection was anonymous and declared to the National Commission for Data Processing and Liberties (CNIL number 1433300). Contactors were informed of data collection and analysis in the Terms and Conditions section of the website.

Results

Sample

A total of 17,440 contacts were made during the study period, 14,564 (83.51%) of which had written summaries. Figure 1 presents the flow chart of inclusion of contacts in the study. Contactors were predominantly users (10,017/14,564, 68.78%), with 4547 relatives, including 1654 life partners, 1206 parents, 478 children, 398 siblings, 280 friends, 221 other members of the family (179 boy/girlfriends, 35 grandparents, 90 others); 6 were not completed. Users were 58.9% male (n=57 not completed). In total, 1144 were aged <25 years, 7363 were aged 25-64 years, and 703 were aged >65 years (n=5352 not completed). Only 330 contactors (2.27%) contacted the service via internet. Gaming was noted in 388 contacts and gambling in 12,791 contacts.
The mean age of gambling users was 40.9 (SD 17.1) years and that of gaming users was 22.8 (SD 9.1) years. Relatives made up 75.3\% of contacts regarding gaming (n=292) and 29.60\% regarding gambling (n=3786).

**Statistics of the Corpus**

We counted 969,626 occurrences (ie, total number of words) in the corpus, and 19,119 forms and 18,428 analyzed forms. In total, 379 forms showed a frequency $\geq 100$. The top 10 forms (play, game/gamble, to go to, to ask for, money, euro, call, casino, to speak, to wish) were the triggers for making the contact, and gambling was highly represented. The following forms were related to emotional distress: addiction, help-seeking and referral, family members and contexts, financial difficulties, work, and gambling/gaming practice in itself.

**Reinart Descendant Hierarchical Analysis**

**Overview**

The corpus was automatically divided into 68,658 text segments. The analysis retained six different classes: 72.7\% of segments were classed into one of the six classes. Figure 2 represents the dendrogram of the Reinart descendant hierarchical analysis.

---

**Figure 1.** Flow chart of contacts. N/A: not available.

**Figure 2.** Dendrogram of the Reinart descendant hierarchical analysis.
Class 1: Gaming Specificities

This class of forms was mostly elicited by relatives of gamers (ie, $\chi^2$ values for relatives, gaming, and no gambling were respectively 2629.1, 3869.0, and 1424.6; $P<.001$). The gaming specificities class is characterized by child adverse events such as the death ($\chi^2$ for “death”=211.9, $\chi^2$ for “dead”=176.6; $P<.001$) or suicide ($\chi^2$=167.9, $P<.001$) of a loved one and the alcohol ($\chi^2$=188.7, $P<.001$) dependence of a parent or divorce ($\chi^2$=101.5, $P<.001$): “addicted to gaming for 8 years, which corresponds to his parents’ divorce” (parent of a male adult gamer via phone contact). Concerns of relatives were driven by missing school ($\chi^2$=184.9, $P<.001$) or a drop in grades (eg, “he’s been missing school more and more, his grades are dropping”; parent of a male gamer via phone contact) and violence ($\chi^2$=219.5, $\chi^2$ for violent=479.3; $P<.001$). Violence was significantly associated to this class. Relatives of gamers reported verbal and physical assault on furniture by the gamer, and both hetero- and self-aggressivity:

_He had a crisis and became violent toward her [...] he feels she’s depriving of his freedom. He threatened to hang him self or shoot himself in the head. _[Parent of male gamer via phone contact]

_Daily violence toward her mother as soon as she tries to set limits._ [Grandparent of a male gamer via phone contact]

Textbox 1. Quotes related to psychological distress and negative emotions (class 2).

Distress of the user expressed by relatives/life partners:

“He feels [about his life partner who gambles] a gap, an incomprehension, a feeling of powerlessness” (life partner of a male gamer via phone contact). “His parents can’t help but support him [financially], as they think that he feels lonely” (sister of a gambler via phone contact).

Feelings of powerlessness of the user expressed by relatives/life partners:

“Her husband gambles. When she tries to talk about it, he gets into a terrible rage” (life partner of a male gambler via phone contact).

“She is very angry with her sister-in-law because she gave money to help her and she doesn’t seem to care” (sibling of a female gambler via phone contact).

“The father wants to hit him and restrains himself [since he stole money for video games], the mother is angry and feels hatred toward him, they don’t understand what’s happening” (parent of a male gamer via phone contact).

Negative emotion and psychological distress expressed by users:

“He feels empty and feels like he’s lost years just gaming and hasn’t grown up” (male user, unspecified, via phone contact).

“This young woman is very concerned about normality and shows a strong feeling of guilt and shame” (female gambler via phone contact).

“He feels empty and feels like he’s lost years just gaming and hasn’t grown up” (male user, unspecified, via phone contact).

They also reported a global violent climate and violence from the parents of the gamer: “she stands between father and son fearing violence against each other” (parent of a male gamer via phone contact).

Class 2: Shared Psychological Distress and Negative Emotions

This class was not significantly associated to gambling or gaming but was associated with relatives, and especially life partners ($\chi^2$=24.9 and 327.5, respectively; $P<.001$), who described both their own distress and the distress of the user (see **Textbox 1** for representative quotes).
Class 3: Procedure for Being Banned From Gambling
This class was elicited by gamblers (overall $\chi^2$=475.0, to ban $\chi^2$=4199.0, $P<.001$; users, gambling, and no gaming $\chi^2$=325.7, 145.8, and 286.3, respectively; $P<.001$): “He has questions about gambling ban” (male gambler via phone contact).

Class 4: Provided Help
The class related to provided help was mostly elicited in contacts with users themselves (overall: $\chi^2$=189.7, $P<.001$; referral, help, address $\chi^2$=2991.4, 973.4, and 1600.3, respectively; $P<.001$): “I support and refer this user toward the clinical outpatient center […] because he says he bets more and more on horse races with less and less control” (male gambler via internet contact; question).

Class 5: Gambling Specificities
This class was mostly elicited by gamblers (ie, users and gambling: yes, $\chi^2$=2669.8 and 338.4, respectively; $P<.001$). The words “adrenalin,” “[not being able to] stop,” “can’t,” “control,” “desire to make money,” and “chasing” were significantly associated to this class and reflect symptoms of gambling disorder, especially the core symptom of addiction that is loss of control, and gambling expectations focused on excitement and making money. Textbox 2 includes quotes that illustrate this association.

Textbox 2. Quotes related to gambling specificities expressed by users (class 5).

"Says she’s addicted to gambling, can’t avoid gambling when she walks past a tobacconist’s shop” (female gambler via phone contact).

"He can’t get over the money he’s lost and keeps chasing losses” (male gambler via phone contact).

"He realizes that he is losing control. He is looking for the desire to make money but also the excitement of the risk of losing” (male gambler via phone contact).

"He explains very well what gambling provides: adrenalin, feeling of being surrounded” (male gambler via phone contact).

"Keeps chasing losses, and that’s all he thinks about all the time. He’s fed up and wants to stop” (male gambler via internet contact; chat).

"I’m exhausted, I’ve spent all my savings on gambling and I can’t stop it’s stronger than me… please help me…” (male gambler via internet contact; question).

The words "win" and “lose” were also significantly associated to this class, along with words related to the gambling practice in itself (eg, horse betting, sport betting, poker, scratch card, soccer, money, and to bet).

Class 6: Financial Problems
This class was more strongly elicited by relatives than by users themselves ($\chi^2$=887.3, $P<.001$) and barely in gambling ($\chi^2$=28.2, $P<.001$ for gambling and $\chi^2$=13.0, $P=.003$ for no gaming), especially life partners ($\chi^2$=820.0, $P<.001$): “The women is calling about her brother, who she just discovered has a casino addiction and a huge debt. The family is in shock” (sibling of a male gambler via phone contact). Critical financial situations and debts due to gambling were reported repeatedly along with suicidal thoughts: “says he has so many debts [due to gambling] that he feels there is no other solution than suicide” (male gambler via internet contact; chat).

Gamer spending remains anecdotal and repeatedly financed by theft, but does not fall into the category of financial damage: “this young man says that he is addicted to video games, he spends a lot of money and has stolen his grandfather’s credit card” (male gamer via phone contact).

Multimedia Appendix 1 presents the $\chi^2$ values (>100) between forms and the classes, and between the passive independent variables and the classes (all $P<.001$).

Discussion
Our quantitative-qualitative explorative study allowed for exploration without any a priori burdens linked to gaming and gambling in a large and exhaustive sample of contacts to a help service by phone or online. As hypothesized, some classes grouped both gaming and gambling, but others illustrated their specificities, both for the profiles of users and for core clinical symptoms.

Negative emotions described in class 2 regarded gaming and gambling for users and relatives. This class highlights that users or relatives of gamers and gamblers can experience psychological distress related to these behaviors. Current American Psychiatric Association and World Health Organization classifications mention as a prerequisite for gambling and gaming disorder that these behaviors lead “to clinically significant impairment or distress” [1,29], and align with expert consensus that these behaviors produce psychological distress in some people [30]. Our findings support this scientific consensus and the relevance of structuring care and facilitating access to care for these populations, while countering the assumptions of moral panic on gambling and gaming particularly. These negative emotions (especially guilt and loneliness) have been consistently described in addictions, particularly with regard to gambling disorder [31]. The feeling of incomprehension of the user’s own behavior and mental state, and of the user’s behavior regarding relatives had also been previously described in the context of gambling [31]. Our study illustrates that this feeling is shared in gamers and relatives, and is similar to the powerlessness to change or help. Interestingly, “loss of control,” as an escalation of behavior and failure of inhibition, was present in another class specific to gamblers, but was not associated to gaming. Thus, the specificities of gambling go beyond the practical aspect of games as a consumer product, touching on the addictive symptomatology. Loss of control, the core symptom of addiction, was not found to be associated with gaming in this study. This finding questions the recent assertion that gaming disorder is part of the addictive disorder framework in the ICD-11. Although loss of control
had been previously described as part of the disease in gaming disorder in qualitative research with a very small sample of nine gamblers using the grounded theory approach [32], our computerized analysis on a very large sample allowed us to move away from a priori models of addiction for understanding gaming and gambling disorders.

The difference in the onset of suicidal thoughts also puts into question the commonality between gaming and gambling disorder. In gambling, suicidal thoughts seemed to occur concomitantly to psychological exhaustion and the feeling of being pushed to the wall due to financial damage. These feelings have been consistently described in the literature [23,33]. In gaming, the suicide theme appeared indirectly during conflicts with parents. This finding supports previous studies suggesting predominant roles in gaming disorder development and maintenance of parental rejection, poor attachment modalities, and resulting poor self-esteem [34]. Moreover, childhood adverse events and a difficult family climate were broadly reported in class 1, which reflects gaming specificities, namely in younger users. Emotional trauma was recently described as an indirect path to gaming disorder through depressive symptoms [35]. The hypothesis of high involvement in gaming as an effort to cope has also been previously debated [36]. No causal inference can be drawn from this cross-sectional study; however, relatives repeatedly described a chronological link between an adverse event and the onset of gaming disorder. This could also reflect a reporting bias in that relatives, and particularly parents who comprised the majority of the gaming specificities class, are more prone to share family history, or that the helpline operatives asked more often about the familial context when the user was a gamer. Communication difficulties with parents were also widely reported. Parents’ anxiety and own depression, previously reported to be highly correlated to gaming disorder in children [37], could contribute to these particularities and especially to communication difficulties.

Relatives of gambling users frequently complained about financial difficulties, grouped in class 6, that often become their shared burden. This result supports previous findings that financial difficulties and familial conflicts were key help-seeking precipitators among gamblers [38]. In contrast, specific help-seeking precipitators in gamers were externalized behavior problems and drop in grades, reported in class 1. Externalized behavior problems have been previously linked to cumulative childhood trauma [39]. A future exploration of this link in gaming disorder could reinforce therapeutic strategies and highlight prevention.

Our study has several limitations. The imbalance between gaming and gambling and the proportion of relatives in the respective subsamples could have influenced the hierarchical classification; however, both gaming and gambling samples were very large compared with those reported in classical qualitative studies. Some contactors could have contacted the help service several times, although the anonymity of the facility prevented documentation of repeat contacts. Moreover, no structured diagnostic or clinical assessments were collected during the calls, and we cannot assume that all contacts regarded people with a clinical addictive disorder. We can only assume that the contactors felt the need to seek help regarding gambling or gaming.

In conclusion, negative emotions and shared distress linked to gambling and gaming support their classification as mental disorders in se, but meaningful differences were observed in core symptoms of addiction between gamers and gamblers, beyond specificities related to the behavior itself. Our findings support differences in the development and maintenance of gaming and gambling disorder and should been further explored in a process-oriented approach.
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Background: Social distancing and stay-at-home orders are critical interventions to slow down person-to-person transmission of COVID-19. While these societal changes help contain the pandemic, they also have unintended negative consequences, including anxiety and depression. We developed StayWell, a daily skills-based SMS text messaging program, to mitigate COVID-19–related depression and anxiety symptoms among people who speak English and Spanish in the United States.

Objective: This paper describes the changes in StayWell participants’ anxiety and depression levels after 60 days of exposure to skills-based SMS text messages.

Methods: We used self-administered, empirically supported web-based questionnaires to assess the demographic and clinical characteristics of StayWell participants. Anxiety and depression were measured using the 2-item Generalized Anxiety Disorder (GAD-2) scale and the 8-item Patient Health Questionnaire-8 (PHQ-8) scale at baseline and 60-day timepoints. We used 2-tailed paired t tests to detect changes in PHQ-8 and GAD-2 scores from baseline to follow-up measured 60 days later.

Results: The analytic sample includes 193 participants who completed both the baseline and 60-day exit questionnaires. At the 60-day time point, there were significant reductions in both PHQ-8 and GAD-2 scores from baseline. We found an average reduction of –1.72 (95% CI –2.35 to –1.09) in PHQ-8 scores and –0.48 (95% CI –0.71 to –0.25) in GAD-2 scores. These improvements translated to an 18.5% and 17.2% reduction in mean PHQ-8 and GAD-2 scores, respectively.

Conclusions: StayWell is an accessible, low-intensity population-level mental health intervention. Participation in StayWell focused on COVID-19 mental health coping skills and was related to improved depression and anxiety symptoms. In addition to improvements in outcomes, we found high levels of engagement during the 60-day intervention period. Text messaging interventions could serve as an important public health tool for disseminating strategies to manage mental health.

Trial Registration: ClinicalTrials.gov NCT04473599; https://clinicaltrials.gov/ct2/show/NCT04473599
Introduction

The COVID-19 pandemic is a significant public health crisis that has caused devastating physical illness and concurrent mental health challenges [1]. Public health measures, including stay-at-home orders and the closure of nonessential businesses, have been necessary to reduce transmission but have also disrupted social life by limiting social activities and physical interactions with one’s networks [2,3].

Societal changes to contain the COVID-19 pandemic have caused significant psychological distress worldwide in people of various backgrounds [1,4-6]. Studies showed lowered psychological well-being and increased depressive and anxiety symptoms among the general public compared to prepandemic rates [1]. In the United States, the risk of depression among adults increased 3-fold during the COVID-19 pandemic compared to before the pandemic [7]. Stressors associated with social distancing and loss of usual routines, including infection fear, financial insecurity, frustration, and a sense of isolation, had negative psychological impacts, including increased depression and anxiety symptoms [4]. These stressors also increased insomnia [8], decreased physical activity [9], and increased alcohol and substance use [10] in diverse global samples.

While the prevalence of anxiety and depression has increased in the general population, certain groups are at a higher risk of mental health disorders. Individuals with a greater risk for depression during the pandemic include those from lower socioeconomic backgrounds with insufficient economic resources, inadequate social support, and greater exposure to social stressors, such as pandemic-related job loss [7]. Furthermore, the pandemic has disproportionately affected the health of already-at-risk individuals such as those from low-income backgrounds, communities of color, and non–English-speaking groups [11].

Text messaging is a promising tool to deliver interventions that address the detrimental mental health effects of the COVID-19 pandemic [12-15], especially for underserved populations [16,17]. Texting, often viewed as the “workhorse” of digital and mobile health, is a widely used communication strategy that has been leveraged to deliver mental health interventions by relaying health information, skills-based messages, and self-monitoring messages to participants [16]. Text messaging interventions can help fill the gap between the need for and availability of mental health services, including behavioral health appointments, a gap that worsened during the pandemic [18]. Because 85% of all US adults and 76% of lower income adults own a smartphone, texting interventions have the capacity to reach a large and diverse group of people [19]. Expanding the reach of mental health programs is especially crucial since depression and anxiety symptoms have increased in the general population and intensified among those with existing mental health disorders and vulnerable communities.

Incorporating cognitive behavioral therapy (CBT) and skills-based text messaging interventions have proved feasible and acceptable among a diverse group of patients with affective disorders [20]. A significant body of research has established the effectiveness of CBT as an evidence-based, first-line treatment for mental health conditions such as depression and anxiety [21]. CBT has been implemented in diverse populations, including communities of color and individuals of lower socioeconomic status. Additionally, CBT is a focused, directive, and structured form of psychotherapy, making it well suited for delivery via digital platforms such as text messaging. Electronically delivered CBT is at least as effective as face-to-face CBT at reducing mental health symptoms [22].

In April 2020, we initiated the StayWell at Home intervention (ClinicalTrials.gov, NCT04473599), a 60-day skills-based daily text messaging program in accordance with principles of CBT [23]. This paper assesses the effects of StayWell on symptoms of depression and anxiety in a broad adult population living in the United States during the COVID-19 pandemic. Texts were based on two core components of CBT: behavioral activation (BA) and psychoeducation. BA aims to help people engage in enjoyable activities, reduce reliance on unhealthy coping mechanisms, and decrease avoidance of anxiety-provoking situations. By directing individuals to pleasurable and meaningful activities, BA can improve mood and decrease loneliness and isolation related to the pandemic. Providing psychoeducation around thoughts, feelings, and behaviors is also an important part of CBT. Messages focused on promoting adaptive cognitive approaches to pandemic-related stress and encouraged BA within the limits of social distancing. Maladaptive thoughts and behaviors can be identified and replaced to reduce the frequency and intensity of negative emotions. Further, information and reminders related to self-care, sleep, physical activity, and mindfulness may promote positive health behavior change and have beneficial effects on individuals’ psychological well-being. We hypothesize that participants in the intervention will report fewer depression and anxiety symptoms at the end of the intervention.

Methods

StayWell Trial Design

StayWell is a fully remote trial and has various designs: (1) a pre-post comparison, in which we assessed depression and anxiety symptoms for all patients before and after the intervention and (2) a randomized controlled trial with two
groups: Uniform Random (UR) messaging and a Reinforcement Learning (RL) messaging. Owing to a coding error in the algorithm, all participants received messages randomly (UR condition). Therefore, we altered the study’s main aims by focusing on the pre-post effects of participating in StayWell on depression and anxiety symptoms. The institutional review board of the University of California (UC) Berkeley reviewed and approved all study procedures.

Participants were enrolled in the StayWell trial using the HealthySMS platform—an automated text messaging platform developed by the authors [20,24]. HealthySMS has been successfully used with various low-income English- and Spanish-speaking populations to send automated text messages and manage participant responses using a secure, Health Insurance Portability and Accountability Act–compliant platform [20]. Participants received 2 messages daily for 60 days: 1 skills-based message and 1 message inquiring about their mood. The skills-based messages included tips on how to deal with worry and stress brought on by the COVID-19 pandemic. Half of these messages were based on BA strategies, and half were based on skill-based strategies. We developed the messages to highlight evidence-based practices used in depression and anxiety interventions that promote behavior change. Templates for these messages were developed from previous work conducted by authors SMD and AA [16]. The study team edited the original messages to fit the COVID-19 context and improve readability. The team also translated and culturally adapted messages in Spanish to expand the reach of the intervention.

Messages were sent daily at a random time between 9 AM and 6 PM. Three hours following the delivery of the skills-based messages, participants were sent a message inquiring about their mood on a scale of 1-9, with 9 being the best mood.

**UR Message Arm**

Participants received messages uniformly at random (ie, a microrandomized trial design [16]), where every day during the study treatment allocation was characterized by a full factorial design with two factors: skills-based messages (M) and the time frame (T) when the message was sent. M has 2 levels (BA and skill-based), and T has 3 levels (9 AM-12 PM, 12 PM-3 PM, and 3 PM-6 PM). Participants received 1 daily skills-based message and 1 daily mood message that did not vary.

**Data Collection**

Adult Spanish and English speakers aged 18 years and older who had a mobile phone were recruited via web-based media advertisements on Facebook, Craigslist, and university websites (UC Berkeley and UC San Francisco) to participate. Data were collected through a web-based Qualtrics survey and HealthySMS. Participants were excluded if they used a web-based text messaging app or were outside of the United States. Web-based text messaging apps are more prone to scams on the internet and facilitate the creation of multiple phone numbers for 1 participant. The study lasted from April to December 2020. The CONSORT (Consolidated Standards for Reporting Trials) flow diagram for data collection is shown in Figure 1.

**Figure 1.** CONSORT (Consolidated Standards of Reporting Trials) flow diagram of the data collection process.
Recruitment

We designed web-based advertisements to target vulnerable populations, including low-income groups and people of color, who are disproportionately impacted by the COVID-19 pandemic in the United States. Using a user-centered design, we created 16 user personas. A persona is a fictional characterization of a user, which includes specific characteristics and demographics found in the target population [25]. The personas informed the title, picture, and reason for participating in the study used on each advertisement and the characteristics used for detailed targeted advertising, which is available on Facebook advertisements.

Enrollment

To prevent web-based scams and fraud, interested subjects were sent to a Qualtrics survey to assess eligibility criteria and human identity through a built-in captcha. Eligible participants were then sent a unique weblink to a baseline assessment. Using a different Qualtrics survey, participants consented and answered demographic questions and other measures of interest. Upon completion, participants were enrolled in an automated text messaging intervention for 60 days. On day 61, participants were sent an exit assessment where they were asked the measures of interests originally asked at baseline. Participants were paid US $20 at the end of the study for completing study questionnaires.

Outcome Measures

Our primary outcomes, including the 8-item Patient Health Questionnaire 8 [26] and the 2-item Generalized Anxiety Disorder 2 [27] (GAD-2) scale, were collected through a Qualtrics survey at pre- and postintervention.

Secondarily, we were interested in assessing engagement in the intervention by measuring response rates to mood rating messages and calculating how many participants stopped the text messaging.

Hypotheses

We will conduct a pre-post comparison among all participants. The depression score measured using the 8-item Patient Health Questionnaire (PHQ-8) and the anxiety score measured using the 2-item Generalized Anxiety Disorder (GAD-2) scale will be improved over the 60-day study.

Power Analysis

The sample size calculation was performed in a previous protocol paper [23], which includes 2 aims. This paper only considers the primary aim. At a medium standardized effect size (ie, Cohen $d=0.5$), a sample size of 64 participants is required to detect an improvement of either the depression or anxiety score from baseline to 60-day at 80% power and 5% level of significance. The sample size of this study was 193 participants, which is based on the secondary aim. The secondary outcome focuses on the proximal effect of daily improvement on the mood rating. However, the analysis will be presented in a separate manuscript.

Statistical Analysis

Main Analyses

To detect the change in depression (PHQ-8) and anxiety (GAD-2) scores from baseline to follow-up measured 60 days later, we used 2-tailed paired t tests. The normality assumptions for the change in each score are validated using the corresponding histogram plots, which are relatively symmetric. The goodness of fit to normal distribution was validated using the Anderson-Darling test, while skewness for normality was validated using the Shapiro-Wilk skewness test [28].

Exploratory Analyses

We used simple linear regression analysis to model the change in PHQ-8 and GAD-2 scores as a function of participants’ response rates (ie, the proportion of mood messages answered) to determine whether the improvements in depression and anxiety are predicted by engagement with the intervention. Furthermore, to determine whether any other covariates predict the effects of the StayWell intervention, we used multivariable linear regression analysis to model the change in PHQ-8 and GAD-2 scores (ie, scores at follow-up minus scores at baseline) as a function of demographic predictors, response rates, self-rated health, and the change in COVID-19 weekly rolling average case rates in each participants’ county of residence. Demographic predictors include education (at least high school, some college, college, or graduate degree), age, gender (female, male, or other), language (English or Spanish), and employment (full-time, part-time, unemployed, or other). Self-rated health includes poor/fair, good, very good, and excellent. The weekly rolling average of daily new confirmed cases per 100,000 population is calculated for the day in which participants enroll and exit the program by averaging the values of that day, 3 days prior, and 3 days thereafter. We then used the change in COVID-19 case rates at 60-day follow-up from the baseline date for each participant.

Results

Results Overview

A total of 303 people entered the study and received text messages. Of these, 12 were recruited via ClinicalTrials.gov, 75 via Craigslist, 184 via Facebook, and 32 by texting the StayWell phone number. We show the distribution of baseline characteristics in Table 1. Most baseline respondents were female (76.0%) and spoke English (88.4%). While almost half of the respondents identified as White or Caucasian (47.9%), the sample was relatively diverse with 20.5% Latinx, 13.2% Asian or Pacific Islander, 11.5% multietnic, and 6.6% Black or African American participants. Of the baseline participants, 193 also completed an exit questionnaire and were included in the main analysis.
Table 1. Baseline demographic and clinical characteristics (N=303).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>33.3 (11.0)</td>
</tr>
<tr>
<td>Females, n (%)</td>
<td>230 (76.0)</td>
</tr>
<tr>
<td><strong>Language, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>268 (88.4)</td>
</tr>
<tr>
<td>Spanish</td>
<td>35 (11.3)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time (greater than or equal to 35 hours/week)</td>
<td>137 (45.2)</td>
</tr>
<tr>
<td>Part-time (less than 35 hours)</td>
<td>61 (20.1)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>28 (9.2)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>50 (16.5)</td>
</tr>
<tr>
<td>Disabled/on disability</td>
<td>12 (4.0)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (4.6)</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>40 (13.2)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>20 (6.6)</td>
</tr>
<tr>
<td>White or Caucasian</td>
<td>145 (47.9)</td>
</tr>
<tr>
<td>Latino(a) or Hispanic</td>
<td>62 (20.5)</td>
</tr>
<tr>
<td>Multiethnic</td>
<td>35 (11.5)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Between 6th and 8th grade</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Some high school</td>
<td>10 (3.3)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>29 (9.6)</td>
</tr>
<tr>
<td>Some college or technical school</td>
<td>94 (31.0)</td>
</tr>
<tr>
<td>College graduate</td>
<td>103 (34.0)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>66 (21.8)</td>
</tr>
<tr>
<td><strong>Paying for basics (eg, food, housing, medical care, and heating) is, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Very hard</td>
<td>119 (39.3)</td>
</tr>
<tr>
<td>Sometimes hard</td>
<td>137 (45.2)</td>
</tr>
<tr>
<td>Not hard at all</td>
<td>47 (15.5)</td>
</tr>
<tr>
<td><strong>Self-reported health, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>8 (2.6)</td>
</tr>
<tr>
<td>Very good</td>
<td>41 (13.5)</td>
</tr>
<tr>
<td>Good</td>
<td>89 (29.4)</td>
</tr>
<tr>
<td>Fair</td>
<td>103 (34.0)</td>
</tr>
<tr>
<td>Poor</td>
<td>61 (20.1)</td>
</tr>
<tr>
<td><strong>Psychological outcomes, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Depression (PHQ-8&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>9.41 (5.79)</td>
</tr>
<tr>
<td>Anxiety (GAD-2&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>2.71 (1.87)</td>
</tr>
<tr>
<td><strong>Impact of COVID-19 (1=completely disagree, 5=completely agree), mean (SD)</strong></td>
<td></td>
</tr>
</tbody>
</table>
Table 2 displays the raw scores and the distributions of change in depression (PHQ-8) and anxiety (GAD-2) scores at 60 days from baseline for respondents who completed the baseline and exit surveys, respectively. The data in Table 2 indicate that average PHQ-8 and GAD-2 scores decreased significantly from baseline to the end of the study, suggesting improvements in depression and anxiety symptoms. There was a reduction in the mean PHQ-8 and GAD-2 scores of 18.5% and 17.2%, respectively, at 60 days compared to the baseline scores. The normality assumption of each score change is valid.

### Table 2. Changes in the 8-item Patient Health Questionnaire and 2-item Generalized Anxiety Disorder scale scores for individuals who completed both the baseline and 60-day assessment (n=193).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Scores</th>
<th>P value</th>
<th>Change from baseline, %</th>
<th>Mean difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline score, mean (SD)</td>
<td>60-day score, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-item Patient Health Questionnaire</td>
<td>9.30 (5.70)</td>
<td>7.58 (5.27)</td>
<td>18.50</td>
<td>−1.72 (−2.35 to −1.09)</td>
</tr>
<tr>
<td>2-item Generalized Anxiety Disorder scale</td>
<td>2.80 (1.89)</td>
<td>2.32 (1.83)</td>
<td>17.20</td>
<td>−0.48 (−0.71 to −0.25)</td>
</tr>
</tbody>
</table>

To evaluate the generalizability of our data in terms of anxiety and depression prevalence and symptoms in our baseline samples, we compared the clinical parameters between participants who only responded to the baseline survey versus those who responded to both the baseline and 60-day surveys (Tables 3 and 4). Likely major depressive disorder and likely GAD were assessed using cutoff scores of ≥10 on the PHQ-8 and ≥3 on the GAD-2, respectively. There was no significant difference (for all, P > .05) in clinical parameters between people who only responded to the baseline survey and those who responded to the baseline and 60-day assessment. This suggests that the mental health burden was similar between our study sample and individuals who did not complete the 60-day survey.

### Table 3. Comparison of the prevalence rates of the risk for generalized anxiety disorder and likely major depressive disorder between subscribers who only completed the baseline survey and those who completed both the baseline and 60-day surveys.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Prevalence at baseline, n/total responses (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subscribers who completed the baseline assessment but not the 60-day assessment (n=303)</td>
<td>137/303 (45.21)</td>
<td>0.039 (1)</td>
<td>.84</td>
</tr>
<tr>
<td>Subscribers who completed both the baseline and 60-day assessments (n=193)</td>
<td>89/193 (46.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Likely major depressive disorder (8-item Patient Health Questionnaire score ≥ 10)</td>
<td>At risk for generalized anxiety disorder (2-item Generalized Anxiety Disorder scale score ≥ 3)</td>
<td>135/303 (44.55)</td>
<td>0.052 (1)</td>
</tr>
<tr>
<td>88/193 (45.60)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Comparison of the mean scores on the 2-item Generalized Anxiety Disorder scale and the 8-item Patient Health Questionnaire between participants who only completed the baseline survey and subscribers who completed both the baseline and 60-day surveys.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Score at baseline, mean (SD)</th>
<th>P value</th>
<th>Independent samples t test (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8-item Patient Health Questionnaire</td>
<td>9.41 (5.79)</td>
<td></td>
<td>0.208 (414)</td>
</tr>
<tr>
<td>2-item Generalized Anxiety Disorder scale</td>
<td>2.71 (1.87)</td>
<td></td>
<td>0.520 (406)</td>
</tr>
</tbody>
</table>
To determine whether the changes in PHQ-8 and GAD-2 scores remain constant after accounting for participants’ engagement in the intervention, we used a simple linear regression model (Table 5) with participants’ fraction of mood messages answered (ie, response rates) as the main predictor. The outcome was the change in GAD-2 and PHQ-8 scores at 60 days from the baseline; thus, a negative coefficient indicates a greater improvement (larger decrease in scores) in anxiety and depressive symptoms than the reference group. We found that even when accounting for engagement in StayWell, the average improvements in both PHQ-8 and GAD-2 scores remain significant. The average improvements in PHQ-8 and GAD-2 scores controlling for engagement are –2.7 points (P=.001) and –0.78 points (P=.01), respectively.

To assess the influence of other factors (COVID-19 infection rates, self-rated health, and other demographic variables) on GAD-2 and PHQ-8 score improvements, we conducted a post hoc exploratory analysis (Table 6). This analysis also adjusts for response rates. Eight individuals lacked a valid zip code and were excluded from the analysis. Compared to females, the change in PHQ-8 score at 60 days from baseline was 2.4 points larger (P=.01) among males, adjusting for all other covariates; this suggests that males experienced relatively lesser improvement in depression symptoms. Having very good self-rated health was associated with less improvement in anxiety symptoms (increase of 0.83 in the GAD-2 score, P=.04) at 60 days from baseline compared to those with poor health and adjusting for covariates.

As a sensitivity analysis, we conducted 2 separate 1-way analysis of variance to assess the differences in the average change in PHQ-8 scores between genders and explore the association between self-rated health and the average change in GAD-2 scores. Our results show that gender had a significant effect on the change in PHQ-8 scores at 60 days from baseline (F2,190=4.106; P=.02). This suggests that there are true differences in the average improvement in PHQ-8 scores among male- and female-identifying participants. However, the mean change in GAD-2 scores did not differ between self-rated health categories (F3,180=2.954; P=.37). Thus, we cannot conclude that there are differences in the average improvement in GAD-2 scores by self-rated health.

The results in Table 2 show that both the depression and anxiety scores decreased over the 60-day period. Table 5 shows that the changes in both scores remained significant, adjusting for the response rate, as determined using a simple linear regression model (PHQ-8, P=.01 and GAD-2, P=.50). We also found that participants’ response rates are not significant predictors of improved PHQ-8 and GAD-2 scores (Table 5 and Table 6). In Table 6, we adjusted for the response rate and other demographic and clinical variables using a multivariable linear regression model, and we observed that the change in depression scores remained significant, but the change in anxiety score was not significant. However, we had previously modeled the change in PHQ-8 and GAD-2 scores by only adjusting for demographic and clinical variables, and the change in GAD-2 scores was also not significant (Multimedia Appendix 1). Therefore, the nonsignificant results for the change in GAD-2 scores are not necessarily attributed to the response rates.

Table 5. Simple linear regression model: responding predictor of the changes in the 8-item Patient Health Questionnaire and 2-item Generalized Anxiety Disorder scores at the 60-day exit from baseline for participants who completed both surveys.

<table>
<thead>
<tr>
<th>Change in scores</th>
<th>Intercept, coefficient (95% CI)</th>
<th>Response rate, % (95% CI)</th>
<th>Observations, n</th>
<th>Adjusted R²</th>
<th>SE (df)</th>
<th>F test (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8-item Patient Health Questionnaire</td>
<td>–2.7 (–4.3 to –1.1)a</td>
<td>0.01 (–0.01 to 0.04)b</td>
<td>193</td>
<td>0.003</td>
<td>4.42 (191)</td>
<td>1.66 (1,191)</td>
</tr>
<tr>
<td>2-item Generalized Anxiety Disorder Scale</td>
<td>–0.78 (–1.40 to –0.16)c</td>
<td>0.00 (0.00 to 0.01)d</td>
<td>193</td>
<td>0.0002</td>
<td>1.67 (191)</td>
<td>1.03 (1,191)</td>
</tr>
</tbody>
</table>

aP=.001.
bP=.20.
cP=.01.
dP=.30.
### Table 6. Multivariable linear regression models: demographic, clinical, and engagement predictors of the changes in score in the 8-item Patient Health Questionnaire and 2-item Generalized Anxiety Disorder scale at the 60-day exit from baseline for participants who completed both surveys.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Change in the 8-item Patient Health Questionnaire score&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Change in the 2-item Generalized Anxiety Disorder scale score&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (95% CI)</td>
<td>Coefficient (95% CI)</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>P value</td>
</tr>
<tr>
<td>Intercept</td>
<td>–4.84 (–8.4 to –1.3)</td>
<td>–0.46 (–1.8 to 0.87)</td>
</tr>
<tr>
<td>Weekly COVID-19 case rates per 100,000 population</td>
<td>–0.01 (–0.04 to 0.02)</td>
<td>0.00 (–0.01 to 0.01)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least high school</td>
<td>__c</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>0.68 (–1.60 to 2.90)</td>
<td>–0.62 (–1.5 to 0.23)</td>
</tr>
<tr>
<td>College</td>
<td>1.60 (–0.65 to 3.80)</td>
<td>–0.63 (–1.5 to 0.22)</td>
</tr>
<tr>
<td>Graduate school</td>
<td>1.20 (–1.3 to 3.70)</td>
<td>–0.93 (–1.9 to 0.02)</td>
</tr>
<tr>
<td><strong>Self-rated health</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor/fair</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>1.30 (–0.92 to 3.50)</td>
<td>0.69 (–0.15 to 1.50)</td>
</tr>
<tr>
<td>Very good</td>
<td>2.00 (–0.11 to 4.10)</td>
<td>0.83 (0.04 to 1.60)</td>
</tr>
<tr>
<td>Excellent</td>
<td>1.40 (–1.10 to 3.90)</td>
<td>0.42 (–0.52 to 1.40)</td>
</tr>
<tr>
<td>Age</td>
<td>–0.01 (–0.07 to 0.05)</td>
<td>–0.02 (–0.04 to 0.01)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2.40 (0.52 to 4.20)</td>
<td>0.45 (–0.24 to 1.10)</td>
</tr>
<tr>
<td>Other</td>
<td>–2.80 (–8.00 to 2.40)</td>
<td>0.08 (–1.90 to 2.00)</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part-time</td>
<td>0.44 (–1.40 to 2.30)</td>
<td>0.45 (–0.25 to 1.20)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>–0.44 (–2.40 to 1.50)</td>
<td>0.13 (–0.60 to 0.86)</td>
</tr>
<tr>
<td>Other</td>
<td>0.00 (–1.90 to 1.90)</td>
<td>–0.18 (–0.89 to 0.54)</td>
</tr>
<tr>
<td><strong>Language</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>1.00 (–1.30 to 3.30)</td>
<td>0.63 (–0.23 to 1.50)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Response rate=0.01% (185 observations); adjusted $R^2$=0.02; SE 4.41 ($df=169$); $F_{15,169}$=1.24.

<sup>b</sup>Response rate=0.00% (185 observations); adjusted $R^2$=0.03; SE 1.66 ($df=169$); $F_{15,169}$=1.56.

<sup>c</sup>—: not determined.

### Engagement With the Text Messages

Participants answered the mood text messages on average 60.0% of the time (ranging from 0% to 100%). Furthermore, 21 people did not respond to any mood-related messages, and 13 participants opted out of text messaging by texting "STOP" to our system. The 303 baseline participants were in the study for a range of 2 to 72 days (mean 59 days). Seventy participants went beyond the 60-day time frame owing to a system glitch; these participants were in the study for an average number of 63 days.

### Discussion

#### Principal Findings

Participants who received the StayWell text messaging program showed improved depression and anxiety symptoms at completion of the program (60 days) on average. These results are similar to those of previous studies utilizing text messaging as a public mental health intervention to counteract the deleterious emotional and mental health effects of the COVID-19 pandemic in Canada [12-15]. Additionally, engagement with our texting study (2 messages per day) was relatively high. Response rates averaged to 60% in the daily...
It was important to assess whether other factors (local COVID-19 infection rates, self-rated health, and other demographic variables) influenced the positive outcomes; however, we found that improvements in GAD-2 scores were not related to other measured variables. We found a greater improvement in PHQ-8 scores for female-identifying participants, but improvements held despite local infection rates or other demographic factors. These findings suggest that women may experience greater benefits in their depression symptoms from participating in the StayWell program. Nonetheless, it is particularly notable that weekly local infection rates were not related to changes in outcomes. For example, it is possible that decreases in symptoms could be influenced by reductions in local infection rates and accompanying lowered concerns of infection or reduction in policies such as stay-at-home orders. However, improvements in PHQ-8 scores persisted after accounting for changes in weekly infection rates and other covariates, suggesting that the intervention improved symptoms beyond the influence of any change in the severity of the COVID-19 pandemic in participants’ area of residence.

Over a third (36.3%) of participants did not complete the final assessment, and we took steps to assess how noncompletion impacted our results. First, we assessed whether reductions in depression and anxiety symptoms remained after controlling for participants’ response rates, and our findings suggest that the intervention may be beneficial overall even if participants do not respond. It is possible that reading messages can be beneficial even if participants do not respond to subsequent mood ratings. On average, participants who completed the study had a significantly higher response rate to mood rating messages (70%, 42/60 responses) than those who dropped out (35%, 21/60 responses) \( P < .001 \). Despite no significant differences in baseline mood ratings, PHQ-8, or GAD-2 scores between completers and noncompleters, those who completed the final assessment had increased daily mood ratings (0.0037; \( P < .001 \)), whereas those who did not complete the final assessment reported decreases in mood ratings (difference of 0.0041 from 0.0078 to 0.0037; \( P < .001 \)). Therefore, it is possible that people with worsening symptoms respond less often or that less engagement is related with worse outcomes. It is possible that the study outcomes are biased on the basis of the mood rating post hoc analyses (attrition bias); however, this is in contrast with significant differences in outcomes remaining after controlling for the response rate. Ideally, we would be able to assess any differences in primary outcomes (PHQ-8 and GAD-2 scores), but we do not have those data for participants who dropped out of the study. This provides a mixed picture but suggests that it is more likely that participants experiencing worsening symptoms drop out of the study more often.

As stated in the trial protocol, an additional aim of this study was to test whether a reinforcement learning algorithm could improve personalization and outcomes beyond randomly selecting messages within different categories (behavioral activation and coping skills). Considering technical difficulties, we could not randomize participants into the distinct conditions, and all participants received the same intervention (random message condition). To prevent technical errors, future studies using RL should incorporate pilot work before commencing the trial to check for errors; however, we were unable to do so because we needed a quick roll-out during the pandemic. Further studies are needed to compare the effectiveness of personalizing messages using a reinforcement learning algorithm to that of a random message condition. Other studies in progress may be better suited to answer questions related to the impact of reinforcement learning models’ utility for improving personalization [23].

**Strengths**

This study had a racially/ethnically diverse sample in the United States, which included 11.3% of Spanish speakers. On average, participants entered the study with mild/moderate symptoms of depression, which improved to mild symptoms at the end of the intervention period. While reductions in PHQ-8 and GAD-2 were not large, the low-intensity intervention approach is highly scalable and can accommodate a large number of people. This study also shows that participants are open to receiving 2 messages per day, including one mood response, while maintaining a high response rate (60%). Lastly, the longitudinal data collected provides opportunities for further inquiry into daily mood ratings and response rates.

**Limitations**

The main limitation of this study is the lack of a control group with no or an inactive intervention. Given the impacts of the COVID-19 pandemic on mental health, the study team felt that it was unethical to withhold mental health support at this time. In addition, we were interested in assessing whether the intervention might be improved by applying a reinforcement learning algorithm to personalize messages, but technical errors prevented us from examining this. Lastly, a significant portion of the sample did not complete the final assessment, which may result in attrition bias, and further exploration of the engagement-outcome relationship is merited.

**Implications for Future Studies**

Our study provides support for low-intensity text messaging interventions to improve mental health at the population level. Our data show the feasibility of sending 2 messages a day and asking for daily mood responses. Texting and other mobile interventions could serve as ways to identify individuals in need of more intensive intervention on the basis of reported daily mood ratings. Future studies should continue to assess the impacts of text messaging and related mobile health interventions for mental health and continue to assess methods including machine learning to improve personalization.

**Conclusions**

Participation in a CBT-based text messaging program focused on COVID-19 cognitive flexibility, and behavioral activation and acceptance were related to improved depression and anxiety symptoms. In addition to improvements in outcomes, this study reported high levels of engagement during a 60-day intervention that sent 2 messages per day. Text messaging interventions...
could serve as an important public health tool to disseminate strategies for managing mental health.
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Abstract

Although nonsuicidal self-injury (NSSI)—deliberate damaging of body tissue without suicidal intent—is a behavior that occurs in interaction with real-world contexts, studying NSSI in the natural environment has historically been impossible. Recent advances in real-time monitoring technologies have revolutionized our ability to do exactly that, providing myriad research and clinical practice opportunities. In this viewpoint paper, we review new research pathways to improve our ability to understand, predict, and prevent NSSI, and provide critical perspectives on the responsibilities inherent to conducting real-time monitoring studies on NSSI. Real-time monitoring brings unique opportunities to advance scientific understanding about (1) the dynamic course of NSSI, (2) the real-time predictors thereof and ability to detect acute risk, (3) the ecological validity of theoretical models, (4) the functional mechanisms and outcomes of NSSI, and (5) the promotion of person-centered care and novel technology-based interventions. By considering the opportunities of real-time monitoring research in the context of the accompanying responsibilities (eg, inclusive recruitment, sound and transparent research practices, participant safety and engagement, measurement reactivity, researcher well-being and training), we provide novel insights and resources to open the black box of daily life in the next decade(s) of NSSI research.
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Introduction

Nonsuicidal self-injury (NSSI), defined as the direct and deliberate damage of one’s body tissue without suicidal intent (eg, cutting and hitting oneself) \cite{1}, is a behavior seemingly at odds with the principles of minimizing pain and maximizing pleasure, which guide most human behaviors. One in 5 people engage in NSSI at least once before the age of 25 years \cite{2,3}, and doing so increases their risk for future suicidal thoughts and behaviors and mental health conditions \cite{4,5} and other adverse developmental outcomes \cite{6-8}. Unfortunately, few individuals access support for their NSSI \cite{9}, with many young people who self-injure not finding their way to treatment \cite{10}. Together, these findings highlight NSSI as behavior that warrants greater awareness and a better understanding—a viewpoint that the American Psychiatric Association formally emphasized by including NSSI as a “condition requiring further study” in the fifth edition of the Diagnostic and Statistical Manual of Mental Disorders \cite{11}.

Taking stock of the research published in the past decade reveals substantial advances in our understanding of the epidemiology, phenomenology, and developmental course of NSSI \cite{2,3,10,12}. Longitudinal cohort studies have substantially advanced knowledge regarding intrapersonal and interperson al risk and protective factors that clarify who is at the highest risk for developing \cite{13,14} and continuing NSSI behavior during...
adolescence and emerging adulthood [10,15,16]. Unfortunately, our understanding of when young people are at risk of NSSI in everyday life has not progressed similarly. We see 3 main reasons hindering this knowledge progression. First, it is an ecological fallacy to believe that a nomothetic approach that provides between-group knowledge about who is relatively at high risk throughout adolescence and emerging adulthood can be translated to the here and now at the individual level [17,18]. Indeed, knowing that someone is developmentally at risk to engage in NSSI (eg, due to a history of victimization) [19] tells us little about when that person is most likely to self-injure in everyday life. Second, nearly all longitudinal research studies used observation windows from months to years to clarify developmental risk [20]. However, retrospectively aggregating data over months to years (eg, Have you self-injured since last year?) lacks the temporal precision to detect individual risk within minutes-to-hours. Third, and perhaps most importantly, researchers have historically been constrained by practical restrictions that rendered frequent assessments of NSSI in individuals’ daily life virtually impossible. Nevertheless, in a new era of precision medicine, if we are to enable individualized intervention when and where it is most needed, then research needs to take an idiographic approach in which risk stratification repeatedly occurs in the natural environment with individuals serving as their own control [18].

Out of the Laboratory and Into Everyday Life

Recent advances in digital technology now make it possible for researchers to take such an idiographic approach, shifting research from the laboratory into the everyday environment where NSSI thoughts, urges, and behaviors occur. Real-time monitoring (also called experience sampling or ecological momentary assessment) is a structured self-report diary technique in which individuals provide information on their situational context, feelings, thoughts, and behavioral patterns in the flow of daily life [21,22]. Self-report questionnaires are completed multiple times throughout the day for several days or weeks. Participants are prompted to fill in questionnaires either during predetermined intervals of time (eg, every 2 hours, interval-contingent sampling) at random unpredictable moments (ie, signal-contingent sampling) or following an event of interest (ie, event-contingent sampling) [23]. Daily diaries are a particular case of interval-contingent sampling in which assessments occur only once and typically at the end of each day. Real-time monitoring methods are not a new methodology [24], with roots in ecological psychology, which argues that behavior can only be understood when investigated in the context in which it occurs [25]. Although initial real-time monitoring studies of NSSI relied upon pagers and personal digital assistants [26,27], the ubiquity of mobile smartphones in today’s society [28] has made it practically feasible for the broader research community to study NSSI and its contextual determinants in everyday life. The increased practicality of real-time monitoring methods offers a promising avenue to answer critical questions and engage researchers and clinicians in collaborative discussions. However, real-time monitoring methods, which focus on NSSI, also present significant ethical and practical challenges.

Given that real-time monitoring research is burgeoning [29-31], it is timely to consider the valuable new directions in which the field could be heading when studying NSSI outside the laboratory, in everyday life. In 2019, the International Society for the Study of Self-Injury established a Consortium for Research on Self-Injury in Everyday Life to help build expertise and capacity in a rapidly growing field [32]. In this Viewpoint paper, arising from the work of the consortium, we (1) review new research pathways that use real-time monitoring methods to improve our ability to understand, predict, and prevent NSSI, and (2) provide critical perspectives on the responsibilities inherent to conducting real-time monitoring studies on NSSI. In doing so, we identified crucial open questions that require further investigation and offer guidance and concrete recommendations for future studies.

Opening the Black Box of Daily Life Brings Exciting New Opportunities for Science and Practice

In this section, we outline 5 key opportunities that real-time monitoring provides for advancing our ability to understand, predict, and prevent NSSI thoughts, urges, and behaviors in the lives of those at risk (Textbox 1).

Textbox 1. Five key opportunities of real-time monitoring.

<table>
<thead>
<tr>
<th>New opportunities created by opening the black box of daily life in nonsuicidal self-injury research:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Better understanding of the short-term course of nonsuicidal self-injury thoughts, urges, and behavior through direct observation and precise measurement.</td>
</tr>
<tr>
<td>• Advance knowledge of individual-level predictors of nonsuicidal self-injury thoughts, urges, and behavior and the ability to accurately detect idiographic risk.</td>
</tr>
<tr>
<td>• Test existing theories and develop new models that bridge the idiographic and nomothetic divide and explain who is at risk and when.</td>
</tr>
<tr>
<td>• Generate insights into the functional mechanisms and relationship of dynamic patterns with day-to-day and meaningful longer term developmental changes and outcomes.</td>
</tr>
<tr>
<td>• Promote person-centered care and deployment of personalized prevention and novel digital interventions.</td>
</tr>
</tbody>
</table>
Opportunity 1: A Better Understanding of the Short-term Course of NSSI Thoughts, Urges, and Behavior Through Direct Observation and Precise Measurement

Real-time monitoring enables rigorous descriptive research about the course of NSSI thoughts, urges, and behaviors. Initial work has demonstrated that NSSI thoughts frequently occur among individuals who self-injure but are usually short-lived and are of moderate intensity [27,33,34]. The propensity to experience intense and persistent NSSI thoughts has been found to increase throughout the day [34], with thought intensity fluctuating considerably from hour to hour for some individuals [35]. However, future work is needed to replicate these findings and many questions remain, including dynamics over even shorter timescales (ie, within seconds/minutes), whether different thought profiles can be identified in terms of intensity, duration, controllability, and persistence, and the degree to which changes in dynamic thought patterns relate to urges and behaviors.

Different qualitative aspects of NSSI thoughts and urges may combine to increase risk, such that the likelihood of NSSI behavior may increase in situations characterized by more intense persistent thoughts [33]. In this respect, real-time monitoring offers the opportunity to capture a fast-moving thought-to-action process through precise measurement in real time. Research suggests that it typically takes people 1-30 minutes to transition from NSSI thoughts to behavior [27,33], meaning that in most instances, there is a brief window of opportunity to intervene and interrupt the transition from thoughts to behavioral action. Better characterization of the thought profiles and behavioral patterns of NSSI as well as the extent to which these can change both within and across individuals are an essential first step in identifying individual-level predictors for risk screening and preventive intervention.

Opportunity 2: Advancing Knowledge of Individual-Level Predictors of NSSI Thoughts, Urges, and Behavior, and the Ability to Accurately Detect Idiographic Risk

Daily life research provides a contextualized understanding of the momentary factors that explain variability in the short-term course of NSSI. Using real-time monitoring, researchers can study theoretically relevant situational, emotional, and cognitive factors to advance knowledge of individual-level predictors for developing NSSI thoughts and urges, and for making the transition to behavior. Initial findings suggest that the likelihood of these outcomes may increase when people are alone [27], after negative social appraisals and perceived conflict [36,37], or following increased negative and decreased positive affect [35,38]. Studies have also observed an increased risk of NSSI thoughts, urges, and behavior in the presence of high self-criticism and negative repetitive thinking [39,40], or low momentary self-efficacy to resist NSSI [35]. Despite this knowledge, future research is needed to clarify the relative importance of these situational, emotional, and cognitive factors at each stage of the NSSI process and their specificity in predicting NSSI compared to co-occurring behaviors (eg, eating disorder behaviors, suicidal thoughts) [27,41]. Worth mentioning in this context is that real-time monitoring also provides a unique opportunity to clarify the relationship with these comorbid behaviors in daily life [42], thereby offering meaningful information to further diagnostic understanding of NSSI. Finally, the timescale in which factors exert an effect and how their interplay can be understood mathematically (ie, linear or nonlinear effects) warrants further clarification.

Building upon empirically derived answers to these critical questions, the next fundamental step is developing risk prediction models that can accurately detect when someone is at imminent risk for engaging in NSSI. Using each individual’s longitudinal data, researchers can select and combine risk and protective factors to create risk stratification indices of NSSI thoughts, urges, and behavior in the natural environment for a particular person (eg, in the case of smoking behavior) [43]. Statistical classification approaches (also known as machine learning) and validation techniques can be employed to identify the most suitable person-specific combination of risk factors [44,45]. However, 2 caveats should be acknowledged for future research in this area. First, although idiographic risk prediction models will scale up the ability to identify individuals at acute risk for NSSI thoughts, urges, and behavior in daily life, making better use of mobile technologies’ growing capacities will be pivotal to ensure that individuals identified as at-risk are not left without the necessary support (see opportunity 5). Second, because real-time monitoring for prolonged periods becomes burdensome, it will be crucial to capitalize on the ever growing technological capacities and explore the utility and integration of passively collected information in these models [46]. For example, smartphones continuously track a wealth of “in the moment” information (eg, call or SMS logs, location recording), and initial investigation supports the feasibility of using wearables to measure psychophysiology among high-risk adolescents [47]. Importantly, these 2 caveats illustrate that real-time monitoring of NSSI thoughts and behaviors also brings considerable ethical, legal, and practical challenges regarding inclusivity, informed consent, and participant safety and burden (see responsibilities section for a discussion of these challenges).

Opportunity 3: Test Existing Theories and Develop New Models That Bridge the Idiographic and Nomothetic Divide and Explain Who Is at Risk and When

Real-time monitoring provides researchers with the opportunity to put existing theories to the test in daily life. Contemporary theories of NSSI posit that the joint influence of social, affective, and cognitive vulnerabilities cause risk for NSSI via idiographic microprocesses that play out in the realm of ordinary life. However, these psychological processes are typically evaluated using cross-sectional and traditional longitudinal surveys—designs that do not have the necessary temporal granularity or ecological validity to reliably assess these theories’ dynamic real-life components. Real-time monitoring overcomes this limitation. For instance, Hughes and colleagues [40] observed that momentary negative affect and repetitive negative thinking synergistically predict NSSI in daily life, thereby providing evidence for the Emotional Cascade Model...
A limitation of this model is that it does not address why someone chooses to engage in NSSI instead of other dysregulated behaviors. In this respect, the Benefits and Barriers Model argues for the unique role of self-criticism in developing NSSI [49], whereas the Cognitive-Emotional Model argues for an expanded role of NSSI-specific cognitions [50]. Consistent with the Cognitive-Emotional Model, cross-sectional evidence suggests that behavior-specific beliefs (eg, self-efficacy to resist NSSI) explain why individuals use NSSI instead of risky alcohol use or disordered eating when distressed [51]. Investigations of these models in daily life are currently ongoing [35,39,52]. Emerging evidence, for instance, suggests that momentary belief in one’s ability to resist NSSI is a robust short-term predictor of NSSI behavior among young adults in daily life [35]. However, more work is required to replicate and extend initial findings, including whether behavior-specific beliefs can explain engagement across different behaviors—NSSI and non-NSSI—for everyone.

Notably, existing theories of NSSI do not explicitly differentiate nomothetic and idiographic risk processes, thereby implicitly assuming that what causes risk is the same across individuals. Nevertheless, we can expect that variation in risk processes will be the rule rather than the exception [17,53]. As in most psychology areas [54], existing models are verbal theories, which formulate a narrative of how NSSI behavior manifests rather than translating the theory’s tenets and assumptions into a formal model using mathematical notations. Emerging work underscores the need for novel models in psychology to make formal predictions [54-56], which would allow researchers to precisely estimate what a theory predicts at different measurement levels in computational models and compare this with real-world data. Real-time monitoring can facilitate the generation of theoretical models that conceptualize NSSI as a complex system of contextualized dynamic processes. When formalized, dynamic and contextualized informed theories could predict concretely and precisely when NSSI thoughts, urges, and behaviors are likely to occur and for whom. Such theory construction would progress understanding of factors that increase/decrease the risk for everyone, a subgroup of individuals, or a specific individual [57], and help overcome the research practice gap by allowing practitioners to consider what causes risk for an individual while still enabling the scalability and generalizability of these predictions to be evaluated [58].

**Opportunity 4: Insight Into the Functional Mechanisms, Day-to-day Outcomes, and Relationship of Dynamic Patterns With Meaningful Long-term Developmental Changes and Outcomes**

By providing the opportunity to track the dynamic processes in the moments that lead up to and follow self-injurious behavior, real-time monitoring allows investigation of the functional mechanisms that maintain NSSI in daily life. According to the Four-Function Model [59], NSSI may be used to mitigate negative or unwanted thoughts and feelings (ie, intrapersonal negative reinforcement), to generate emotion as a form of stimulation (ie, intrapersonal positive reinforcement), to escape from uncomfortable social situations (ie, interpersonal negative reinforcement), or to seek support from others (ie, interpersonal positive reinforcement). Although the Four-Function Model has received considerable empirical support in cross-sectional studies [12,60], longitudinal measurement in real-life is needed to model the temporal contingencies of interpersonal and intrapersonal processes. A recent review of daily life studies of NSSI revealed the most evidence for intrapersonal negative reinforcement but also found substantial inconsistencies [30]. For example, although some studies observed an increase in negative affect before and a decrease following NSSI behavior [61], others failed to replicate this pattern [62], and some even found increased, rather than decreased, negative affect following NSSI behavior [63]. Although investigations of the other reinforcement processes are scarce, findings were also mixed [30]. An important recommendation for future work is to consider timeframes more carefully. Real-time monitoring studies that add brief follow-up surveys to their protocol when people report momentary NSSI thoughts and urges provide a unique opportunity to unravel contingencies that unfold across shorter (ie, seconds, minutes) and longer (eg, hours, days) time intervals [64].

Apart from providing insight into the functional mechanisms, such studies would also clarify the psychosocial outcomes of NSSI in daily life. For example, engagement in NSSI may lead to interpersonal conflict as well as increased social support [65-67], feelings of shame [68], and experiencing stigma (especially when scars are visible) [69,70], which may, in turn, increase social withdrawal and the likelihood of future NSSI. Hence, much could be learned from future investigations that adopt a transactional framework in which NSSI outcomes and psychosocial experiences might influence each other reciprocally in daily life. Incorporating real-time monitoring within prospective cohort studies (ie, measurement burst designs) [71] can uniquely inform how short-term patterns relate to long-term developmental change and outcomes. Although already employed in depression and substance use research [72,73], these measurement burst designs are currently an untapped resource for NSSI research. For instance, the degree to which NSSI thoughts are self-sustaining in daily life (ie, auto-correlation) could signal a more challenging recovery process [74] or help explain why some individuals (eg, those with depression) are at risk of a more chronic NSSI course [75]. Given the relationship between NSSI and suicidal thoughts and behaviors throughout development [4,76], a critical question is clarifying whether a dynamic blueprint of NSSI can help gauge the future risk of suicidal forms of self-injury. Providing greater clarity regarding potential day-to-day and long-term developmental outcomes would aid scientific understanding and provide valuable information for prevention efforts and clinical risk assessment.

**Opportunity 5: Promotion of Person-Centered Care, Personalized Prevention, and Novel Technology-Based Interventions**

Over the last decades, mental health care has gradually shifted from hospital-based to community-based care and changed focus from symptom reduction to patient-defined recovery [21]. Through repeated observation of emotions, thoughts, symptoms,
NSSI outcomes, and contextual determinants thereof in patients’ lives, real-time monitoring can help respond to the call for more person-centered care in the treatment of NSSI [74]. For instance, through easy to interpret visualizations of real-time monitoring data, information on individual functioning and patient-defined outcomes can be fed back into the therapy room. This way, real-time monitoring could facilitate psychoeducation about relevant processes—that patients may otherwise be unaware of—and give clinicians and patients a valuable tool to monitor and tailor treatment according to patients’ dynamic therapy needs. For an example of such a real-time monitoring tool, see the KU Leuven m-Path app and platform [77]. However, to enable the use of real-time monitoring as a therapeutic tool in the treatment of NSSI, pilot studies are required to address the barriers (eg, burden and fear of reactivity) [78] and requirements for successful implementation (eg, availability of an accessible and reliable platform) [79] of real-time monitoring as a blended care tool. Building upon this, randomized controlled trials are needed to determine how, when (eg, unguided in the moment or guided during a clinical session), and which type of feedback (eg, overall functioning, activities, social interactions, or NSSI-specific triggers and risk processes) should be offered. Codveloping answers to these open questions with all stakeholders involved (ie, people with lived experience, researchers, clinicians, software developers) represents a critical step to harness the potential of real-time monitoring for NSSI treatment.

Finally, real-time monitoring provides scientist-practitioners the opportunity not only to observe but also to deliver support in people’s everyday lives, taking mental health care beyond the clinical setting and into daily life. Ecological momentary interventions (EMIs) are delivered in real time through a smartphone app or a wearable (eg, smartwatch) and can be offered as a self-help mobile health intervention or to augment and extend the reach of existing treatments [21,80]. Initial findings indicate the acceptability and potential of EMIs and mobile apps that target NSSI [81-83], but this remains a largely underexplored area of research. A sophisticated EMI that currently shows promising results in mental health research is just-in-time adaptive interventions (JITAIs) [84], which helps people resist the urge to self-injure when needed most in daily life. JITAIs tailor interventions to the risk status (eg, low, medium, high) and the receptivity of the people within the environmental context, thereby enabling timely and contextually informed interventions for behaviors that are highly dynamic [85]. Give these possibilities, the use of JITAIs is already emerging in suicide research [86], with similar efforts needed to develop, evaluate, and integrate these new treatment methods into a stepped care model for NSSI.

**Summary of Opportunities**

Opening the black box of daily life in NSSI research has considerable potential to advance scientific understanding about (1) the short-term course of NSSI thoughts, urges, and behavior; (2) the individual-level predictors thereof and ability to accurately detect imminent risk; (3) the ecological validity of theoretical models and the possibility to explain when NSSI thoughts and behaviors are most likely to occur and for whom; (4) the functional mechanisms of NSSI and relationship of dynamic patterns with day-to-day and meaningful long-term change and outcomes; and (5) the implementation of real-time monitoring to prevent key NSSI outcomes and support individuals in distress when they need it the most. However, studying NSSI “in the wild” outside a controlled laboratory environment also presents unique challenges for which there are no established gold standard solutions.

**With Great Opportunity Comes Great Responsibility**

In the following section, we outline vital responsibilities when planning and carrying out real-time monitoring research of NSSI thoughts and behaviors (Textbox 2). Although some considerations are universally applicable to real-time monitoring research, here we focus on seven issues that have particular relevance in the context of NSSI and point to open questions in these domains for future research.

---

**Textbox 2. Seven issues that have particular relevance in the context of nonsuicidal self-injury (NSSI).**

**Ethical and practical considerations when opening the black box of daily life in NSSI research:**

- Recruitment should be inclusive from study inception to completion and actively include more vulnerable individuals, with representatives from any vulnerable group at every stage.
- The informed consent process should be fully transparent regarding the study demands, the safety protocol, whether data will be passively collected, reimbursement, researchers’ responsibility to respond to risk, and potential implications of this responsibility.
- A proper safety protocol should be developed with all stakeholders that matches participants’ needs (especially in the event of suicide risk), but that does not inadvertently defeat the study’s observational purpose.
- Although there is no reason to expect that repeated questioning in everyday life will lead to measurement reactivity in nonsuicidal self-injury outcomes, researchers are responsible for evaluating whether this holds for all participants in their study.
- Study designs must be carefully balanced to appropriately answer the research question(s) while not unnecessarily burdening participants. Sufficient resources should be allocated to pilot all aspects of the protocol. Researchers are encouraged to preregister their protocol and be aware of the relevant privacy laws in their home country before commencing data collection.
- Participants should be recognized as valued contributors to the research and receive financial incentives and information about the overall findings. Where feasible, participants should receive feedback on their own data.
- Research staff should receive good quality training in responding to risk and continued supervision and mentoring. A lone researcher should never be the only person responsible for participants’ safety.
Responsibility 1: Recruitment and Inclusivity

When the goal is to understand the dynamic course of NSSI, sample diversity—without becoming tokenistic—should be prioritized to safeguard against falsely generalizing from one individual’s (or a subgroup’s) experience to the entire population. Therefore, we recommend actively engaging with members of more vulnerable groups, where the risk of NSSI and suicide may be higher than that in the general population (eg, LGBTQIA+ [lesbian, gay, bisexual, transgender, queer, intersex, asexual], Black, Indigenous, and other people of color, people facing homelessness) [87,88], and utilizing their input on how best to approach the research. Inclusive research is always essential [89], but especially when dealing with sensitive topics such as NSSI. For instance, working with people from different cultural and linguistic backgrounds requires flexibility in the way themes such as NSSI, suicide, and death are considered and discussed owing to differences in cultural norms and language use [90,91]. Some people may also not have access to a smartphone with a 4G connection or might share 1 smartphone in a household or family, conferring additional privacy concerns [92,93]. Therefore, researchers might aim for a budget that allows devices or data bundles to be provided to participants who need them, rather than excluding them. Importantly, however, if the real-time monitoring protocol involves deploying EMIs, researchers should be aware that participants may have come to rely on the device and the EMI during the study period and that withdrawing these at the end of the study may leave participants without crucial support. Flexible compensation schedules, in which participants can choose to keep the smartphone as compensation for their participation, may be one solution. If practically unfeasible—either because of logistical constraints on the researchers or because the EMI requires a mobile data plan that participants cannot access—participants should not be left without support and could be offered alternative interventions (not requiring mobile data access) following the completion of the study.

When planning to recruit school-aged individuals to real-time monitoring studies, extra consideration should be given to data collection within the school context. For instance, schools may prohibit access to devices during the school day. van Roekel and colleagues [94] provide useful recommendations for working in school contexts, such as ensuring that there is a strong alliance with schools, teachers, and parents by using participation cards so that students are allowed to use their phones when prompted, and making sure that schools also benefit from the research. Having a specific person who is the “face” of the study within the school can also be useful. For a detailed discussion of the challenges of conducting NSSI research generally within schools, see [95].

Responsibility 2: Informed Consent and Participant Briefing

Given that real-time monitoring research takes place in daily life without the researcher being present, additional consideration of the informed consent process and participant briefing is needed [96]. Information regarding the study’s often intensive nature, such as the study’s time course, the number of surveys per day, and the periods during which participants can expect prompts, should be made clear to potential participants before study enrollment. Given that participant compliance rates in real-time monitoring research can vary [97], participant briefing should cover whether financial compensation or other benefits of research participation are compliance-dependent and, if so, how many reminders will be sent. When studying NSSI, in particular, it is paramount that participants are informed about the safety procedures (especially when this involves human-led intervention contingent upon a survey response) and the potential consequences of these safety procedures (eg, when will the duty of care override the confidentiality principle and who will then be informed). The informed consent process should also clarify whether additional data will be passively collected (eg, location coordinates, incoming and outgoing SMS messages and calls, app usage statistics, accelerometer data) and make participants aware of the detailed level of data that can be collected without their active engagement. Poor digital literacy may threaten adequate informed consent [98], especially for passively collected data. Jacobson and colleagues [96] provide several valuable suggestions to ensure that participants have a complete and detailed understanding of the study, such as highlighting essential information, using comprehension quizzes, and preventing participants from scrolling through the informed consent without reading it (when provided online). Considering the extensive amount of information participants receive, it could be worthwhile to request consent for each part of the study separately (eg, data collection schedule, intervention component, safety protocols/plan). Providing real-world examples utilizing interactive videos or apps that can read information aloud could also be used to facilitate comprehension and mitigate the risk of poor digital literacy.

When working with minors, both the young person’s assent and informed consent from their parent or caregiver will typically be required. However, as a highly stigmatized behavior, NSSI is often hidden from others [99]. Although disclosure to parents and caregivers can facilitate help-seeking and improve coping, it can also negatively impact the parent-child relationship and the wider family system [66,100] and lead the young person to worry about the involvement of parents or caregivers [101]. Although parents will often be informed when recruiting young people within a clinical setting, we recommend explaining the study’s purpose in general (eg, to study interactions, emotions, thoughts, and behavior in daily life) instead of using NSSI-specific terms to avoid forced disclosures. This framing method also means that individuals may avoid reflecting upon their participation through a disease perspective or NSSI-labeled identity [102,103].

Responsibility 3: Participant Safety and Risk Monitoring

In real-time monitoring studies of suicidal thoughts and behaviors, ethical considerations regarding participant safety are, justifiably, a recurring concern [96,104]. In contrast, very few NSSI real-time monitoring studies report procedures for safeguarding and supporting participants during the study [101]. This may be because high suicide risk is sometimes an exclusion criterion for participation [33,105,106], and participant safety...
procedures are generally to safeguard participants at high or imminent risk of making a suicide attempt [27,38]. Real-time monitoring studies tread a fine line between research and intervention and there must be a “goodness of fit” between a study’s objectives and the design of the safety procedures [101]. For example, in a study of NSSI behavior, contacting participants every time they report engaging in NSSI would defeat the study’s purpose and may even discourage participants from reporting NSSI during the study period [101]. If a participant scores highly on a momentary measure of suicidal intent, contacting the participant may be appropriate and would not compromise the study’s goal of assessing NSSI. A critical ethical issue underlying participant safety procedures is that even though an increase in suicidal intent is unlikely to be caused by study participation [107,108], the individual’s status as a participant in a real-time monitoring study creates an opportunity for intervention that would otherwise not exist. Therefore, we recommend assessing suicidal intent in real-time monitoring research on NSSI thoughts and behaviors and advise against the exclusion of people at risk of suicide.

The first consensus statement on ethical and safety procedures for real-time monitoring studies with individuals at risk of suicide has emerged recently [109]. The recommendations include collecting contact information for participants and a close contact, completing a safety plan at study enrollment, monitoring responses at least once per day, and in the event of a participant being at imminent risk of suicide, for a researcher to contact them. Interestingly, our experiences have been somewhat different, with clinicians expressing concern that a researcher may be the “first responder” to a suicidal crisis. In this regard, contacting the participant’s clinician may be better. However, no consensus was reached regarding whether the researcher should contact a participant’s clinician in the event of high or imminent suicide risk [109]. The logistical challenges of actively monitoring participants’ responses and potentially intervening should not be underestimated, especially for large studies where multiple participants may require intervention simultaneously. Ensuring that adequate staffing and resources are available to carry out the study’s safety procedure is essential. In the interests of transparency and to evaluate safety procedures in real-time monitoring studies of NSSI, we recommend reporting details regarding participant safety protocols as standard. Moreover, qualitative research should substantively investigate participants’ and clinicians’ preferences for safety procedures concerning NSSI outcomes.

Responsibility 4: Measurement Reactivity

A particular concern in all NSSI and suicide research is that asking individuals questions about their self-harm–related thoughts and behaviors may inadvertently increase the likelihood of the individual thinking about or engaging in self-harm. However, evidence suggests that this is not the case [110,111], prospectively across young adult [112], adult, and adolescent samples [113,114], and when using various NSSI-related stimuli (eg, images, words) [113]. In contrast, findings indicate that participants find their participation in research on NSSI and suicidal behavior to be beneficial [110,112,114]. Although it appears that asking people about NSSI and suicide at a single time point has no impact on self-harm–related thoughts and behaviors, real-time monitoring requires repeated questioning on these topics. To date, no research has tested the potential iatrogenic effects of real-time monitoring research specifically for NSSI, but evidence from the suicide literature is promising. Early work by Husky and colleagues [107] used real-time monitoring to assess depression, mood, and thoughts of suicide and self-harm 5 times a day for 1 week in 4 samples: people with a recent suicide attempt, people with a past suicide attempt, people with mood disorders but no suicidal behavior, and healthy controls. In this study, there was no reactivity to the repeated questioning about self-harming thoughts across any of the 4 groups. Law and colleagues [105] demonstrated similar outcomes with a longitudinal design assessing 248 adults (30% of whom reported a borderline personality disorder diagnosis, which confers additional suicide risk). In this study, the authors found no increase in suicidal thoughts and behaviors during the initial 2-week data collection phase nor at the 6-month follow-up, including for people with a borderline personality disorder diagnosis. Recently, Coppersmith and colleagues [108] found no association between the frequency of asking about suicidal ideation and intent in a real-time monitoring study and the severity of suicidal thoughts over time. They also observed no change in survey responses when ideation was severe, where a decrease might be expected if participants were reactive to questioning. Currently, the evidence suggests no iatrogenic effects of repeated questioning about suicide and suicide-related behaviors. Further research is required to confirm whether this pattern also holds true for NSSI and is robust across different subgroups.

Responsibility 5: Balancing Scientific Accuracy Against Participant Burden and Ensuring the Research Is Feasible, Transparent, and Safe

An important responsibility when designing a real-time monitoring study is the selection of an appropriate sampling design (ie, fixed, interval, [semi-] random, event-based, mixed), sampling density (ie, number of assessments per day), sampling duration (ie, number of days/weeks), and sample size [45,94]. It is crucial that the selected sample shows sufficient variability in the outcomes of interest to allow investigation of the research question in daily life [45]. For example, when the aim is to clarify the transition from NSSI thoughts to behavior, base rates of thoughts and behavior must be high enough during the real-time monitoring period. To ensure this is the case, researchers need to consider the inclusion criteria carefully (eg, by including individuals with more than 5 acts of NSSI behavior in the 2 weeks before study onboarding). The selected protocol should allow answering the prespecified research question(s) without unnecessarily burdening the participants. Balancing these needs may mean that protocols are not interchangeable across studies—there is no “one-size-fits-all” protocol. Researchers should be cautious about, for example, adopting sampling densities used in previous studies, as these may not be suitable for addressing different research questions. In some cases, it will be perfectly justifiable—even essential—to ask participants to complete a more intense or extended real-time monitoring protocol. However, to ensure divergence between protocols across studies is not arbitrary, researchers must justify...
their protocol [115] and communicate expectations to potential participants during study onboarding.

Compared with other research methodologies, real-time monitoring studies involve a higher workload for and burden on participants. Therefore, we recommend piloting the feasibility and acceptability of real-time monitoring protocols by using a quality improvement procedure, where protocols are first tested extensively by members of the research team and then iteratively with a selected group of participants. In our experience, this approach requires more time and planning but safeguards participants’ (and researchers’) investment by allowing the protocol to be modified and optimized, if needed, in response to qualitative and quantitative feedback (eg, the time it takes to complete the questionnaire). Emerging evidence suggests that the questionnaire length, rather than sampling frequency, is associated with increased participant burden and reduced data quality [116]. Although these findings are hopeful for researchers wanting to use more intense protocols, they also underscore the necessity for careful item conceptualization and selection. To avoid a methodological “Wild West,” we advise researchers to make their items publicly available (see the Experience Sampling Method Item Repository) [117] and report (where possible) the multilevel reliability and validity of operationalized NSSI outcomes. Against the backdrop of the replication crisis, preregistration and data sharing (open data) are also increasingly used to increase reproducibility and avoid wasting public resources [118]. These considerations are especially relevant considering the high demands of a real-time monitoring study on participants and researchers. For a tutorial and template for the preregistration of real-time monitoring studies, see Kirtley and colleagues [119]. Finally, there is consensus among researchers and clinicians that real-time monitoring platforms should be secure and compliant with the relevant privacy laws [109]. In some cases, data collected with real-time monitoring apps may be stored in another country and thus subject to different privacy legislation from the researcher’s home country. Researchers should thus be well-informed before commencing a real-time monitoring study and when unsure, should contact their institution’s research governance or data management department for clarification.

**Responsibility 6: Compensation and Recognition of Participant Engagement**

Consideration should be given to distributive justice principles, such that participants benefit from their engagement in the study. Prior work found that the majority of young people who take part in traditional survey research investigating sensitive topics, such as NSSI, report that their participation allowed them the opportunity to develop greater self-awareness and had altruistic value [114]. However, real-time monitoring studies tend to require more time and effort from participants. To give some initial insight into the experience and expectations of participants who self-injure, we present additional results from a recent real-time monitoring study in which emerging adults were prompted every 90 minutes during waking hours for 12 days [35].

Following the monitoring period (n=29), approximately 4 of 5 participants indicated increased self-awareness of feelings and thoughts (Table 1). About half considered the protocol demands to be tiring, but most participants also described their participation as positive. Notably, all participants reported being interested in receiving information on the key findings of the study when it concluded. Although not a primary reason for participation for most participants, they also expected feedback on their own data (21/29, 72%) and a monetary incentive (23/29, 79%). Participants considered €60 (€1=US $1.15) to be a fair compensation for the study protocol’s demands (8 beeps/day for 12 days, 96 assessments in total, median compliance 79.2%, IQR 70.3%-91.7%), when they also received feedback about the overall findings and their own data. In the absence of feedback on their data, participants expected higher financial compensation for their investment. In this study, participants were reimbursed according to a structured financial scheme to encourage participation. Rather than paying a fixed amount per completed survey, a structured incentive scheme has the advantage that it allows participants to miss some surveys without direct financial consequences. For some groups (eg, adolescents, people with low socioeconomic status), avoiding direct financial consequences of missed surveys may be particularly important to prevent some participants from changing their daily routines to respond to each survey.

These findings are consistent with those of the traditional survey research [114] and provide the first indication that real-time monitoring offers self-awareness opportunities for participants. Further, it highlights to researchers that they should actively recognize participants with lived experience of NSSI as valued partners in the research by also giving informational support. Although the majority experienced participation as positive, future work should clarify why this may not be the case for everyone so that resources can be provided to those for whom participation may have increased burden and discomfort. In this respect, it is advisable to organize a debriefing session that allows participants to share their experiences. Moreover, future work could explore the perceived meaningfulness of several strategies, such as the tailoring of sampling schedules and including a temporary “suspend” button to offer participants flexibility and greater control over notifications [115], the randomization of items to reduce response fatigue (called planned missing data designs) [120,121], and allowing for catch-up days so that participants can reach the desired level of compliance [94].
### Table 1. Experience and expectation of individuals with lived experience of nonsuicidal self-injury (n=29).\(^a\)

<table>
<thead>
<tr>
<th>Subjective experience, n (%)</th>
<th>Disagree to disagree completely</th>
<th>Agree to agree completely</th>
</tr>
</thead>
<tbody>
<tr>
<td>By completing the questions in everyday life, I became more aware of how I felt</td>
<td>4 (14)</td>
<td>23 (79)</td>
</tr>
<tr>
<td>By completing the questions in everyday life, I became more aware of my thoughts</td>
<td>3 (10)</td>
<td>21 (72)</td>
</tr>
<tr>
<td>Participating in the smartphone study was tiring</td>
<td>7 (24)</td>
<td>14 (48)</td>
</tr>
<tr>
<td>I would describe my participation as a positive experience</td>
<td>3 (10)</td>
<td>19 (66)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The overall importance of receiving study findings, personal feedback on own data, and financial compensation, n (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>I am interested in the overall results of the study</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Receiving personal feedback is an important reason for me to participate</td>
<td>8 (28)</td>
</tr>
<tr>
<td>Receiving financial compensation is an important reason for me to participate</td>
<td>4 (14)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The relative importance of general and personal feedback and financial compensation, n (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>If I receive feedback on the overall results, financial compensation is not necessary</td>
<td>23 (79)</td>
</tr>
<tr>
<td>If I receive feedback on the overall results, personal feedback is not necessary</td>
<td>21 (72)</td>
</tr>
<tr>
<td>If I receive financial compensation, personal feedback is not necessary</td>
<td>23 (79)</td>
</tr>
<tr>
<td>If I receive personal feedback, financial compensation is not necessary</td>
<td>18 (62)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Expected financial compensation (Euros), €1=US $1.15, median (IQR)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>What amount do you consider fair as compensation when you also receive general and personal feedback?</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>What amount do you consider fair as compensation when you receive general but not personal feedback?</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Unpublished data of 29 young adults with lived experience following participation in a 12-day real-time monitoring protocol with 96 semirandom longitudinal assessments (8/day, median compliance 79.2%; IQR 70.3%-91.7%; 29/30, 97% retention [35]). The response category “neutral” is not shown in the table.

\(^b\)N/A: not applicable.

### Responsibility 7: Researcher Well-being and Training

Finally, we want to draw explicit attention to researcher well-being and training considerations. Real-time monitoring data are quite literally an individual’s real-life experiences, occurring in real-time, which may lead researchers to feel especially close to participants and their experiences. Although studies have explored participants’ experiences of taking part in research on self-harm and suicide more broadly [122], as well as in real-time monitoring studies [123,124], to our knowledge, no studies have investigated researchers’ experiences of conducting real-time monitoring studies of NSSI or suicidal behaviors. However, the stakes are high when the research focus is on self-injurious behavior; monitoring participants’ responses for signs of imminent suicidal crisis lays great responsibility on researchers’ shoulders. Where safety protocols involve routine telephone check-ins, a missed check-in may cause the researcher to fear for the participant’s safety even though there may be an innocuous explanation (eg, the participant was driving or in the shower). Researchers may also begin to feel a high level of responsibility for participants not engaging in NSSI or attempting suicide (ie, feeling they are keeping the participant alive or safe) [125,126]. Studies that employ real-time alerts when participants indicate escalating suicidal intent may lead researchers to become hypervigilant and worry that intervention may be required at any moment. Such warnings may come outside of working hours, thereby increasing work-life balance challenges. For the researcher, all of these situations underscore a lack of controllability, which may prove highly stressful, especially when experienced over a sustained period.

Good quality training in working with individuals who engage in NSSI and suicidal behaviors is essential when conducting real-time monitoring research. Much research is carried out by doctoral students, trainees, and research assistants, who may be less experienced in collecting sensitive data and managing the accompanying emotional labor [126]. Researchers often work alone and lack a good support network [127]. Therefore, training should cover supporting a participant during an acute suicidal crisis as well as less overtly “intense” situations (eg, where researchers are coding open-text responses about participants’ reasons for engaging in NSSI). A lone researcher should never carry out safety protocols involving real-time risk-monitoring and intervention and responsibility should be shared among a...
team, whereby multiple researchers are “on-call” for a specified period. Although planning is essential, some researcher well-being challenges may only become known once the study is underway [126]. Continued supervision and mentoring of researchers (of all career stages) are crucial to ensuring researcher well-being. This may involve regular debriefings with supervisors or colleagues or via external, independent counseling support. Qualitative studies with researchers who work on sensitive topics also highlight the importance of self-care and actively engaging in positive, non–work-related activities as valuable buffers against emotional distress [126,127].

**Summary of Responsibilities**

Real-time monitoring technologies give researchers the practical tools to investigate NSSI thoughts, urges, and behavior as they occur, without the need to be physically present. Although this provides immense opportunities for NSSI research, real-time monitoring research is not without challenges regarding recruitment, study enrolment and planning, and participant engagement. Focusing on NSSI also creates great responsibility for privacy and data security, participant safety and risk-monitoring, and researcher well-being and training. To guide researchers who want to study the experiences of individuals who engage in NSSI, we summarize the responsibilities and ways of overcoming challenges in a functional flowchart (Figure 1).

**Figure 1.** Flowchart of the critical considerations when opening the black box of daily life in nonsuicidal self-injury research. NSSI: nonsuicidal self-injury.

**Where Do We Go From Here?**

Since Nock et al’s seminal study in 2009 [27], which demonstrated the feasibility of studying NSSI in adolescents’ everyday life, researchers now have a toolbox full of smartphone apps and wearable technology that can readily capture real-time experiences of people who engage in NSSI in the real-world context. These advances produce a rapidly growing literature that could positively shape the field’s future trajectory by facilitating a radical shift of focus from the group to the individual, from the research lab and clinic to the everyday life environment, and from traditional generalized treatment to person-centered prevention and intervention. This paper sets an ambitious agenda for new research pathways to realize such a shift as we move into the next decade of NSSI research. We also offered critical perspectives on the inevitable ethical and practical challenges that come with these research pathways. In this respect, opening the black box of daily life in NSSI research is truly a double-edged sword that requires responsibility and leads to new questions. Few studies to date have specifically considered ethical issues within real-time monitoring studies of NSSI. However, these questions regarding ethical practices must be addressed with substantive empirical research rather than being based upon the precedent of “if it ain't broke, don’t fix it.” In particular, research co-design and qualitative studies to capture rich information on participants’ experiences of taking part in real-time monitoring research on NSSI offer promise. Real-time monitoring research on NSSI will advance better and more rapidly when all stakeholders’ interests (ie, individuals with lived experience, their families,
researchers, and clinicians) are considered. Only by considering both the opportunities and the challenges will we be able to use real-time monitoring techniques to their full potential.
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Abstract

Background: The COVID-19 global pandemic has increased the burden of mental illness on Canadian adults. However, the complex combination of demographic, economic, and lifestyle factors and perceived health risks contributing to patterns of anxiety and depression has not been explored.

Objective: The aim of this study is to harness flexible machine learning methods to identify constellations of factors related to symptoms of mental illness and to understand their changes over time during the COVID-19 pandemic.

Methods: Cross-sectional samples of Canadian adults (aged ≥18 years) completed web-based surveys in 6 waves from May to December 2020 (N=6021), and quota sampling strategies were used to match the English-speaking Canadian population in age, gender, and region. The surveys measured anxiety and depression symptoms, sociodemographic characteristics, substance use, and perceived COVID-19 risks and worries. First, principal component analysis was used to condense highly comorbid anxiety and depression symptoms into a single data-driven measure of emotional distress. Second, eXtreme Gradient Boosting (XGBoost), a machine learning algorithm that can model nonlinear and interactive relationships, was used to regress this measure on all included explanatory variables. Variable importance and effects across time were explored using SHapley Additive exPlanations (SHAP).
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Results: Principal component analysis of responses to 9 anxiety and depression questions on an ordinal scale revealed a primary latent factor, termed “emotional distress,” that explained 76% of the variation in all 9 measures. Our XGBoost model explained a substantial proportion of variance in emotional distress ($r^2=0.39$). The 3 most important items predicting elevated emotional distress were increased worries about finances (SHAP=0.17), worries about getting COVID-19 (SHAP=0.17), and younger age (SHAP=0.13). Hopefulness was associated with emotional distress and moderated the impacts of several other factors. Predicted emotional distress exhibited a nonlinear pattern over time, with the highest predicted symptoms in May and November and the lowest in June.

Conclusions: Our results highlight factors that may exacerbate emotional distress during the current pandemic and possible future pandemics, including a role of hopefulness in moderating distressing effects of other factors. The pandemic disproportionately affected emotional distress among younger adults and those economically impacted.

(JMIR Ment Health 2021;8(11):e32876) doi:10.2196/32876
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Introduction
The emergence of the novel coronavirus SARS-CoV-2 in late 2019 and the resulting COVID-19 pandemic have caused social and economic upheaval worldwide. Public health measures to limit the spread of the virus have been linked to negative mental health outcomes, such as depression and anxiety [1-3]. Emotionally distressing symptoms are common, including nonspecific anxiety, fear of illness, loneliness, frustration, and boredom [4], and they are worsened by social isolation due to current lockdown policies [5]. Although these policies effectively limit the spread of infection, a deeper understanding of their effects on mental health is necessary to inform public health interventions.

The COVID-19 pandemic has had disproportionate impacts on some groups compared to others [6]. Millions of North Americans lost work as governments forced closure of businesses and imposed stay-at-home orders. Canadians in the lowest earnings quartile have been particularly affected, accounting for one-half of all job losses in early 2020 [7]. Job insecurity during the pandemic has been associated with symptoms of depression [8]. Furthermore, demographic factors such as female gender [9,10] and younger age [11] have been associated with higher rates of emotional distress during the COVID-19 pandemic. Identifying putative drivers of emotional distress during the COVID-19 pandemic can improve our understanding of population-wise patterns of mental health during a large-scale crisis and aid policy making to support those in need.

Previous literature examining predictive modeling of anxiety and depression has largely focused on classifying patients by anxiety or depression status. Studies predicting anxiety and depression diagnosis from clinical and demographic factors have achieved moderate to high predictive accuracy [12,13], although few studies have predicted symptoms of anxiety and depression at the population level.

The constellation of factors contributing to symptoms of depression and anxiety are appreciably complex. Therefore, meaningful conclusions on the importance of individual factors should be considered in the context of many available data types, as well as over time. We conducted an exploratory study to uncover relationships between predictive factors and self-reported depression and anxiety symptoms in Canadian adults during the COVID-19 pandemic. This study’s first aim was to identify the most important factors predicting a composite score of depression and anxiety symptoms. The second aim was to characterize how associations between demographic and environmental factors and symptom scores changed over time. The third aim was to identify predictors that moderated or exacerbated the effects of others on depression and anxiety by examining two-way variable interactions in our model.

In this study, we applied a flexible decision tree–based machine learning method, eXtreme Gradient Boosting (XGBoost), to model a composite score of depression and anxiety using 50 explanatory factors related to sociodemographic characteristics, substance use, employment, and perceived COVID-19 risk.

Data were collected from a cross-sectional survey administered to Canadians between May and December 2020. The XGBoost algorithm allowed inclusion of many input variables and simultaneous consideration of nonlinear and interactive effects between all inputs. We identified the most important predictive factors related to depression and anxiety, and we assessed changes in these effects over time.

Methods

Data Collection
Data were collected via repeated cross-sectional surveys between May 8 and December 1, 2020. A total of 6 waves of data were collected using a web-based panel administered by the research and data collection company Delvinia [14]. The sampling waves occurred from May 8 to 12 (n=1005), May 29 to June 1 (n=1002), June 19 to 23 (n=1005), July 10 to 14 (n=1003), September 18 to 22 (n=1003), and November 27 to December 1 (n=1003). Participants were sampled independently in each wave. The overall response rate was 16.1% (6021/38,987).

Quota sampling based on age, gender, and region was used to obtain a sample that is proportional to the English-speaking population of Canada. Canadians aged ≥18 years were eligible. Respondents provided written informed consent electronically prior to participation. Research ethics approval was obtained.
from the Centre for Addiction and Mental Health research ethics board.

Survey questions included information on demographics, anxiety, depression, substance use, employment changes, perceived risks, and worries related to COVID-19. A full list of variables considered for analysis is included in Table S1 in Multimedia Appendix 1. Respondents’ anxiety levels were captured using the Generalized Anxiety Disorder–7 questionnaire (GAD-7) [15], a validated inventory measuring the frequency of anxiety symptoms over the past 2 weeks. Raw item scores were used, ranging from 0 (not at all) to 3 (nearly every day). Depressive symptoms were measured using 3 modified questions from the Centre for Epidemiologic Studies Depression Scale (CES-D) [16]. Feelings of depression, loneliness, and hopefulness over the past week were reported on a Likert-style scale between 0 (“Rarely or none of the time [less than 1 day]”) and 3 (“Most or all of the time [5-7 days]”). For further details on the included explanatory variables, see Text S1 in Multimedia Appendix 1.

Data Preparation and Quality Control

Given the strong comorbidity of population-level depression and anxiety symptoms [17], as well as their shared neurobiological underpinnings [18], we first examined pairwise correlations among all anxiety questionnaire items (GAD-7) and the 3 available mood/depression (CES-D) questionnaire items, and we applied principal component analysis (PCA). The questions from both scales were similar in scale. Correlations were high between the GAD-7 and CES-D items, allowing for the combination of items from both questionnaires into a single measure of emotional distress using symptoms of both anxiety and depression.

PCA with varimax rotation was used to reduce the number of mood and anxiety variables needed for modeling while retaining as much information as possible from all anxiety and depression variables. PCA is widely used to identify principal axes of variation in psychometric questionnaires [19,20]; in the absence of a validated method of combining items across the GAD-7 and CES-D, PCA was used to retain the largest amount of useful information in a single score incorporating both scales. To properly account for the ordinal nature of the GAD-7 and CES-D variables, polychoric correlations—measuring associations between ordinal variables assumed to be realizations of underlying latent Gaussian distributions [21]—were used. PCA was applied to our outcomes on all observations prior to train and test splitting.

For our data-inclusive approach, all survey questions were considered for inclusion as model predictors, excluding mood and anxiety variables used in our outcome measure. Questions not asked in all 6 survey waves were excluded. Categorical variables were one-hot encoded (1=yes, 0=no for category membership). “Prefer not to answer” responses were treated as missing (see the Predictive Modeling section below).

Statistical Analysis

Predictive Modeling

The XGBoost R package [22,23] was used to train and test gradient-boosted regularized tree-based models. The core XGBoost function predicts outcomes by fitting a series of decision trees, each building upon the information from all previous trees to improve predictive performance. XGBoost was chosen to model anxiety and depression symptoms, as its extremely flexible approach can enable modeling of linear, nonlinear, and interactive effects between all inputs simultaneously, allowing for more insight into complex interdependencies within inputs that may not be captured by simpler regression methods.

We withheld 20% of the observations from model training, randomly selected within each survey wave. Optimal model hyperparameters were selected using a random grid search and 10-fold cross-validation on the remaining 80% of observations.

As our latent outcome of interest was continuous, the root mean squared error was used as a loss function. Out-of-sample predictive performance was tested by computing Pearson correlations between predicted and observed distress values. Squared Pearson correlation coefficients ($r^2$) were calculated to describe the proportion of variance in the observed outcome captured by the predictive model.

XGBoost imputed missing variables by assigning a default direction to each decision node. In the sensitivity analysis, observations with missing values in any inputs were removed from the model training and validation data sets. Out-of-sample performance was compared between the main model (all observations) versus the sensitivity analysis model (only complete observations).

To assess the improvement in predictive performance of XGBoost over a less complex approach that does not account for interactions and nonlinear effects, least absolute shrinkage and selection operator (LASSO) regression was also tested. Regularized regression methods such as LASSO tend to exhibit improved predictive performance compared to unregularized, traditional regression methods via the introduction of a penalty parameter to control overfitting.

Our LASSO model included the same variables predicting distress and was trained on the same set of observations, excluding observations with missing data. The LASSO regularization penalty parameter was optimized via 10-fold cross-validation. Out-of-sample prediction was compared between the LASSO and XGBoost models trained on complete observations only, as well as on the full model using single imputation with predictive mean matching to impute data for LASSO.

Variable Importance and Interactions

To understand the relative contribution of each variable to model predictions, we computed importance of each variable using SHapley Additive exPlanations (SHAP) [24]. SHAP values measure the relative strength of each variable’s marginal contribution to an individual’s predicted outcome value,
conditioning on all other explanatory variables for that individual [25].

Overall variable importance was defined as the mean absolute value of all SHAP values for a given variable. Negative SHAP values indicate that predicted distress was reduced by that variable, while positive SHAP values indicate a positive influence on predicted distress. Relationships between predicted values and time were examined via partial dependence plots, adjusted for all other explanatory variables. SHAP values for each two-way interaction between variables were also computed and plotted [26].

In the absence of formal hypothesis tests for interaction SHAP values, and to provide a comparable regression-based framework for the interpretation of our XGBoost-identified interactions, we identified statistically significant two-way variable interactions by fitting separate linear regression models to each pair of input variables. Global $P$ values for the overall significance of interaction terms were computed via likelihood-ratio tests. The model with both individual variables plus their interaction was compared to a model with the interaction term removed. Benjamini-Hochberg corrections were applied to all interaction global $P$ values to constrain the false discovery rate (FDR) to 5%. Interactions were deemed statistically significant if their FDR-adjusted $P$ values were <.05.

All analyses were conducted in R, version 3.6.3 (R Foundation for Statistical Computing; see Text S2 in Multimedia Appendix 1).

Results

Survey Respondents

A total of 6021 respondents provided complete surveys for analysis. The characteristics of the respondents are summarized in Table 1. Demographic distributions of age, sex, and region were representative of the English-speaking Canadian adult population [27,28].
Table 1. Baseline characteristics of the survey respondents (N=6021).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Responses by survey wave, n (%)</th>
<th></th>
<th>P value (Fisher test)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 (May 8-12, n=1005)</td>
<td>2 (May 29-June 1, n=1002)</td>
<td>3 (June 19-23, n=1005)</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alberta</td>
<td>140 (13.9)</td>
<td>140 (14)</td>
<td>140 (13.9)</td>
</tr>
<tr>
<td>British Columbia</td>
<td>152 (15.1)</td>
<td>146 (14.6)</td>
<td>150 (14.9)</td>
</tr>
<tr>
<td>Ontario</td>
<td>418 (41.6)</td>
<td>418 (41.7)</td>
<td>415 (41.3)</td>
</tr>
<tr>
<td>Quebec/Atlantic Canada</td>
<td>182 (18.1)</td>
<td>190 (19)</td>
<td>192 (19.1)</td>
</tr>
<tr>
<td>Saskatchewan/Manitoba</td>
<td>111 (11)</td>
<td>108 (10.8)</td>
<td>104 (10.3)</td>
</tr>
<tr>
<td>Yukon/Northwest Territories/Nunavut</td>
<td>2 (0.2)</td>
<td>0 (0)</td>
<td>4 (0.4)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-39</td>
<td>394 (39.2)</td>
<td>389 (38.8)</td>
<td>394 (39.2)</td>
</tr>
<tr>
<td>40-59</td>
<td>306 (30.4)</td>
<td>312 (31.1)</td>
<td>307 (30.5)</td>
</tr>
<tr>
<td>≥60</td>
<td>305 (30.3)</td>
<td>301 (30)</td>
<td>304 (30.2)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>498 (49.6)</td>
<td>497 (49.6)</td>
<td>499 (49.7)</td>
</tr>
<tr>
<td>Male</td>
<td>504 (50.1)</td>
<td>492 (49.1)</td>
<td>501 (49.9)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (0.3)</td>
<td>13 (1.3)</td>
<td>5 (0.5)</td>
</tr>
<tr>
<td><strong>Has children</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>776 (77.2)</td>
<td>766 (76.4)</td>
<td>768 (76.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>229 (22.8)</td>
<td>236 (23.6)</td>
<td>237 (23.6)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>111 (11)</td>
<td>104 (10.4)</td>
<td>129 (12.8)</td>
</tr>
<tr>
<td>Some post—high school education</td>
<td>159 (15.8)</td>
<td>165 (16.5)</td>
<td>148 (14.7)</td>
</tr>
<tr>
<td>University or college</td>
<td>728 (72.4)</td>
<td>727 (72.6)</td>
<td>720 (71.6)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>7 (0.7)</td>
<td>6 (0.6)</td>
<td>8 (0.8)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/living with partner</td>
<td>613 (61)</td>
<td>605 (60.4)</td>
<td>622 (61.9)</td>
</tr>
<tr>
<td>Never married</td>
<td>251 (25)</td>
<td>251 (25)</td>
<td>253 (25.2)</td>
</tr>
<tr>
<td>Separated/divorced/widowed</td>
<td>128 (12.7)</td>
<td>132 (13.2)</td>
<td>119 (11.8)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>13 (1.3)</td>
<td>14 (1.4)</td>
<td>11 (1.1)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White (European, North American)</td>
<td>698 (69.5)</td>
<td>702 (70.1)</td>
<td>691 (68.8)</td>
</tr>
<tr>
<td>Asian</td>
<td>200 (19.9)</td>
<td>175 (17.5)</td>
<td>201 (20)</td>
</tr>
<tr>
<td>Black (African, Caribbean, North American)</td>
<td>16 (1.6)</td>
<td>18 (1.8)</td>
<td>19 (1.9)</td>
</tr>
<tr>
<td>Other</td>
<td>71 (7.1)</td>
<td>78 (7.8)</td>
<td>68 (6.8)</td>
</tr>
<tr>
<td>Not sure/prefer not to answer</td>
<td>20 (2)</td>
<td>29 (2.9)</td>
<td>26 (2.6)</td>
</tr>
<tr>
<td><strong>Household income (CAD $)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 40,000</td>
<td>128 (12.7)</td>
<td>121 (12.1)</td>
<td>136 (13.5)</td>
</tr>
</tbody>
</table>

---

[1] (Fisher test)
Calculation of Latent Feature Representing Anxiety and Depression

The PCA was initially fit using 10 survey items: 7 from the GAD-7 (anxiety) and 3 from the CES-D (depressive symptoms). The polychoric correlations between the anxiety and depression variables are presented in Figure 1A. All items were moderately to strongly positively correlated (r=0.55-0.89), with the exception of hopefulness (CES-D item; correlation coefficients -0.18 to -0.27). All items except for hopefulness were loaded strongly onto principal component 1 (PC1) (loadings 0.74-0.93), with hopefulness loading weakly onto PC1 (loading -0.28) and strongly onto principal component 2 (PC2) (loading 0.96); this finding supported our choice to model a single latent outcome combining both scales. Given the weak negative correlation between hopefulness and the remaining mood and anxiety variables, hopefulness was dropped from the PCA and instead included as an explanatory variable in downstream modeling. Distributions of the GAD and CES-D scores and PC1 are included in Figure S1 (Multimedia Appendix 1).

The final PCA included 9 items. In the remainder of this analysis, we refer to PC1 as “emotional distress.” Figure 1B displays a scree plot for this 9-item PCA; the point of inflection occurs at the second PC, indicating that the PCs after the first do not add substantial additional information. The loadings on PC1, emotional distress, are presented in Figure 1C. The item loadings ranged from 0.74 to 0.93. Emotional distress explained 76% of the variance in all 9 variables.
Fitting of the XGBoost Model and Comparison to LASSO

A total of 50 predictor variables were included in our primary XGBoost model. We included 4819 respondents in the training data set; out-of-sample prediction was tested on the remaining 1202 respondents. For the results of the hyperparameter selection, see Text S3 in Multimedia Appendix 1. The final model explained 38.7% of the variance in distress in the out-of-sample prediction ($r^2=0.387$). A scatterplot of the predicted and realized values of emotional distress is presented in Figure S2, Multimedia Appendix 1. In training, the $r^2$ value of the model was 0.394, which is close to the $r^2$ value for our holdout test set; this indicates that there was no substantial overfitting. For a LASSO model fit to the full test set, $r^2$ was 0.354 in the withheld validation set, which is slightly lower than the value for XGBoost in predictive accuracy.

A graphical depiction of model training using gradient-boosted trees [29] is presented in Figure 2A. A visual representation of the first 6 gradient-boosted trees in the fitted model is included in Figure S3 (Multimedia Appendix 1). A partial dependence plot overlaid with COVID-19 positivity rates [30] is presented in Figure S4 (Multimedia Appendix 1).

To determine if the model fit was sensitive to the XGBoost imputation algorithm for variables with missing values, XGBoost was refit with reoptimized hyperparameters and validated using only observations with complete data (n=3689). On the withheld data, this model explained 36.9% of the variance in emotional distress ($r^2=0.369$). Results of a LASSO model fit to the same set of complete observations indicated slightly lower performance compared to the XGBoost fit (LASSO $r^2=0.346$), indicating that distress was reasonably approximated by a linear fit, although at a loss of approximately 2% of the explained variance when nonlinear and interaction relationships were not considered.
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Identification of Variables Most Strongly Associated with Emotional Distress

The SHAP values are presented in Figure 2B. To aid the direct interpretability of our SHAP value analysis, we modeled each questionnaire item as a function of our latent emotional distress outcome using linear regression. Each 1-unit change in our outcome corresponded to a difference in the question response value of between 0.68 and 0.84 (mean 0.78) across all 9 questions, meaning that a SHAP value of 0.61 (the largest value reported for individuals with high levels of reported financial worry) would translate to an average increase of 0.61*0.78=0.48 across the original question scales. Given that each question was measured as integers ranging from 1 to 4—representing an underlying quantitative scale mapping onto the number of recent days when symptoms were experienced—this maximum SHAP value would represent a predicted marginal change of 16% of the entire spectrum of symptom burden across all questions in the holdout test population: 0.48/(4-1)*100.

The variables with the greatest importance, in descending order, were worry about personal finances due to COVID-19 (mean absolute SHAP value=0.168), worry that oneself or loved ones will become ill with COVID-19 (0.162), age group (0.130), hopefulness (0.115), change in alcohol use due to the pandemic (0.088), and female gender (0.087).

For both financial and illness-related worries, low to moderate levels of worry were associated with decreased or average predicted distress, while severe worries increased predicted distress (0.41 for “very worried” about finances; 0.34 for “very worried” about illness). To a lesser extent, greater hopefulness was associated with decreased predicted distress. The relationship between age group and predicted emotional distress was somewhat linear: membership in the youngest age group (18 to 39 years) increased predicted distress, while membership in the age groups of 40 to 59 years and ≥60 years decreased predicted distress. Female gender increased predicted distress, and both increased and decreased alcohol intake compared to prepandemic intake had higher mean SHAP values compared to no change (mean SHAP values of 0.19 for increased use 0.12 for decreased use; –0.07 no change), indicating a nonlinear effect. Change in cannabis use due to the pandemic was directionally similar (mean SHAP values of 0.25 for increased use, 0.11 for decreased use, and –0.02 for no change), although its overall importance was lower.

Following the top 6 ranked variables, we found a heuristic “elbow point” separating the most important variables from those with lesser importance. For all remaining variables, the mean SHAP values were at or below 0.05. Of note, some important variables demonstrated low mean SHAP values, but their range of values was large. Notably, only a small number of respondents answered “other” (nonbinary) for gender identity (n=47); although these responses had a strong influence on their individual predicted values, mean SHAP values for the feature as a whole remained relatively low (mean absolute SHAP value 0.006, range –0.04 to 0.38).

To examine the effects of time, we explored predicted emotional distress values across survey waves. The survey wave variable ranked 14th out of 50 variables with respect to variable importance (mean absolute SHAP value 0.024), indicating that the passing of time was not as influential in our model as other time-independent variables. A partial dependence plot is shown in Figure 2C; when all other variables were held constant, predicted emotional distress was highest in wave 1 (May 8-12; adjusted mean 0.06). After wave 1, the values decreased (wave 2 adjusted mean –0.01). The predicted values decreased most by membership in wave 3 (mean –0.04, June 19-23) and wave 4 (mean –0.03, July 10-14), then increased again in waves 5 and 6 (mean 0.01 for September 18-22 and 0.04 for November 27-December 1).
Pairwise Interactions of Features in Predicting Emotional Distress

We next performed exploratory analysis of the importance of two-way variable interactions in our model. Mean SHAP values for two-way variable interactions from the top 15 most important variables are presented in Figure 3; all interactions are shown in Figure S5 (Multimedia Appendix 1). Overall, interactions between features were not substantially important in determining model predictions; the mean absolute SHAP values for the interaction terms ranged from 0 to 0.01, which represents a maximum of approximately 1/17 of the mean contribution of the most important variable (worry about finances). A total of 5 interactions had SHAP values above 0.008 (the visual elbow point); these top interactions included change in alcohol use × worry about finances (SHAP 0.010), worry about getting COVID-19 × worry about finances (SHAP 0.010), hopefulness × high risk for COVID-19 (0.009), hopefulness × female gender (0.009), and worry about getting COVID-19 × cannabis use (0.008).

Figure 3. SHAP variable importance of two-way variable interactions for the top 15 most important variables. SHAP: SHapley Additive exPlanations.

COVID-19–related worries (financial and illness-related) against predicted emotional distress, the distressing effects of illness-related worry were stronger at lower levels of financial worry, where individuals with severe financial worry had the greatest distress regardless of illness-related worries. Additionally, greater hopefulness mitigated differences in distress levels between those who were at high risk for COVID-19 (or had loved ones at high risk) versus those who were not, as well as differences in distress between female and nonfemale respondents. Finally, those who used cannabis had a steeper increase in distress as illness-related worries increased.

To validate our findings, unregularized regression analyses were performed to test the statistical significance of pairwise interaction models with realized distress values. Out of 1225 possible interactions between pairs of explanatory variables in bivariate linear regression on emotional distress, 58 interaction terms had significant associations after Benjamini-Hochberg correction. Of these 58 interactions, 10 involved hopefulness. Of all 5 interactions with SHAP variable importance above the elbow point of 0.008, the top 4 were also statistically significant in the regression analysis (see Table S2 in Multimedia Appendix 1).

Figure 4 displays relationships between pairs of variables in the top 5 most important interactions. Plotting both
**Discussion**

**Principal Findings**

In this study, we used machine learning to examine factors associated with emotional distress during the COVID-19 pandemic, informed by self-reported levels of anxiety and depression symptoms, using data from a large national survey. We explored relationships between a wide range of sociodemographic characteristics, substance use patterns, and COVID-19–related perceived risks and worries with distress by examining nonlinear patterns in variable importance and by characterizing the importance of variable interactions.

Our findings that the top predictive factors for emotional distress included worries related to COVID-19 are consistent with a recent study of COVID-19–related anxieties [10], suggesting that the participants experienced substantial health and financial concerns. Female gender contributed substantially to increased...
distress; this finding is consistent with evidence that even before the pandemic, both general anxiety [31] and depression [32] as well as COVID-19–specific anxieties [10] have been shown to be greater in women than in men. Our top predictive features also included change in alcohol use, which showed a nonlinear effect whereby any change (consuming either more or less alcohol compared to before the pandemic) was associated with an increase in emotional distress. This suggests that individual attempts to mitigate above-average levels of pandemic-related distress by drinking less have not been successful and that those who increased alcohol consumption due to the pandemic have experienced subsequent heightened distress.

Hopefulness was only weakly to moderately correlated with other anxiety and depression questionnaire items, and it was loaded onto its own principal component in PCA. These findings suggest that hopefulness may not measure the same latent construct captured by the remaining anxiety and depression survey items. This relative lack of cohesion between hopefulness and the other CES-D questions (feelings of loneliness and depression) in latent variable analysis is supported by previous work finding structural inconsistencies among CES-D items [33,34].

Given the sudden and temporary nature of imposed pandemic restrictions, we hypothesized that the hopefulness responses represent a more trait-like positive affect rather than more situationally influenced responses to social isolation, such as lonely and depressed feelings. In predicting emotional distress, hopefulness was the fourth most important contributor, with higher hopefulness decreasing overall predicted distress. Hopefulness has been linked to lower emotional distress [35] and it may indicate greater resilience to adversities experienced during the COVID-19 pandemic.

One main aim was to assess changes in predicted emotional distress over time. The survey wave was not among the strongest contributors to emotional distress, with an importance approximately one seventh of that of the top variable. Despite this, variation in predicted values was present across time; the highest predicted emotional distress was observed during survey wave 1 in May 2020, amid nationwide lockdowns and just after the peak 7-day average case count [30] in Canada’s “first wave” of COVID cases. Predicted values declined through waves 2 to 4, when case counts were decreasing and lockdown policies were relaxed. Waves 5 to 6 saw a second increase in predicted emotional distress levels through the fall and winter of 2020, as Canada began its second wave of cases. This pattern mirrored the trajectory of COVID-19 case counts nationwide [30].

Our findings are consistent with results from the Canadian Community Health Survey, which found that mental health worsened due to the pandemic, increasing from September to December in 2020 [36]. These results suggest that Canadians experienced a spike of emotional distress at the start of the pandemic, amid fearful public health messaging and great uncertainty. Following this, as case counts decreased and lockdown measures were lifted, we speculate that increased optimism or a reduction in the perceived threat of COVID-19 may have lowered collective distress. This summer period was followed by the fall and winter months, when seasonal changes and increasing case counts again led to increased distress.

Finally, we conducted an exploratory analysis to examine the importance of variable interactions in predicting emotional distress. Although the importance of these interactions was relatively low (1/17th that of the most important single variable), they played a role in determining the predicted values. In particular, the distressing effects of severe COVID-19–related worries were most pronounced when other worries were not present. Notably, high hopefulness also mitigated the effect of several other factors that increased predicted distress, including female gender and high risk for COVID-19.

This study has several strengths. First, it was conducted on a large national survey sample that was designed to be representative of the Canadian population in age, gender, and region. Second, few other studies have examined changes in mental health outcomes across time throughout the first 10 months of the COVID-19 pandemic. Third, we employed flexible, interpretable machine learning methods to detect nonlinear and interactive relationships of many predictors of anxiety and depression symptoms.

A limitation of this study was its cross-sectional design, which meant that we were not able to track changes in mental health outcomes within the same individuals longitudinally, nor were we able to determine the temporality or direction of associations. However, the repeated cross-sectional study design allowed us to track patterns in mental health outcomes over time. A second limitation was that the survey was not administered prior to the COVID-19 pandemic, so a direct comparison with prepandemic mental health was not possible. A third limitation was that the survey was administered on the web, meaning that Canadians who are not comfortable with technology may have been less likely to participate; furthermore, the complete response rate was low (16.1%), indicating potential selection bias. However, quota sampling techniques were used to represent the Canadian adult population as accurately as possible in the complete analysis data set, and this response rate is similar to that expected for population surveys of this length administered on the web and without financial incentive [37].

Finally, information on mental health histories or prior clinical diagnoses was not available. However, these findings provide insight into emotional distress of the Canadian population at large, independent of clinical diagnoses.

Conclusion

Demographic and COVID-19–related factors were associated with a substantial amount of the variation in emotional distress during the global COVID-19 pandemic. These associations were most strongly driven by COVID-19–related fears, namely worries about personal finance and worries about contracting the illness, and were partly mitigated by high levels of hopefulness.

Rates of negative mental health outcomes such as eating disorders [38], substance use [39], overdose [40], and suicide attempts [40] have risen over the course of the COVID-19 pandemic. Although public health policy has been and continues to be vital to curb the spread of SARS-CoV-2, policy makers should also prioritize the provision of population-level supports to address elevated depression and anxiety symptoms among certain groups. Although we cannot infer causation in our study
design, our results indicate that initiatives to mitigate financial worry, alleviate illness-related fear, and promote hopefulness may be effective against symptoms of anxiety and depression in the wake of this and potential future pandemics.
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Abstract

Background: Psychiatric hospitals are becoming increasingly digitized because of the disruptive rise in technical possibilities. This digitization leads to new tasks and demands for health professionals, which can have an impact on technostress. It is unclear whether digital competence reduces technostress and how technostress affects health professionals’ mental and physical health.

Objective: This study aims to assess the association between digital competence and technostress, considering individual characteristics and the association between technostress and long-term consequences for health professionals.

Methods: Cross-sectional data from 3 Swiss psychiatric hospitals were analyzed using multiple linear regression. The dependent variables for the models were digital competence, technostress, and long-term consequences (intention to leave the organization or the profession, burnout symptoms, job satisfaction, general health status, quality of sleep, headaches, and work ability). One model was calculated for each long-term consequence. The mean scores for technostress and digital competence could range between 0 (fully disagree) and 4 (fully agree), where a high value for technostress indicated high technostress and a high value for digital competence indicated high digital competence.

Results: The sample comprised 493 health professionals in psychiatric hospitals. They rated their technostress as moderate (mean 1.30, SD 0.55) and their digital competence as high (mean 2.89, SD 0.73). Digital competence was found to be significantly associated with technostress (β=−.20; P<.001). Among the individual characteristics, age (β=.004; P=.03) and profession were significantly associated with both digital competence and technostress. Technostress is a relevant predictor of burnout symptoms (β=10.32; P<.001), job satisfaction (β=−6.08; P<.001), intention to leave the profession (β=4.53; P=.002), organization (β=7.68; P<.001), general health status (β=−4.47; P<.001), quality of sleep (β=−5.87; P<.001), headaches (β=6.58; P<.001), and work ability (β=−1.40; P<.001).

Conclusions: Physicians and nurses who have more interaction with digital technologies rate their technostress higher and their digital competence lower than those in other professions. Health professionals with low interaction with digital technologies appear to overestimate their digital competence. With increasing digitization in psychiatric hospitals, an increase in the relevance of this topic is expected. Educational organizations and psychiatric hospitals should proactively promote the digital competence of health professionals to manage expected disruptive changes.

(JMIR Ment Health 2021;8(11):e31408) doi:10.2196/31408
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Introduction

Background

Psychiatric hospitals are increasingly becoming digitized because of the disruptive rise in technical possibilities [1,2] and legal requirements, such as the obligation to use nationally shared electronic health records [3]. Moreover, the COVID-19 pandemic has underlined the need for additional digital services such as telemedicine or remote monitoring in mental health to avoid social exclusion through lockdowns or because of living situations in remote regions [4,5]. Health professionals are thus increasingly confronted with digital technologies for clinical practice, interaction with patients, and administrative tasks.

Therefore, digitalization creates new tasks for health professionals and places demands on them that are not part of their education and training. These include, for example, the management of data privacy [1] or digital competences to enhance appropriate patient communication via internet [6]. In addition, new tasks make demands such as increasing time spent with documentation [7,8] or with low usability electronic health records [9] and technical support among colleagues [10], which were previously beyond the scope of work of health professionals.

The demands for digital competences and associated changes in the role of health professionals also require a change in the perception of and attitude toward digital resources in everyday work [11]. Consequently, this transformation may have a stress-inducing effect on health professionals, especially because psychiatric health professionals tend to be hesitant regarding new technologies because of the expected deleterious effects on the relationship between health professionals and patients [12,13]. For example, they may feel more disturbed by the digitization of their daily work than their colleagues in settings that are traditionally more digitized, such as acute care with intensive care units.

The phenomenon called technostress is “a reflection of one’s discomposure, fear, tenseness and anxiety when one is learning and using computer technology” [14]. The term was introduced in 1984 by Brod [15] as “a modern disease of adaptation caused by an inability to cope with the new computer technologies in a healthy manner” during the rapid emergence of technology in everyday life. Studies on technostress among health professionals are scarce [16,17]. A recent study revealed that psychiatric health professionals experience a moderate level of technostress [16].

Technostress is known to have an effect not only on the working life of professionals [10], such as reduced job satisfaction [18,19], but also on their private life, such as psychophysiological reactions such as headaches and fatigue [20,21] or burnout symptoms [22]. Exposure to stress-inducing technology can even result in reduced ability to work and an intention to leave the job, which could exacerbate the already-existing shortage of health professionals [23].

An important factor in technostress is expected to be an individual’s digital competence, as higher digital competence has been identified as having a mitigating association with technostress [10,24]. However, it was found that professionals with high digital competence tended to feel particularly stressed by the nonavailability or unreliability of the technologies used at work [24]. Research on digital competence among health professionals has quite a strong focus on the knowledge and skills of using digital technologies at work [25] or specific subgroups in nursing, such as nurse leaders [26,27]. The TIGER Nursing Informatics Competencies Model, for example, consists of 3 parts: basic computer competences (eg, using the computer and managing files), information literacy (eg, evaluating information and its sources critically), and information management (eg, using electronic health records) [25]. However, additional factors, such as attitude, motivation, and experience of using digital technologies, are also thought to be relevant in the context of digital competence. A recent review of research on health professionals’ digital competence summarized the key areas of this competence as “sufficient knowledge and skills [...] . social and communication skills [...] , motivation and willingness [...] and support for positive experiences in digitalization” [28]. Therefore, besides insufficient knowledge and skills for proper implementation and use of digital technologies, a lack of motivation and prejudice against digitalization are, for example, associated with reduced technology use. Moreover, health professionals must adapt their communication style, depending on whether they communicate face to face or via telemedicine [28]. Therefore, behavioral determinants are crucial for enhancing digital competence in addition to knowledge and skills [29].

Unfortunately, findings on digital competence and its association with technostress are not specific to health professionals in psychiatric hospitals. However, it is especially important for health professionals that information on their digital competence and technostress is needed, as they are considered to be reluctant adapters of digitization, despite increasing calls for adaptation to new tasks and requirements to keep up with their profession. These contradictions of reluctance and ongoing change need to be addressed at an early stage.

Objective

This paper, therefore, aims to answer the following research questions:

1. How do health professionals in psychiatric hospitals rate their digital competence?
2. How do health professionals in psychiatric hospitals rate their technostress?
3. What is the association between health professionals’ digital competence and their technostress, considering the individual characteristics of health professionals?
4. What is the association between technostress and long-term consequences for health professionals?
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Methods

This cross-sectional study was conducted in 3 psychiatric hospitals in the German-speaking part of Switzerland as part of the Work-Related Stress Among Health Professionals in Switzerland (STRAIN) study [23]. This study is based on a cluster randomized controlled trial (Clinical Trials registration NCT03508596) consisting of 3 measurements (baseline, first, and second) and investigating work-related stress among health professionals in Switzerland.

Sample and Recruitment

The study sample of the STRAIN study included acute care and rehabilitation hospitals, psychiatric hospitals, nursing homes, and home care organizations. Detailed information on the STRAIN study sample has been published elsewhere [23]. For this study, a request to participate was sent to 12 psychiatric hospitals that had already participated in the STRAIN study. The internal coordinators of the psychiatric hospitals were contacted by email and asked whether their institution’s health professionals might participate in this study, which would focus on technostress and digital competences. The project was then presented to decision makers at the psychiatric hospitals. Health professionals from the following work categories were included in this study: nursing staff, physicians, psychologists, medical therapeutic professionals, and social workers. Participants who labeled themselves as researcher or secretariat in the additional free text field were excluded. Overall, 1767 health professionals were eligible for participation in the study.

Data Collection

The study was conducted along with the second measurement of the STRAIN study between June and September 2020. The questionnaires for health professionals from the institutions that had agreed to participate were expanded to include topic-specific scales measuring technostress and digital competence.

The internal coordinator of the participating psychiatric hospitals disseminated the information for the participants and the survey to health professionals. Participation in the study was possible via paper or web-based questionnaires in German. For the paper questionnaires, a prestamped envelope was enclosed to return the questionnaire to the project team. For the web-based questionnaire, the link to the web-based survey using SurveyMonkey and UmfrageOnline was either sent individually by email or published on the organization’s intranet by the coordinator. A reminder to complete the questionnaire was sent electronically or on paper 2 weeks afterward by the internal coordinator.

The Questionnaires

The 3 questionnaires used in this study comprised a technostress questionnaire [24], an in-house-developed digital competence questionnaire, and the STRAIN questionnaire [23]. The questionnaires were estimated to take 45 minutes overall to complete.

Technostress Questionnaire

For the measurement of technostress, the scale created by Gimpel et al [24] was used. The scale, which shows satisfactory reliability (Cronbach α=.91), is based on the technostress model of Ayyagari et al [30]—a model widely used in research on technostress. It consists of 12 items using a 5-point Likert scale, with the end points 0 (fully disagree) and 4 (fully agree). For interpretation of the data, the mean score was calculated (min=0; max=4), where a high score indicates high technostress. The questionnaire covers the following 12 items, which are derived from the theory’s dimensions: uncertainty (ongoing changes lead to uncertainty and constant learning), insecurity (feeling threatened about losing one’s job), unreliability (unreliability of technology used), overload (technology forces users to work faster and longer), invasion (employees can be reached anytime), complexity (users feel inadequate regarding their competences), performance control (feeling of being monitored and compared), ambiguity of the role (technical problems must be solved by oneself), interruptions (malfunctions and unstable systems), nonavailability (lack of technology that can reduce workload), no sense of achievement (feeling of lack of progress at work), and invasion of private life (feeling one’s private life is affected).

Digital Competence Questionnaire

To measure digital competence among health professionals, no suitable and compact questionnaire was available that focused on the 5 key areas of digital competence (knowledge, skills, communication, experience, and attitude) for health professionals [28]. Moreover, to not lengthen the already-long questionnaire excessively, thereby negatively influencing the response rate, a short self-assessment scale measuring digital competence was needed. Therefore, for each of the 5 key areas, an item was developed in-house. The 5 items covered the following topics: knowledge (eg, one’s own knowledge of digital technologies at work), skills (confidence in using digital technologies at work), communication (eg, confidence in communication using digital technologies at work), motivation (eg, motivation to use digital technologies in everyday work), and attitude (eg, attitude toward potential improvements through digital technologies at work). Items were scored on a 5-point Likert scale ranging from 0 (fully disagree) and 4 (fully agree). For interpretation, the mean score was calculated (min=0; max=4), with a high score again indicating high digital competence.

The single items of digital competence were tested for construct validity by conducting exploratory factor analysis and reliability tests. The requirements for factor analysis were met with item correlations above 0.3 and a significant Bartlett test of sphericity ($\chi^2=39.4, P<.001$) and the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy with acceptable values above 0.6 (KMO=0.81). A scree plot was used to test for loadings on one factor. The reliability test for the 5 developed items on digital competence revealed satisfactory internal consistency (Cronbach α=.87; Multimedia Appendix 1).

STRAIN Questionnaire

The outcome variables (Figure 1) for long-term consequences stem from the STRAIN questionnaire (COPSOQ) [32], the self-rated general health status [33], the Nurses’ Early Exit study questionnaire [34], the von Korff questionnaire [35], and the
workability index [36]. The scores from the COPSOQ, the Nurses’ Early Exit study questionnaire, the von Korff questionnaire, and the general health status ranged from a value of 0 (do not agree at all) to 100 (fully agree) or from 0 (worst imaginable health state) to 100 (best imaginable health state) for the general health status and from 0 (no influence) to 100 (could no longer perform activity) for the von Korff questionnaire. The COPSOQ scale scores were included if at least half of the items had no missing values [37]. The total score of the workability index questionnaire ranged from 7 (minimum working capacity) to 49 (maximum working capacity).

Figure 1. Scales used for the multiple linear regression models.
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Data Analysis

The analysis was conducted using R version 3.6.1 [38] and included descriptive statistics for technostress and digital competence. Multiple linear regression models were calculated using the MASS package [39]. The predictor and outcome variables were chosen to cover the dimensions of the DSM [24]. The model describes the correlation between technostress, inhibitors of technostress, and consequences of technostress. Furthermore, individual characteristics (e.g., age, education, and sex) were added to the model, as they have been identified as relevant predictors elsewhere [10]. To answer the research questions, multiple linear regressions were conducted (1) with digital competence as the outcome and individual characteristics as predictors; (2) with technostress as the outcome and individual characteristics and digital competence as predictors; and (3) with long-term consequences as outcome variables and technostress, digital competence, and individual characteristics as predictors (Figure 1). For each of the following long-term consequences, a separate linear regression model was calculated: intention to leave the organization [23], intention to leave the profession [23], burnout symptoms [32], job satisfaction [32], general health status [33], quality of sleep [34], headache [35] and workability [36]. To test for multicollinearity, the variance inflation factor was computed (1.06-1.70), which is regarded as acceptable to proceed if variables show values less than 3 [41]. The assumption of heteroskedasticity was tested using the Breusch-Pagan test. This was met for multiple linear regressions. Therefore, SEs, P values, and CIs were bootstrapped (r=999, bias corrected and accelerated, 95% CI). A stepwise model selection was conducted for the multiple linear regressions based on the Akaiake information criterion [42].

Ethical Considerations

The local Swiss ethical board confirmed that the study did not warrant a full ethical application and did not fall under the Swiss Federal Act on research involving human beings (Req-2020-00179). The participants were professionals and could take responsibility for their own participation. They received written information before the start of the study regarding the subject, aim, and voluntary nature of their participation. Filling in the questionnaire was counted as informed participation. The data were gathered anonymously and could not be traced back to individual participants.

Results

In total, 493 health professionals participated in the study, corresponding to a response rate of 27.9% (493/1767). Among the participants, 60% (296/493) were nurses, 12.3% (61/493)
were psychologists, 11.1% (55/493) were social workers, 8.7% (43/493) were physicians, and 7.7% (38/493) were medical-therapeutic professionals. The mean age of the participants was 41 (SD 12.33) years, and the majority were female (349/493, 71%). For technostress, health professionals reported a moderate mean score of 1.30 (SD 0.55). Nursing staff (mean 1.41, SD 0.54) and physicians (mean 1.41, SD 0.54) had the highest scores among the professions included, followed by medical-therapeutic professionals (mean 1.23, SD 0.60), social workers (mean 1.15, SD 0.57), and psychologists (mean 0.95, SD 0.40). Health professionals rated their digital competence high, with a mean score of 2.82 (SD 0.76): social workers were found to have the highest score (mean 3.18, SD 0.57), followed by medical-therapeutic professionals (mean 2.90, SD 0.84), psychologists (mean 2.89, SD 0.73), physicians (mean 2.82, SD 0.66), and nurses (mean 2.71, SD 0.78).

### Technostress

Table 1 summarizes the results of the multiple linear regression, with technostress as the outcome variable. The regression model was shown to be significant $F_{5,487}=19.81$ ($P<.001$) and explained 20% of the variance ($R^2$). Being a physician ($β=0.22; P=0.03$) or a nurse ($β=0.17; P=.02$) was shown to have an increasing association with technostress, compared with being a social worker (intercept), whereas being a psychologist was negatively associated with technostress ($β=0.23; P=0.01$). Digital competence was also negatively associated with technostress ($β=0.20; P<.001$). This means that an increase in digital competence of 1 point results in a decrease in technostress by $0.20$ points of the mean score.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>β</th>
<th>SE</th>
<th>t value (df)</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.63</td>
<td>0.15</td>
<td>10.86 (487)</td>
<td>&lt;.001</td>
<td>1.62 to 1.64</td>
</tr>
<tr>
<td>Age</td>
<td>.004</td>
<td>0.002</td>
<td>2.21 (1)</td>
<td>.03</td>
<td>0.004 to 0.004</td>
</tr>
<tr>
<td>Physicians</td>
<td>.22</td>
<td>0.10</td>
<td>2.22 (1)</td>
<td>.03</td>
<td>0.22 to 0.23</td>
</tr>
<tr>
<td>Psychologists</td>
<td>−.23</td>
<td>0.09</td>
<td>−2.53 (1)</td>
<td>.01</td>
<td>−0.24 to −0.23</td>
</tr>
<tr>
<td>Nurses</td>
<td>.17</td>
<td>0.07</td>
<td>2.30 (1)</td>
<td>.02</td>
<td>0.16 to 0.17</td>
</tr>
<tr>
<td>Digital competence</td>
<td>−.20</td>
<td>0.03</td>
<td>−6.71 (1)</td>
<td>&lt;.001</td>
<td>−0.21 to −0.20</td>
</tr>
</tbody>
</table>

*a* With bootstrap.

### Digital Competence

The multiple linear regression with digital competence as the outcome was shown to be significant $F_{6,486}=10.47$ ($P<.001$) and explained 13% of the variance ($R^2$). Being male was shown to be positively but not significantly associated with digital competence ($β=0.11; P=0.15$). In addition, the level of employment was positively associated with digital competence ($β=0.06; P<.001$). Age was negatively associated with digital competence ($β=−0.014; P<.001$), meaning that digital competence decreased marginally with increasing age (Table 2).

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>β</th>
<th>SE</th>
<th>t value (df)</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>3.25</td>
<td>0.21</td>
<td>15.52 (486)</td>
<td>&lt;.001</td>
<td>3.24 to 3.26</td>
</tr>
<tr>
<td>Sex (male)</td>
<td>.11</td>
<td>0.08</td>
<td>1.45 (1)</td>
<td>.15</td>
<td>0.10 to 0.11</td>
</tr>
<tr>
<td>Age</td>
<td>−.014</td>
<td>0.003</td>
<td>−5.29 (1)</td>
<td>&lt;.001</td>
<td>−0.01 to −0.01</td>
</tr>
<tr>
<td>Level of employment</td>
<td>.006</td>
<td>0.002</td>
<td>3.21 (1)</td>
<td>&lt;.001</td>
<td>0.006 to 0.006</td>
</tr>
<tr>
<td>Physicians</td>
<td>−.46</td>
<td>0.15</td>
<td>−3.11 (1)</td>
<td>&lt;.001</td>
<td>−0.47 to −0.45</td>
</tr>
<tr>
<td>Psychologists</td>
<td>−.26</td>
<td>0.13</td>
<td>−1.92 (1)</td>
<td>.06</td>
<td>−0.26 to −0.25</td>
</tr>
<tr>
<td>Nurse</td>
<td>−.48</td>
<td>0.11</td>
<td>−4.55 (1)</td>
<td>&lt;.001</td>
<td>−0.49 to −0.48</td>
</tr>
</tbody>
</table>

*a* With bootstrap.

### Long-Term Consequences

The results of the multiple regression models with long-term consequences as the outcome variables are shown in Multimedia Appendices 2 and 3. The models indicate that the independent variables predict the outcome burnout symptoms as best ($R^2=0.16, F_{10,482}=9.28; P<.001$), followed by intention to leave the organization ($R^2=0.15, F_{13,485}=6.37; P<.001$) and job satisfaction ($R^2=0.15, F_{12,480}=5.28; P<.001$). General health status turned out to have the lowest explanatory power with the included predictor variables ($R^2=0.06, F_{3,489}=9.88; P<.001$).

In all models, technostress was significantly associated with outcome variables. The highest impact was found for burnout.
symptoms, with an increase of 10.32 (P<.001) associated with an increase in technostress of 1 point. Technostress was also positively associated with headache (β=6.58; P<.001) and the outcomes intention to leave the profession (β=4.53; P=.02) and intention to leave the organization (β=4.53; P<.001). Moreover, technostress was negatively associated with job satisfaction (β=−6.08; P<.001), general health status (β=−4.47; P<.001), quality of sleep (β=−5.87; P<.001), and workability (β=−1.40; P<.001).

The predictor variable, digital competence, was included in 6 of the 8 models. The effect of digital competence was lower than that of technostress. Digital competence was positively associated with quality of sleep (β=4.19; P<.001), job satisfaction (β=2.26; P=.02), and workability (β=7.9; P=.002). When interpreting the results, attention must be paid to the possible scores of the outcome variables. Thus, an increase in digital competence of 1 point leads to an increase in workability of 0.79, whereby workability can range from 7 to 49. An increase of 1 point in digital competence leads to an increase of 2.26 points in job satisfaction on a possible range of 0 to 100.

Discussion

Principal Findings

Health professionals in psychiatry rate their technostress as moderate, and their digital competence as high. Higher digital competence was also significantly associated with lower technostress. Individual characteristics differ in their relevance to the models. The age of health professionals is significantly associated with technostress and digital competence. Older health care professionals appear to experience higher technostress and perceive themselves as having lower digital competence. Physicians and nurses appear in the models to have higher technostress and lower competence compared with the other professions surveyed. Being a nurse was shown to have the highest estimates across all outcomes.

To answer the question of the association between technostress and long-term outcomes of health professionals, it should be noted that technostress has a nonnegligible impact on long-term consequences, such as burnout symptoms, job satisfaction, and headache. Thus, technostress has a measurable association with the mental and physical health of health professionals. In addition, technostress promotes the intention to leave the organization or the profession.

Comparison With Prior Work

The significant association of digital competence with technostress is in line with another study in which computer self-efficacy (ie, digital competence) is described as an antecedent of technostress [10]. This association highlights the potential of enhanced digital competence to reduce technostress. However, the β values in the technostress model were equally high for the professions, which could mean that health professionals need to interact with digital technologies to varying degrees at work.

Interestingly, physicians and nurses who are known to have higher technostress [16] and thought to have more interaction with digital technologies than other health professionals were shown to have lower digital competence. This is in contrast with the findings of Kuek and Hakkennes [43], who found that health professionals with high-frequency digital technology use also showed higher digital competence. However, they argued that the organization in which the study took place was digitized more than organizations in comparable studies. One reason for the reported lower digital competence in this study could be past experience with digital technologies rather than a lack of knowledge and skills. Past experiences could have been negative because of a lack of suitable rooms or technical equipment and failing support systems [28]. Furthermore, it raises the question of whether health professionals who have experienced fewer negative interactions rate their digital competence higher because of the absence of digital technologies at work. These results are somewhat at odds with the results of other studies in which people who have little contact with digital technologies show higher levels of technostress because they lack opportunities to adapt and develop their own skills in using them [24]. This phenomenon could be explained by the Dunning-Kruger paradigm for this study. Studies “repeatedly show that people with little expertise [in the specific field] often grossly overestimate how much they know and how well they perform” [44]. However, this study does not provide any insights into the extent of interactions of health professionals with digital technologies.

Furthermore, lower digital competence (ie, computer proficiency) has been found to be a barrier to successful implementation of electronic health records in psychiatric hospitals [11]. This would imply that Swiss psychiatric hospitals have a good precondition for the successful implementation of digital technologies, as the digital competence of health professionals was rated high. However, being an active user of electronic health records was one of the inclusion criteria for the study, which means that participants self-rated their digital competence by having sufficient experience of interaction with digital technologies. According to Staggers et al [45], there are 4 different levels of digital competence for nurses. They propose that experienced nurses (level 2) are “highly skilled in using information management and computer technology skills” [45]. This expands the understanding of the core competences necessary for consideration as an experienced professional and places a requirement on educational organizations and psychiatric hospitals to support health professionals in fulfilling this aim. Recent findings also highlight the importance of leaders investing in technical support for their employees, such as “receiving low support in learning and using digital tools” [46], which is expected to contribute to enhanced digital competence [28].

Concerning gender, there was no strong evidence as to whether males or females were more affected by technostress. However, the model for digital competence indicated that being male was slightly but not significantly associated with digital competence (P=.15). One reason for this result could be that the clear majority of participants were female (71%), which could have led to an underestimation of the potential difference between the sexes. Regarding the technical support described earlier, females seem to compensate for their lower digital competence by relying on the organization’s helpdesk, whereas males tend
to exchange expertise [47]. This implies that health organizations might want to invest in a low-threshold helpdesk and train health professionals with an affinity for digital technologies to become peer supporters.

Evidence for the effects of individual characteristics is inconsistent, particularly with respect to age and sex [10]. This study contributes to the discussion by indicating that age is a relevant predictor of both technostress and digital competence. In terms of digital competence, the results of this study appear to confirm that younger health care professionals perceive themselves as having higher digital competency [48]. However, recent findings, albeit nonspecific to the health care setting, indicate that females tend to be more affected by technostress [49]. In this respect, a possible effect of sex should be considered in future studies that focus on health care professionals. If it turns out that women are more affected by technostress in the health care system, the intended measures must take this possible precondition into consideration.

In terms of the association between technostress and its long-term consequences, other findings from other sectors underline that higher technostress leads to higher intention to leave the profession or organization and lower job satisfaction [50]. Furthermore, additional influencing factors in health care appear to have a more important impact on long-term consequences for health professionals, such as work-private life conflict or quantitative demands at work [23,51]. However, some aspects of private life conflicts are incorporated into the technostress scale used. One of the themes of technostress is techno-invasion, which measures the self-perceived aspect that one can be reached at any time. Also, the theme invasion of private life is part of the technostress scale, assessing the feeling that one’s private life is affected by digital technologies at work. Although these aspects are included in the technostress scale, the findings in this study do not reach the explained variance of the study indicated above. Therefore, it seems that digital technologies do not currently play a vital role in the context of private life conflicts among health professionals in psychiatric hospitals.

In view of the fact that the Swiss health care system is still only partly digitized in terms of international comparison [52] and that psychiatry is not expected to lead the way in digitization, these findings seem logical. However, with a future increase of digitization in psychiatric hospitals [53], the topic’s relevance is expected to rise. For example, a recent study described the empowerment and enslavement paradox of digital technologies for surgeons [54]. The study highlights the issue that with an increase in possibilities because of digital technologies, the danger of misuse increases, which negatively impacts the outcomes of health professionals and patients. The implication for psychiatric hospitals is, therefore, that technostress is not a major issue at the moment. However, psychiatric hospitals are encouraged to invest in monitoring the digital competence of their health professionals, especially along with the implementation of digital technologies, and offer suitable training to their employees. Furthermore, decision makers should involve health professionals in the development and implementation of digital technologies, as involvement has been identified as crucial for positive experiences with digital technologies, increasing motivation toward innovations and dismantling prejudices [10]. Health professionals must recognize that they are going to face digitization at their workplace. However, because many health professionals have a rather reserved attitude toward digital technologies at work, decision makers should approach this process thoughtfully.

**Strengths and Limitations**

This study contributes to the emerging topic of technostress among health professionals in a psychiatric setting. It provides first insights into the association of digital competence with technostress and the association of the two with long-term consequences. This study enriches the discussion on the potential influence of individual characteristics, such as age, sex, profession, and education. Furthermore, a digital competence scale with satisfactory properties was developed and evaluated in this study. This scale is made available to the community for use in further research (Multimedia Appendix 1).

However, this study had several limitations. First, convenience sampling was performed. Of the 12 psychiatric hospitals invited, only 3 agreed to participate. It cannot be excluded that psychiatric hospitals whose staff generally experience lower technostress agreed to participate because they were more sensitized to the topic. In addition, the sample did not reflect the typical distribution of health professionals in Swiss psychiatric hospitals. In this study, physicians were underrepresented (9%), compared with the usual proportion of 17% [55]. This might be because physicians are increasingly reluctant to participate in surveys for reasons such as information overload, survey fatigue, or privacy concerns [56]. In addition, a response rate of 27.9% (493/1767) is considered low but rather common for web-based surveys with health professionals [57,58]. Unfortunately, forecasts indicate even lower average response rates soon [59]. Furthermore, participants could decide to use either a paper or web-based questionnaire. The comparability of paper and web-based questionnaires has been discussed in the literature. Psychological factors, such as mood state or fatigue during the inquiry, can have an impact on responses and can be influenced by environmental stimuli or distractions [60]. Especially in health care organizations in which the number of computers on the wards is limited and no quiet place is available to withdraw, this could have had a deleterious effect on responses. In addition, one organization opted exclusively for web-based inquiry. Staff members who feel highly stressed by digital technologies could have been excluded by this decision because they did not want to use the computer unnecessarily for longer than was required by their work. Moreover, no causal conclusions can be drawn, as this study used cross-sectional data. These implications must be considered when interpreting the results.

**Conclusions**

Health professionals in Swiss psychiatric hospitals experience moderate technostress at work. They rated their digital competence as high. It might be that health professionals with little interaction with digital technologies at work overestimate their digital competence. Therefore, to generate reliable results on this hypothesis in the future, the degree of digitization of the organization and the degree of contact with digital technologies
at the individual level must be additionally assessed. In this context, research should evaluate whether self-rated digital competence corresponds to an objective assessment of digital competence at work, which would contribute to further development of the measurement tool for digital competence.

Technostress has been shown to have a relevant association with long-term consequences for staff, especially those with burnout symptoms. Further digitization in psychiatric hospitals is expected to have an increasing impact on the technostress experienced. Additional digital competence will be needed as an inhibitor of technostress for health professionals to sustainably cope with technostress and, thus, lower the risk of long-term consequences.

Health professionals and professionals in educational organizations do not yet recognize the need for future digital competences. Health and educational organizations are responsible for the adequate preparation of future health professionals; however, this should include training aimed at digital competence.

Psychiatric hospitals can draw conclusions based on these results. As digital competence significantly reduced technostress, further in-house education to promote digital competence should be established. Furthermore, the duties of younger health professionals could be extended to support older health professionals in managing digital technologies at work. Mutual support is demonstrably conducive to acquiring new competences and strengthening the sense of community in the team. However, this presupposes that such a duty is appropriately appreciated and remunerated.

Psychiatric hospitals in Switzerland are still in their early days in terms of the impact of digital technologies on health professionals. The necessary digital competences will emerge as the digitization process progresses. Researchers must continue to monitor this development and generate recommendations for measures to reduce technostress and develop suitable educational content from intervention studies.
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Abstract

Background: Extant research supports causal roles of cognitive biases in stress regulation under experimental conditions. However, their contribution to psychological adjustment in the face of ecological major stressors has been largely unstudied.

Objective: We developed a novel online method for the ecological examination of attention and interpretation biases during major stress (ie, the COVID-19 lockdown in March/April 2020) and tested their relations with the use of emotion regulation strategies (ie, reappraisal and rumination) to account for individual differences in psychological adjustment to major COVID-19–related stressors (ie, low depression and anxiety, and high well-being and resilience).

Methods: Participants completed an online protocol evaluating the psychological impact of COVID-19–related stressors and the use of emotion regulation strategies in response to them, during the initial weeks of the lockdown of March/April 2020. They also completed a new online cognitive task designed to remotely assess attention and interpretation biases for negative information. The psychometric properties of the online cognitive bias assessments were very good, supporting their feasibility for ecological evaluation.

Results: Structural equation models showed that negative interpretation bias was a direct predictor of worst psychological adjustment (higher depression and anxiety, and lower well-being and resilience; χ²p=7.57; root mean square error of approximation=0.000). Further, rumination mediated the influence of interpretation bias in anxiety (P=.045; 95% CI 0.03-3.25) and resilience (P=.001; 95% CI −6.34 to −1.65), whereas reappraisal acted as a mediator of the influence of both attention (P=.047; 95% CI −38.71 to −0.16) and interpretation biases (P=.04; 95% CI −5.25 to −0.12) in well-being.

Conclusions: This research highlights the relevance of individual processes of attention and interpretation during periods of adversity and identifies modifiable protective factors that can be targeted through online interventions.

(KEYWORDS: COVID-19; emotion regulation; cognitive biases; psychological adjustment; resilience)

Introduction

The occurrence of major stressors (eg, serious illnesses, loss of beloved ones, job loss, and economic difficulties) has a deep psychological impact on individuals in terms of both increased depression and anxiety symptoms [1,2], and reduced well-being [3]. Extant empirically supported “diathesis-stress” models [4] highlight how such a psychological impact would be the result of life stressors, particularly in individuals who have pre-existing vulnerabilities. Among those vulnerabilities, cognitive models...
have posited the relevant role of individual differences in cognitive processes of attention and interpretation [5,6]. These processes are thought to be on the basis of dysfunctional emotion and stress regulation [7], and are key mechanisms in the onset and maintenance of affective psychopathology in response to stress [5].

Experimental psychopathology research largely supports these assumptions. Stress-related disorders, such as depression and anxiety, have been consistently associated with a marked tendency to process (ie, attend and interpret) emotional information in a negative manner in laboratory studies. For instance, while eye-tracking studies have shown that higher psychological well-being levels are associated with attentional biases toward positive information [8,9], this type of research also shows that depressed individuals are characterized by sustained attention and difficulties disengaging from negative information [8,10], as well as reduced attention toward positive information [11,12]. Furthermore, a biased tendency to interpret ambiguous scenarios in a negative manner has been consistently observed in experimental studies in both depressed [13] and anxious individuals [14].

Conversely, cognitive models posit that attention and interpretation biases would contribute to stress-related psychopathology through their contribution to dysfunctional stress and emotion regulation [15]. This claim has also been experimentally supported. For instance, it has been found that, after negative mood induction, a participant who spent more time attending to positive emotional information (ie, happy faces) recovered faster from induced transient negative moods, whereas sustained attention to negative emotional information predicted impaired stress recovery [16,17]. Importantly, individual differences in the habitual use of emotion regulation strategies are related to the modulation of these forms of affective processing, contributing to maladaptive stress regulation. The habitual use of reappraisal, a strategy typically associated with enhanced stress recovery [18], has been found to modulate attention directed to negative information [19]. Further, the momentary use of reappraisal has been found to predict higher positive interpretation biases to solve ambiguities [20]. In contrast, rumination (ie, passively and repetitively focusing on the symptoms and consequences of distress [21]) hinders the ability to recover from stress [22]. Rumination has been found to interfere with adaptive attention processing, being related to both attention biases toward negative information [23] and negative interpretation biases [24].

In summary, laboratory studies have consistently supported relations between cognitive biases and processes of emotion dysregulation to account for stress-related psychopathology and reduced psychological well-being. Yet, the ecological manifestation of these cognitive biases, as they unfold during the occurrence of real-life major stressors, still remains largely unstudied. This step is crucial to understand how these processes may act as mechanisms of vulnerability and/or resilience to the onset and/or maintenance of psychological impairments in the face of major stressful experiences. This study aimed to provide an initial examination of the interplays among cognitive biases, emotion regulation processes, and outcomes of psychological adaptation to major stress, introducing a novel online method that allows for remote ecological assessment of attention and interpretation biases during daily life functioning. The method was based on a computerized paradigm that allows the online assessment (and intervention) of both attention and interpretation biases during the processing of emotional information [17]. It comprises a modified version of the scrambled sentence task (SST) [25], where participants are asked to create (interpret) self-referent statements using 5 out of 6 presented words (eg, “the future looks very dismal” or “the future looks very bright”), where eye-tracking–based techniques are used to monitor the time attending to negative and positive information (eg, “dismal” vs “bright”). Using this method to manipulate attention and interpretation biases under experimental conditions, it has been shown that emotional biases in attention and interpretation are causally involved in the spontaneous use of rumination and the ability to use reappraisal in response to laboratory-based negative situations [17]. However, as highlighted above, less is known about the relations between attention and interpretation biases and emotion regulation strategies when people are faced with major stressors. This study integrated an online evaluation of these mechanisms during the occurrence of a global major stressor (the beginning of the COVID-19 pandemic in early 2020) and, specifically, during the restrictive lockdown implemented to face the pandemic at the end of March to the beginning of April of that year.

The COVID-19 pandemic had a dramatic impact on not only public health and socioeconomic status [26] but also citizens’ psychological functioning. It is well-established that pandemic situations are related to increased levels of stress and have a large impact on the prevalence of psychopathologies, such as anxiety and depression, in the general population [27,28]. Until date, the available data with regard to the psychological impact of the COVID-19 pandemic are in this line. Despite the heterogeneity and methodological issues that initial research in the context of urgency had to face [29], extant literature has consistently shown a significant reduction in well-being and an increase in the rates of mental health problems in the general population as a result of the pandemic. For instance, a previous study [30] evaluated a representative sample of 7236 Chinese participants and found a significant increase in the overall prevalence of depressive symptoms (20.1%), anxiety symptoms (35.1%), and poor sleep quality (18.2%) during the beginning of the COVID-19 pandemic. Studies in other geographical areas obtained similar results, reporting increased rates of anxiety and depression in the general population due to the pandemic [28,31]. In Spain, one of the countries more strongly affected by the COVID-19 pandemic during the first half of 2020, studies assessing nationally representative samples found that the rates of clinical depression and anxiety were 22.1% and 19.6%, respectively, in that period [32]. Additionally, these studies found a significant reduction in well-being associated with social (eg, loneliness) and mental health factors (eg, anxiety reactivity) derived as a result of the COVID-19 pandemic. These data highlight the urgent need to understand the underlying factors that have a potential role in reducing the psychological impact of major stressors, such as those derived from the COVID-19 situation.
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In the first attempt, some studies assessed self-reported indicators of resilience and their contributions to psychological adjustment during the pandemic. Using equational structural models, it was shown that optimism and positive beliefs about the world might facilitate posttraumatic growth. On the contrary, suspiciousness and intolerance to uncertainty were related to posttraumatic stress symptoms during the pandemic [33]. Further research showed that self-reported positive reappraisal style (i.e., the ability to take perspective and to reinterpret situations) was the strongest factor related to the ability to face adversities derived from COVID-19 [34]. Taken together, these findings underlined the relevance of individual differences in cognitive processing (e.g., optimism and/or positive beliefs about the world) and adaptive emotion regulation processes (e.g., positive reappraisal style) to facilitate psychological adjustment when facing the stress derived from the COVID-19 pandemic. With this study, we aimed to establish whether ecological online assessments of cognitive biases would relate to maladaptive processes of emotion regulation and, ultimately, to psychological adaptation in the face of corona-related major stressors.

To the best of our knowledge, no study has ecologically assessed the relations between these factors and mental health outcomes in the context of major stressors derived from the COVID-19 pandemic. Therefore, the aim of this study was to analyze the daily life role of cognitive biases (i.e., attention and interpretation biases) in emotion regulation and symptom development when facing major stressors. More specifically, the main aim of the study was to test, using structural equation modeling, the predictive role of ecological cognitive biases to emotional information (attention and interpretation biases) and emotion regulation strategies (use of reappraisal and brooding rumination in response to stress during the initial weeks of the pandemic) in psychological maladjustment to major stress (i.e., higher depression and anxiety, and lower well-being and resilience). Cognitive biases were monitored through an online test that was completed by participants during the initial weeks of the restrictive lockdown experienced in Spain as a result of the COVID-19 pandemic. In line with previous research supporting the interrelation between cognitive biases and emotion regulation strategies to account for stress regulation, we first hypothesized that cognitive biases (i.e., attention and interpretation biases) would have a direct effect on psychological adjustment. Moreover, beside these direct effects, we hypothesized that the use of emotion regulation strategies (i.e., rumination or reappraisal) would act as mediators in the pathways between cognitive biases (i.e., attention and interpretation biases) and psychological adjustment to stress. We specifically expected that negative cognitive biases would enhance the use of rumination, leading to worse psychological adjustment to stress (i.e., higher depression and anxiety, and less well-being and resilience). Conversely, we hypothesized that negative cognitive biases would hinder the use of reappraisal as a strategy to facilitate psychological adjustment (i.e., less depression and anxiety, and higher well-being and resilience).

Methods

Participants

A total of 100 participants voluntarily completed an online survey regarding their psychological functioning during the COVID-19 lockdown in Spain, during the period between the end of March and the beginning of April 2020 (3/4 weeks following the beginning of a very restrictive lockdown to prevent the expansion of COVID-19 in this country). Immediately after completing the online survey, all participants were invited to complete an online attention and interpretation experimental task through a custom-built Android smartphone app. Twenty participants were excluded owing to technical issues with the online test (10/100, 10% of the sample) or dropouts (10/100, 10% of the sample). Therefore, the final sample with completed measures of attention and interpretation biases during the lockdown included 80 participants (female: 62/80, 78%), and the mean age was 27.7 years (SD 11.3 years). The study was conducted in accordance with the Declaration of Helsinki 2013, and it was approved by the ethical committee of the Faculty of Psychology at the Complutense University of Madrid (reference 2019/20-028).

General Procedure

Participants were recruited via extensive advertising on social media and social networks. First, all participants completed an online survey administered via Qualtrics Software [35] (see Multimedia Appendix 1 for the Checklist for Reporting Results of Internet E-Surveys [CHERRIES]). This survey comprised an informed consent form, and a series of sociodemographic and self-reported psychological measures (see below). Immediately afterwards, participants were invited (via email) to install and complete on their phones an adaptation of the SST [25] designed for online remote assessment of attention and interpretation biases during daily life functioning. This was done through a novel smartphone app, adapting the computerized version of the SST for online assessment [17].

Materials

Self-reported Measures

Depressive symptoms were assessed through the Center for Epidemiological Studies on Depression-8 scale [36]. Participants reported how often they had experienced depression-related symptomatology during the last week on a 4-point Likert scale (ranging from 0 [none or almost none of the time] to 3 [all or almost all of the time]). Higher values represent the presence of depression symptoms, whereas lower values represent the absence of depressive symptomatology. The reliability in our study was good (α=.84).

Participants’ anxiety symptoms were assessed through the Generalized Anxiety Disorder-7 scale [37]. It has 7 items and uses a 4-point Likert scale (from 0 [not at all sure] to 3 [nearly every day]), where general anxiety-related symptoms (irritability, worry, etc) are assessed with reference to the last 2 weeks. Higher values represent the presence of anxiety symptoms, whereas lower values represent the absence of anxious symptomatology. In this study, the internal consistency was good (α=.85).
Participants’ psychological well-being was assessed using the Warwick-Edinburgh Mental Well-being Scale (WEMWBS) [38]. It has 14 items and uses a 5-point Likert scale (from 1 [none of the time] to 5 [all of the time]) to measure a broad range of factors of psychological well-being, including emotional aspects, cognitive dimensions, interpersonal relationships, and positive functioning. Higher values represent higher levels of well-being. In this study, the internal consistency of the scale was very good ($\alpha=.92$).

Finally, participants’ resilience was measured using the Brief Resilience Scale [39]. This scale has 6 items and uses a Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). It conceptualizes resilience as the ability to bounce back from adversity or stress. In this study, questions were framed in relation to specific abilities to deal with the experience of COVID-19 stressors and were framed with reference to the last week (ie, during the lockdown period). Higher values represent a better ability to deal with the situation. In the present sample, its internal consistency was good ($\alpha=.82$).

The use of emotion regulation strategies during the lockdown was evaluated. The use of rumination as an emotion regulation strategy since the beginning of the COVID lockdown was assessed through the brooding rumination subscale from the Ruminative Response Scale [40]. It comprises 5 items and uses a Likert scale (from 1 [almost never] to 4 [almost always]). Furthermore, the use of reappraisal as an emotion regulation strategy since the beginning of the COVID lockdown was evaluated through the reappraisal subscale from the Emotion Regulation Questionnaire [41]. This scale comprises 4 items and uses a Likert scale (from 1 [totally agree] to 5 [totally disagree]). Higher values represent a marked tendency to use rumination or reappraisal. Both scales showed adequate internal consistency in our study ($\alpha=.76$ and $\alpha=.79$, respectively).

To capture the influence of the lockdown situation on participants’ emotion regulation and psychological adjustment, all measures were framed with reference to the 2 weeks before the assessment.

**Online Attention and Interpretation Bias Task**

Attention and interpretation biases were assessed using an online variant of the SST [25], adapted from the computerized procedure for online attention and interpretation bias assessment that has been previously validated [42]. A total of 15 scrambled sentences with 6 words (eg, “looks the future bright very dismal”) were presented to the participants. The number of trials was established based on previous extensive piloting of sufficient required SST trials to obtain reliable cognitive bias indices related to stress vulnerability and depression status (Martín-Romero, unpublished data, July 2021). Participants were instructed to mentally unscramble the sentences, as fast as possible, using only 5 out of the 6 words, to create a grammatically correct and meaningful sentence. These sentences could only be unscrambled with a negative or a positive meaning (eg, “the future looks very dismal” or “the future looks very bright”). Participants were instructed to unscramble the words into the valid sentence that first came to their mind. To control for the influence of word positioning, emotional words (ie, positive or negative) were always displayed in the second and fifth positions. Additionally, these positions were counterbalanced, with positive and negative words similarly allocated in the second and fifth positions across trials.

The task was completed on participants’ smartphones. Each trial started with a fixation cross in the left position of the screen to promote natural left-to-right reading patterns. Participants were asked to press the cross with their finger to start the trial. Immediately after, a reading phase started, where participants had to read and mentally unscramble the words in a limited time of 14 seconds. Using a moving window procedure, the 6 words were hidden in individual boxes. In order to read them, participants had to move their finger throughout a scroll bar below the boxes to unhide the corresponding word. Once participants moved their finger from one word to another, the previous words were hidden again. During this reading phase, the position of the finger on the screen was monitored, allowing to compute the time spent (in milliseconds) reading (attending to) each word of the scrambled sentence, and thus, the proportion of total time reading negative over positive words could be assessed (ie, negative attention bias). After the time limit, or when participants decided (pressing a “Ready” button), the final response phase began (Figure 1).

In the response phase, all words were unhidden. With a time limit of 7 seconds, participants had to create a meaningful sentence by pressing, as fast as possible, using only 5 out of the 6 words, to create a grammatically correct and meaningful sentence. Participants were instructed to mentally unscramble the sentences, as fast as possible, using only 5 out of the 6 words, to create a grammatically correct and meaningful sentence. These sentences could only be unscrambled with a negative or a positive meaning (eg, “the future looks very dismal” or “the future looks very bright”). Participants were instructed to unscramble the words into the valid sentence that first came to their mind. To control for the influence of word positioning, emotional words (ie, positive or negative) were always displayed in the second and fifth positions. Additionally, these positions were counterbalanced, with positive and negative words similarly allocated in the second and fifth positions across trials.

The task was completed on participants’ smartphones. Each trial started with a fixation cross in the left position of the screen to promote natural left-to-right reading patterns. Participants were asked to press the cross with their finger to start the trial. Immediately after, a reading phase started, where participants had to read and mentally unscramble the words in a limited time of 14 seconds. Using a moving window procedure, the 6 words were hidden in individual boxes. In order to read them, participants had to move their finger throughout a scroll bar below the boxes to unhide the corresponding word. Once participants moved their finger from one word to another, the previous words were hidden again. During this reading phase, the position of the finger on the screen was monitored, allowing to compute the time spent (in milliseconds) reading (attending to) each word of the scrambled sentence, and thus, the proportion of total time reading negative over positive words could be assessed (ie, negative attention bias). After the time limit, or when participants decided (pressing a “Ready” button), the final response phase began (Figure 1).

In the response phase, all words were unhidden. With a time limit of 7 seconds, participants had to create a meaningful sentence by pressing, as fast as possible and in the appropriate order, the corresponding chosen series of 5 words. If participants made any mistake during the construction of the sentence, they could modify it by unselecting the wrong word and selecting a new one (Figure 2). Once the 5 words were selected, participants pressed the “Ready” button at the bottom of the screen and started a new trial. The system recorded responses for each trial to compute the interpretation bias index (see below).
Attention and Interpretation Bias Indices

The task was designed to allow for online assessment of the total time attending to negative over positive words during the reading phase, as well as the proportion of negative over positive interpretations made during the response phase. The program registered the total time (in milliseconds) that participants spent reading (attending to) negative and positive words. We analyzed the reliability of each measure. Reliability analysis showed very good reliability for both measures of total time attending to positive ($\alpha=.87$) and total time attending to negative ($\alpha=.90$) stimuli. Following previous studies [42], an attention bias index was computed by dividing the total time attending to negative words by the total time attending to both emotional (ie, positive and negative) words. Values above 0.5 are indicative of an attention bias toward negative information, whereas values below 0.5 are indicative of an attention bias toward positive information. The program also computed the number of positive and negative grammatically correct sentences that were unscrambled by each participant during the response phase. An interpretation bias index was computed by dividing the number of negative sentences by the total number of unscrambled sentences (ie, positive and negative). Split-half reliability analysis showed good reliability for this index ($r=0.75, p=0.86$). As with the attention bias index, values above 0.5 indicate a negative interpretation bias, whereas values below 0.5 indicate a positive interpretation bias.

Data Analysis Plan

Once we established the good psychometric properties of the cognitive bias measures, in terms of their reliability for ecological online attention and interpretation bias indexing, we conducted the main analyses in the study.

Demographics, COVID-19–Related Variables, and Psychological Measures

We conducted descriptive analyses of demographics and psychological measures of participants, including gender, age, civil status, and education level, as well as computed the mean...
Relations Between Cognitive Biases and Emotion Regulation Strategies With Psychological Adjustment Indices

We conducted a series of Pearson bivariate correlations to analyze the relations between the attention and interpretation biases and emotion regulation strategy measures with psychological adjustment indices.

Structural Equation Models

We tested an equation structure model including those variables that were significantly correlated. Thus, we tested a model where attention and interpretation biases act as exogenous variables, all of which predicted psychological adjustment (i.e., depression, anxiety, well-being, and resilience) directly and also indirectly through the use of emotion regulation strategies (i.e., use of rumination or reappraisal), which would act as mediators. Moreover, we tested the reverse model where psychological adjustment variables were introduced as predictors, emotion regulation strategies as mediators, and cognitive bias indexes as outcome variables. The estimation of the standardized parameters of the model followed the full information maximum likelihood (FIML) estimation method. To test the adjustment of our model, we used the following standard criteria [43]: (1) $\chi^2$, a nonsignificant value indicates a perfect fit; (2) $\chi^2/df$, a value lower than 2 indicates a good fit; (3) comparative fit index and Tucker-Lewis index, a value $\geq 0.95$ indicates a good fit; (4) root mean square error of approximation, a value $\leq 0.05$ indicates a good fit; (5) standardized root mean square, a smaller value indicates a better fit between the observed data and the tested model; and (6) Akaike information criterion, a lower value indicates the preference for selecting a model when compared to another model. Moreover, we used the Mardia coefficient for assessing multivariate normality (a value $\leq 5$ indicates the possibility to assume multivariate normality) [44]. Finally, the hypothesized mediation pathways within the model (i.e., cognitive bias $\rightarrow$ emotion regulation strategy $\rightarrow$ psychological adjustment outcome) were tested via the estimation of indirect effects within the final model. All the structural equation models were tested using AMOS v18.0 (SPSS Inc). A $P$ value $<.05$ was used to determine statistical significance in all analyses.

Results

Demographics, COVID-19–Related Variables, and Psychological Measures

Descriptive data of demographics and psychological measures of the participants in this study are shown in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value (N=80)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender: female, n (%)</td>
<td>62 (78)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>27.7 (11.3)</td>
</tr>
<tr>
<td>Civil status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>34 (43)</td>
</tr>
<tr>
<td>Married</td>
<td>34 (43)</td>
</tr>
<tr>
<td>In a relationship</td>
<td>7 (9)</td>
</tr>
<tr>
<td>Divorced/widower</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Without studies</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Primary school</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High school</td>
<td>43 (54)</td>
</tr>
<tr>
<td>University graduate</td>
<td>37 (46)</td>
</tr>
<tr>
<td>Negative interpretation bias, mean (SD)</td>
<td>0.28 (0.23)</td>
</tr>
<tr>
<td>Negative attention bias, mean (SD)</td>
<td>0.51 (0.03)</td>
</tr>
<tr>
<td>Rumination level, mean (SD)</td>
<td>11.54 (3.63)</td>
</tr>
<tr>
<td>Reappraisal level, mean (SD)</td>
<td>12.45 (3.37)</td>
</tr>
<tr>
<td>Depression level, mean (SD)</td>
<td>7.06 (2.81)</td>
</tr>
<tr>
<td>Anxiety level, mean (SD)</td>
<td>2.60 (3.04)</td>
</tr>
<tr>
<td>Well-being level, mean (SD)</td>
<td>48.25 (8.08)</td>
</tr>
<tr>
<td>Resilience level, mean (SD)</td>
<td>18.44 (4.65)</td>
</tr>
</tbody>
</table>
Relations Between Cognitive Biases and Emotion Regulation Strategies With Psychological Adjustment Indices

Depression and anxiety were significantly positively related to the use of rumination ($r=0.398$ and $r=0.450$, respectively) and negative interpretation biases ($r=0.619$ and $r=0.488$, respectively) during the lockdown. Resilience and well-being were also significantly but negatively related to the use of rumination ($r=-0.575$ and $r=-0.502$, respectively) and negative interpretation biases ($r=-0.536$ and $r=-0.574$, respectively) during the lockdown, and significantly positively related to the use of reappraisal during the lockdown ($r=0.374$ and $r=0.330$, respectively). Moreover, all these psychological adjustment variables (ie, levels of depression, anxiety, resilience, and well-being) were significantly related among each other (all P<.001).

With regard to cognitive biases and the use of emotion regulation strategies during the lockdown, higher use of rumination was significantly associated with lower use of reappraisal ($r=-0.293$) and with higher levels of negative interpretation biases ($r=0.543$). In the case of the use of reappraisal, it was negatively related to both negative attention and interpretation biases ($r=-0.224$ and $r=-0.275$, respectively) (see Multimedia Appendix 2 for all correlation results).

Structural Equation Models

The Mardia coefficient yielded a value of 2.15, which is far below the critical value (±5), assuming multivariate normality in our data [44]. Based on the previous bivariate correlation analysis and following the predictions from current cognitive models [15,45], we tested an equation model where psychological adjustment variables (ie, depression, anxiety, resilience, and well-being) were predicted by cognitive biases directly and/or indirectly through the use of emotion regulation strategies. All the goodness-of-fit indices are shown in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Goodness-of-fit indices for the tested models.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model</strong></td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>Model 1</td>
</tr>
<tr>
<td>Model 2</td>
</tr>
<tr>
<td>Model 1R</td>
</tr>
</tbody>
</table>

$a$: CFI: comparative fit index.  
$c$: RMSEA: root mean square error of approximation.  
$d$: SRMR: standardized root mean square.  
$e$: AIC: Akaike information criterion.  
$f$: Model 1: initial model.  
$g$: Model 2: alternative model.  
$h$: Model 1R: initial model respecified.

As shown in Table 2, the goodness-of-fit indices were better for our hypothesized model (Model 1) than for the alternative reverse model (Model 2). However, since the fit of our initial model (Model 1) was poor, respecification was carried out following Wald and Lagrange multiplier tests [46]. All paths with nonsignificant P values were removed consecutively. Only the path rumination to depression was removed. No additional paths were included in the model (Figure 3). The final respecified model (Model 1R) showed very good fit in all of the indices (Table 2).
Finally, indirect effects were tested using a bias-corrected bootstrap estimation (2000 bootstrap samples with 95% CI). As shown in Table 3, significant indirect effects were found between negative interpretation biases and anxiety and resilience via rumination ($P=.045$ and $P=.001$, respectively). Additionally, via the reappraisal path, indirect effects between negative cognitive biases (ie, both attention and interpretation biases) and well-being were statistically significant ($P=.047$ and $P=.04$, respectively).

Table 3. Bootstrap mediational analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Indirect effects (95% CI)</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td></td>
</tr>
<tr>
<td>Indirect effect via rumination</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpretation bias → anxiety</td>
<td>0.032</td>
<td>3.246</td>
<td>0.819</td>
</tr>
<tr>
<td>Interpretation bias → well-being</td>
<td>−8.736</td>
<td>0.492</td>
<td>2.344</td>
</tr>
<tr>
<td>Interpretation bias → resilience</td>
<td>−6.341</td>
<td>−1.647</td>
<td>1.192</td>
</tr>
<tr>
<td>Indirect effect via reappraisal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpretation bias → well-being</td>
<td>−5.251</td>
<td>−0.117</td>
<td>1.226</td>
</tr>
<tr>
<td>Interpretation bias → resilience</td>
<td>−3.792</td>
<td>0.079</td>
<td>0.981</td>
</tr>
<tr>
<td>Attention bias → well-being</td>
<td>−38.714</td>
<td>−0.159</td>
<td>8.904</td>
</tr>
<tr>
<td>Attention bias → resilience</td>
<td>−24.647</td>
<td>0.411</td>
<td>6.241</td>
</tr>
</tbody>
</table>

**Discussion**

The main aim of this study was to assess the predictive role of cognitive biases and emotion regulation strategies on different indices of psychological adjustment to a major stressor, the COVID-19 lockdown (namely, lower depression and anxiety, and higher well-being and resilience in the face of experienced corona stress). Using structural equation modeling, we analyzed how ecological online assessments of cognitive biases (ie, attention and interpretation biases remotely measured through a novel app-based system integrating the SST) were directly related to the outcomes of psychological adjustment to corona stress and/or indirectly related to them through the use of emotion regulation strategies during the lockdown (ie, rumination and reappraisal in response to experienced negative events). Our results highlight the central role of negative interpretation bias as a vulnerability factor during the lockdown period, accounting for significant variance in all indicators of psychological adjustment to major stress (namely, depression and anxiety, and well-being and resilience in the face of experienced corona stress), above and beyond attention bias and the use of emotion regulation strategies (ie, rumination and reappraisal). We also found mediation effects of the use of strategies (rumination and reappraisal) between negative cognitive biases and psychological adjustment outcomes.

These results show the direct effect of cognitive biases on psychological adjustment to the COVID-19 lockdown, and support our initial hypotheses. It is worth noting that the sentences used in our online SST paradigm (remotely measured through a novel app-based system) were related to different central cognitive schemas for psychopathology and well-being (such as self-concept, world, and future beliefs). It seems that the interpretation of those sentences in a negative manner (eg, “the future looks very dismal”), in contrast to the interpretation
in a positive manner (e.g., “the future looks very bright”), emerged as an important risk factor that enhanced the impact of the major stressful situation on psychological functions (i.e., increasing depression and anxiety levels) and reduced positive functioning variables, such as psychological well-being and resilient responses to corona stress. This result is consistent with previous research showing that individual differences in positive beliefs about the world were one of the major predictors of posttraumatic growth in the face of corona stress [32]. In contrast, attention biases to negative versus positive information did not have any direct effect on psychological adjustment. These findings suggest that the role of biased attention as a direct correlate of psychological functioning (i.e., depression and anxiety levels or well-being and resilience) may be limited. Multiple studies support the idea that attention biases might exert indirect influences in psychological functioning through their influence on elaborative processes such as interpretation bias [47-49]. However, we did not find any statistical relation between attention and interpretation biases. Therefore, it is plausible that, despite the high reliability of the attention bias index, the task used for assessment was not able to fully capture the actual attentional processes in the present sample. Moreover, it might be plausible that the negative interpretation bias index introduced in our model accounted for all the variance in psychological outcomes explained by the negative attention bias index. In fact, previous research has also shown that attention bias indices did not demonstrate significant relevance to directly account for psychological symptoms when other related elaborative cognitive processes, such as memory biases, were modeled together [50]. Thus, the results found regarding attention biases in this study should be considered cautiously.

As previously mentioned, we also analyzed the mediational role that the use of emotion regulation strategies during the COVID-19 lockdown played in the interplay between negative cognitive biases and consequent psychological adjustment outcomes. Analysis showed that the use of rumination emerged as a significant mediator between interpretation bias and anxiety and resilience. Regarding the role of reappraisal, our results showed that while reappraisal partially mediated the relation between negative interpretation bias and well-being, it totally mediated the association of negative attention bias with well-being. These findings are in line with current theories with regard to the major role that cognitive processes play on emotion regulation [15,45]. Our findings indicate the relevance of interpretation biases as a particularly central mechanism to hinder or buffer the impact of adverse situations, such as those derived from the COVID-19 emergency and the resulting lockdown period during March/April 2020. This is in line with former empirical evidence in the context of COVID-19. For instance, a positive appraisal style was found to be the major contributor for resilience during the COVID-19 pandemic [34]. However, our data go beyond previous studies using self-reported measures of these processes and suggest that direct ecological assessments of negative interpretation biases, as they manifest during daily functioning, might reduce the ability to use positive reappraisal, hindering psychological adjustment.

Taken together, our results support the idea that individual differences in the way reality is perceived and interpreted (i.e., the construction of self-relevant meanings from ongoing experiences) may be central to increase (or reduce) the psychological impact of ongoing adversities (such as the ones experienced during the COVID-19 pandemic). In times of major stress and uncertainty, as the period under study, difficulties in accessing standard in-person resources of psychological assistance may emerge. Conversely, applied work to intervene in these biases could be efficiently integrated into remote online interventions. This includes novel online protocols to directly train positive interpretation biases, with consistent results for changes in emotion regulation and clinical outcomes [51], as well as cognitive tools designed to actively train attention operations involved in interpretation bias change and adaptive emotion regulation [42]. Therefore, future research is warranted to adapt these promising tools for easy access online implementations that can facilitate stress regulation in daily life and positive psychological functioning during the occurrence of major adversities.

It is worth noting the strengths and limitations of this study. As for the strengths of the study, to our knowledge, this is the first study that has ecologically assessed cognitive biases of affective processing during the occurrence of a major stressor, such as the COVID-19 lockdown of early 2020. Furthermore, the adaptation of a previously validated paradigm to remotely assess attention and interpretation biases [42] increases the ecological validity of the present results in terms of the indices of attention and interpretation bias performance. Furthermore, the reliabilities of these cognitive bias measures were very good, supporting their feasibility for use in online remote assessments during the occurrence of major stressors. Moreover, the study was conducted in Spain, which was one of the countries more dramatically hit by the COVID-19 situation at the time of the study, with data being collected during a very restrictive lockdown. Given all these conditions, we were able to test purported mechanisms of psychological (mal)adjustment to major stress with considerable ecological validity.

With regard to limitations, our sample was relatively small. Yet, our current findings were consistent across different forms of psychological adjustment to major stress. This supports the relevance of these findings and informs about the potential of further investigating these models in more representative samples to fully determine the role of cognitive affective processes in buffering the impact of major stressors. Furthermore, the mobile app developed to remotely assess cognitive biases could only be adapted to work on Android smartphones, limiting the number of screened participants that could be included in the study, and thus, partially restricting the representativeness of the sample. Future research is warranted to adapt this new tool for other operating systems, which will allow access to bigger samples and to replicate these initial findings in representative samples under different related conditions of major stress and adversity. Furthermore, cognitive theories have pointed out that attention and interpretation biases interplay with other cognitive biases such as memory biases [47]. However, in this study, only attention and interpretation were assessed. Future studies should also consider developing ecological online assessments of memory biases to analyze their specific roles in accounting for emotion regulation and
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psychological functioning when facing major stressors in daily life. In summary, our study presents a novel approach that allows the analysis of the interplay of cognitive biases, emotion regulation strategies, and psychological adjustment when facing major stressors, which are assessed in naturalistic settings.
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Abstract

Background: Loneliness is a growing public health issue that has been exacerbated in vulnerable groups during the COVID-19 pandemic. Computer agents are capable of delivering psychological therapies through the internet; however, there is limited research on their acceptability to date.

Objective: The objectives of this study were to evaluate (1) the feasibility and acceptability of a remote loneliness and stress intervention with digital human delivery to at-risk adults and (2) the feasibility of the study methods in preparation for a randomized controlled trial.

Methods: A parallel randomized pilot trial with a mixed design was conducted. Participants were adults aged 18 to 69 years with an underlying medical condition or aged 70 years or older with a Mini-Mental State Examination score of >24 (ie, at greater risk of developing severe COVID-19). Participants took part from their place of residence (independent living retirement village, 20; community dwelling, 7; nursing home, 3). Participants were randomly allocated to the intervention or waitlist control group that received the intervention 1 week later. The intervention involved completing cognitive behavioral and positive psychology exercises with a digital human facilitator on a website for at least 15 minutes per day over 1 week. The exercises targeted loneliness, stress, and psychological well-being. Feasibility was evaluated using dropout rates and behavioral observation data. Acceptability was evaluated from behavioral engagement data, the Friendship Questionnaire (adapted), self-report items, and qualitative questions. Psychological measures were administered to evaluate the feasibility of the trial methods and included the UCLA Loneliness Scale, the 4-item Perceived Stress Scale, a 1-item COVID-19 distress measure, the Flourishing Scale, and the Scale of Positive and Negative Experiences.

Results: The study recruited 30 participants (15 per group). Participants were 22 older adults and 8 younger adults with a health condition. Six participants dropped out of the study. Thus, the data of 24 participants were analyzed (intervention group, 12; waitlist group, 12). The digital human intervention and trial methods were generally found to be feasible and acceptable in younger and older adults living independently, based on intervention completion, and behavioral, qualitative, and some self-report data. The intervention and trial methods were less feasible to nursing home residents who required caregiver assistance. Acceptability could be improved with additional content, tailoring to the population, and changes to the digital human’s design.

Conclusions: Digital humans are a promising and novel technological solution for providing at-risk adults with access to remote psychological support during the COVID-19 pandemic. Research should further examine design techniques to improve their acceptability in this application and investigate intervention effectiveness in a randomized controlled trial.

Trial Registration: Australia New Zealand Clinical Trials Registry ACTRN12620000786998; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=380113
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Introduction

This study investigated the feasibility and acceptability of a digital human (DH) that delivered a psychological intervention to mitigate the effects of social restrictions on loneliness, stress, and well-being in vulnerable populations during the COVID-19 pandemic. The results will inform the design of a randomized controlled trial (RCT) to evaluate intervention effectiveness. To provide a rationale and context for the study, the introduction describes the effects of the COVID-19 pandemic on loneliness, the importance of treating loneliness, and previous work on robot and conversational agent (CA) interventions for loneliness.

Many countries have adopted socially restrictive public health measures over recent months to slow the spread of the COVID-19 pandemic, including the United Kingdom, Canada, the European Union, Japan, and Australia [1]. Precautions have included bans on mass gatherings, closure of schools and businesses, mandatory work from home conditions, and limits on social activities [2]. New Zealand adopted some of the strictest lockdown rules globally, which included 2-m physical distancing between people and staying at home, except for essential trips to a supermarket or pharmacy, or to seek medical care, with restrictions gradually eased as appropriate [3]. Individuals who were at risk of developing a severe illness should they contract COVID-19 were advised to take additional precautions to social distance and isolate [4]. This included older adults over the age of 70 years (who are at greater risk of dying from COVID-19) [5] and younger adults with an underlying medical condition who may be immunocompromised [6].

While these precautions can help protect vulnerable populations, there are mental health implications of strict social distancing, including increased loneliness [7]. Older adults and adults with underlying health conditions were already at greater risk of loneliness prepanic [8,9], and these restrictions have exacerbated this risk. Interventions to reduce loneliness are especially important for this group given the long-term implications for health as described below.

Loneliness is a subjective psychological state in which a person perceives a mismatch between their actual and desired social relations [10]. While brief feelings of loneliness can serve as an adaptive motivator to seek social interaction, chronic loneliness has negative effects on physical and mental health outcomes [11,12]. Loneliness is associated with feelings of stress [13], which activate the body’s “fight or flight” response. The sympathetic nervous system becomes activated, and over a prolonged period, it creates negative downstream effects on the cardiovascular, neuroendocrine, and immune systems [14]. As a result, chronic loneliness has been associated with increased risks of morbidity (eg, coronary heart disease, high blood pressure, and stroke) [11] and mortality [15]. Loneliness can be improved through psychological interventions that target the following 4 key areas: changing maladaptive social cognitions, increasing social support, increasing opportunities for social interaction, and improving social skills [16].

Loneliness interventions can be delivered in-person or remotely through technology, and both have been shown to be effective [16], including for older adults [17]. In-person loneliness interventions have included individual psychotherapy involving social cognitive training as part of cognitive behavioral therapy [18], mindfulness-based therapies [19], and social support groups [20]. However, remote interventions may be more suitable for at-risk individuals in isolation as a result of the pandemic. Remote therapies for loneliness have included internet-based cognitive behavioral therapy [21] and internet skills training to access online support [22]. However, research has shown that engagement with technology-based interventions is often lower outside of a clinical trial context [23,24].

Artificial agents may be a particularly engaging way to provide psychological support to people during a pandemic. People have been shown to feel a sense of social presence with artificial agents, which can improve technology engagement [25,26]. Social robots are artificial agents with embodiment in a physical hardware form that are capable of social interaction and are programmed to autonomously interact with their physical environment [27]. CAs are artificial agents that include a dialogue system, and may or may not include a digital embodiment or face [28]. Under the umbrella term of CAs fall chatbots, embodied CAs, voice assistants, and DHs, among others. CAs may be more feasible for providing remote support than robots because they are less expensive and more scalable [29], as they can be accessed through websites or software applications on devices that many patients already own (eg, smartphones and computers).

A recent scoping review on robot-facilitated loneliness interventions found evidence supporting their use with older adults [30]. For example, Paro, a companion robot in the form of a fluffy baby harp seal, alleviated feelings of loneliness in older adults in nursing homes by providing direct companionship in a manner akin to a pet [31]. Other robots include Giraff (a telepresence robot that connects users and their families over video call [32]), MARIO (which includes a My Memories dialogue system, and may or may not include a digital embodiment or face [28]), and SYMPARTNER (which reminds people of their upcoming social engagements [34]). Social robots may also improve loneliness in younger adults [35]. Robots have been shown to be effective at delivering other kinds of psychological interventions, such as positive psychology interventions for well-being [36].

Research looking at the clinical effectiveness of CAs in health care is relatively limited, and a more robust methodology is required [28]. However, a study found that daily conversations with an animal-like embodied CA over the course of a hospital stay significantly improved loneliness in older adults [37].
Another study found that daily interactions over 1 week with a human-like embodied CA that used a proactive communication strategy improved loneliness and happiness in older adults [38]. CAs also show promise for delivering psychological therapies to improve stress and well-being; outcomes that may be worsened by chronic loneliness. Vivibot, a Facebook messenger chatbot that delivered positive psychology exercises over 4 weeks, was found to be acceptable and effective for reducing anxiety in young adults with a chronic health condition [39]. Other research has found that a Facebook messenger chatbot that delivered cognitive behavioral therapy exercises, such as mindfulness and gratitude activities, improved stress and well-being [40].

DHs are a new type of CA that use artificial intelligence to build social and emotional engagement with users [41], which could help to reduce loneliness. DHs differ from other CAs in that they are modeled off real people using Hollywood light room technology and computer-generated imagery (CGI) animation techniques [42]. This provides DHs with a very life-like appearance. In addition, DHs include a complex cognitive architecture modeled off humans and involve a digital brain with virtual neurotransmitters to influence behavior [43]. For example, while in “high oxytocin mode,” DHs show attachment and separation distress toward users, which can help to build a bond [44]. DHs use live neural networks while interacting with people to classify their emotional state, and respond to people using a combination of speech, facial behaviors, and body gestures. DHs may be a particularly promising technology to deliver a remote loneliness intervention given their engaging social abilities and scalability; all that users require to access one is a computer and an internet connection. However, as DHs are a relatively new technology, it is unknown whether they are a feasible and acceptable way to deliver a remote loneliness intervention.

This study aimed to investigate whether a DH was a feasible and acceptable method of delivering a remote loneliness and stress intervention to high-risk adults during the COVID-19 pandemic. In addition, this study evaluated the feasibility of the study methods in advance of a future definitive RCT. It was hypothesized that a DH would be a feasible and acceptable method of intervention delivery, and that the study methods would be feasible. The results will inform the design of an RCT to investigate the effectiveness of the DH intervention.

Methods

Trial Registration

This trial was reported in keeping with the CONSORT (Consolidated Standards of Reporting Trials) 2010 statement extension for randomized pilot and feasibility trials [45]. Ethics approval was obtained from the University of Auckland Human Participants Ethics Committee on July 06, 2020 (approval number: 024752). The trial was prospectively registered with the Australia New Zealand Clinical Trials Registry on August 04, 2020 (registration number: ACTRN12620000786998).

Trial Design

A randomized pilot trial was conducted involving a parallel mixed design with a waitlist control condition (1:1 allocation ratio). The primary outcomes were feasibility and acceptability, and the secondary outcomes were rapport with the DH, loneliness, stress, COVID-19 distress, positive and negative experiences, and psychological well-being. No major changes were made to the methods after commencing the trial.

DH Intervention

The DH facilitator (“Bella”) was developed by Soul Machines Ltd (Auckland, New Zealand) (Figure 1). Bella was autonomously animated and presented on a website that participants accessed from their personal computer, tablet, or smartphone. Bella was modeled to be a young adult female of mixed race (Māori and New Zealand European). She was synthesized from the visual features of several human models (ie, not modeled off a singular person). Bella was presented in front of a white background in a portrait view of her head and shoulders. Her appearance, background, and proximity to the screen remained consistent throughout the study.

Bella autonomously responded to participants’ language using a finite state conversation engine with preprogrammed responses. Bella was programmed to have some autonomous variation in her language for phrases that would not affect her intervention delivery (eg, she varied her greetings each day). Bella spoke using a computer-generated female voice with an Australian accent (“Wavenet C – female” by Google). Participants could communicate with Bella in one of the following 3 ways: (1) speech, (2) typing, and (3) clicking on-screen buttons (where present). Bella always responded to participants in speech; however, if participants opened the messenger window to type, they could see a typed version of Bella’s speech as well (see Figure 1 for an example). If Bella did not understand a participant’s language, she would say, “I’m sorry, I didn’t understand. Could you please repeat or reword your statement?” or similar. If she did not understand after a couple of attempts, she would redirect the participant back to her main menu.
Bella engaged in human-like facial and body gestures as she spoke, including blinking, maintaining eye gaze, raising her eyebrows, and moving her head and shoulders. She showed emotional expressions on her face as she spoke to portray joy and concern, which were preprogrammed and triggered by phrases she spoke using text-to-speech emotional markup language. This involved a process of manually tagging language in her script to elicit particular facial emotions each time Bella spoke the phrase. Bella’s facial expressions were autonomously generated in real-time using visual computing and neurobehavioral modeling techniques (described in greater detail in previous reports [41-43,46]). Bella had a virtual nervous system that contained virtual neurotransmitters and live neural networks to process emotional data and inform her responses; however, these capabilities were not used in this study in order to maintain experimental control.

Bella was designed to deliver several relationship building strategies derived from psychology [47] and human-computer interaction research [48]. These included engaging in shared activities with the user, mutual self-disclosure, showing empathy, expressing the value of the friendship, and being nonjudgmental. These relationship building strategies were incorporated into Bella’s language at various points in the interaction.

Participants were informed that Bella continuously collected speech and video data in order to communicate (eg, to hear speech and to make eye contact). These data were not recorded, saved, or analyzed by the researchers. Bella’s data collection and use processes are in keeping with the European Union General Data Protection Regulation (GDPR) [49,50].

**DH Intervention Content**

Participants were asked to prioritize visiting the mental health and well-being content that Bella offered as part of their daily website visit. This content included evidence-based exercises to improve loneliness, stress, and psychological well-being, as described below.

**The Expressing Kindness Challenge**

Three challenges were delivered over 3 days and included evidence-based strategies to improve loneliness and psychological well-being. The first 2 challenges were (1) to make contact with an old friend, relative, or someone the participant had not been in touch with for a while and (2) to contact someone to let them know something that the participant appreciated about them. These tasks aimed to increase opportunities for social interaction, strengthen social support, and improve social skills. The third challenge asked the participant to make a list of 3 things that they were grateful for, as a positive psychology exercise. Each of the challenges was accompanied by examples to help the participant generate ideas (eg, on day 2, Bella told participants something that she appreciated about them). At the end of the module, participants were reminded to continue practicing kindness toward others and themselves.

**The Brain and Stress Module**

This module provided psychoeducation about stress and stress awareness through verbal explanations and diagrams over 1 visit (Figure 2). It covered how stress affects the body and symptoms that are associated with the stress response. The module encouraged participants to reflect on the sources of stress in their lives, and informed participants of behavioral strategies for stress management. These included educating...
participants about a deep breathing exercise that they could practice, and linking participants to the Headspace website [51], where participants could access audio recordings of deep breathing and meditation exercises. At the end, participants were encouraged to visit the mental health tips, which are described in further detail below.

**Figure 2.** The digital human interface during psychoeducation as part of the brain and stress module.

**Mental Health Tips**

Six modules each focused on a separate psychological well-being tip. The tips encouraged social connection, exercise, acknowledging feelings, being mindful of anxiety-provoking news media consumption, doing activities that elicit positive emotions, and trying out behaviors from a self-care guide.

**Other Conversation Modules**

Participants were able to talk with Bella about a range of other topics beyond mental health and well-being. This included information about the COVID-19 pandemic (eg, New Zealand’s alert levels, details about the virus, symptoms and prevention, and New Zealand’s Healthline and health support resources), and information regarding business and entrepreneurship (eg, remote work and business support organizations).

**Participants**

Thirty participants were recruited. Participants were adults who were at greater risk of developing severe illness if they contracted COVID-19, and as a result, they were asked by the local New Zealand Government to self-isolate to a greater degree during the pandemic. They included (1) older adults aged 70 years or older and (2) adults aged 18 to 69 years who had at least one underlying medical condition that increased the risk of contracting severe COVID-19. The underlying medical condition could have included a serious respiratory disease (such as a chronic lung disease or moderate to severe asthma), a serious heart condition, an immunocompromised condition (such as cancer treatment, smoking-related illness, bone marrow or organ transplantation, hematologic neoplasms, immune deficiency, uncontrolled HIV or AIDS, and prolonged use of corticosteroids and/or other immune-weakening medications such as disease-modifying antirheumatic drugs), a BMI of 40 or higher, diabetes, chronic kidney disease, dialysis, liver disease, and/or pregnancy at the third trimester stage. Participants were required to have English fluency, and access to a computer and internet connection at home. Participants who were 70 years or older were required to achieve a score of 25 or higher on the Mini-Mental State Examination (MMSE). Potential participants were excluded if they received a score of 24 or lower on the MMSE, which would indicate cognitive decline to a moderate or greater degree. Participants aged 70 years or older were not excluded on the basis of whether or not they had an underlying health condition, as their age placed them at a higher risk of developing severe COVID-19.

Twenty-two older adult participants (aged 70 years or older) were recruited from 5 Summerset retirement village sites around the greater Auckland area. Recruitment methods involved presentations to residents about the research, email flyers, and caregiver word of mouth. Residents approached the research team if they were interested in participating. Eligibility screening involving the MMSE and an informed consent procedure (for those who were eligible) were conducted in-person at the retirement village with a member of the research team.

Eight younger adult participants (aged 18-69 years with an underlying medical condition) were recruited from a flyer posted to a staff email list at the University of Auckland, in addition to targeted Facebook advertising, word of mouth, and a Summerset retirement village presentation. Younger adults interested in taking part completed an eligibility screen and informed consent procedure online via a survey website (Qualtrics), except 1 participant who was recruited from a retirement village presentation. This participant completed an eligibility screen and informed consent procedure in-person.
A recruitment target of 30 participants was set, as a minimum of 12 participants per group is recommended for a feasibility study due to precision about the mean and variance [52], and to allow for 20% attrition. Recruitment took place between November 11, 2020, and March 04, 2021, with a 3-week break from late December. Recruitment stopped once the quota of 30 participants had been reached.

Data were collected from online questionnaires using Qualtrics, which participants completed from their place of residence. For older adult participants, this may have included completion from a Summerset retirement village independent living villa or apartment, or from the nursing home facility. For younger adult participants, participation took place online from their place of residence in the community or a Summerset care home facility. Data collection took place between November 16, 2020, and March 11, 2021. All participants in the study were provided with a NZ $30 (US $21.50) shopping voucher for their involvement in the research.

**Randomization**

Participants were randomly allocated to an intervention or waitlist control group by a member of the research team (EB) (1:1 allocation ratio). Simple randomization was performed using a computerized sequence generation software called Research Randomizer. Allocations were concealed in sealed opaque envelopes from the researchers who enrolled participants (KL and IP) until after participants were enrolled and allocated an ID code. At this point, the researcher was deblinded to assign participants to conditions and provide participants with the appropriate instructions. Participants were deblinded after their assignment to conditions.

**Procedure**

Once enrolled, participants were contacted over email with instructions for proceeding in the trial. For nursing home residents, their caregiver was copied in the email communications and facilitated the participant’s involvement in the study.

All participants completed an online baseline questionnaire on day 1 of their participation. Then, participants in the intervention group completed a DH training session with a member of the research team for 30 minutes. For all older adults (plus 1 younger adult participant), this took place in-person at their retirement village or nursing home facility. For 7 of 8 younger adults, this took place either in-person at the University of Auckland Clinical Research Centre or online over Zoom video conferencing software (Zoom Video Communications), depending on the lockdown conditions.

All participants received the same technology training, which involved learning how to interact with Bella and completing “day 1” of their intervention week with the researcher present to answer questions. The researcher ensured that the software worked on each participant’s computer. Participants were provided with written instructions and pictures of the user interface that summarized the training session content. For sessions over Zoom video conferencing, the screen share feature was used and participants received a PDF copy of the interaction instructions. Three participants were trained over Zoom, and 23 participants were trained in-person.

Participants were asked to interact with Bella for at least 15 minutes per day over 1 week. Participants visited Bella’s website independently from their place of residence. The daily 15 minutes could include time spent interacting with Bella and doing therapy activities (eg, a deep breathing exercise). They were asked to prioritize completing the mental health and well-being modules before visiting other content. Participants interacted with Bella at their chosen time of day. Participants were sent a daily text reminder to engage in the intervention and were informed that they could text back to receive technical support.

On day 8, the intervention group finished their intervention week and completed an online postintervention questionnaire. One week later, on day 15, intervention group participants filled out an online follow-up questionnaire.

For participants in the waitlist control group, the order of the procedure was slightly different. Participants in the waitlist group completed an online baseline questionnaire on day 1 and then waited for 1 week. On day 8, waitlist participants completed a second online questionnaire, completed the technology training session, and began their intervention week. On day 15, at the end of their intervention week, waitlist participants completed the postintervention questionnaire.

**Measures**

Figure 3 depicts the time points at which each measure was administered. Questionnaires were administered online using Qualtrics, a secure survey website.
Feasibility Measures

Feasibility of the DH Intervention
Observations were made by a member of the research team (KL) about how the intervention was used (eg, independently or with the aid of a caregiver), along with dropout rates and reasons. Observations were also made regarding the feasibility of the technology training methods for younger and older adults, and nursing home residents. Instances were recorded where participants refused to receive training through a particular delivery method (eg, video calling).

Feasibility of the Study Methods
Observations were recorded during recruitment and data collection by a member of the research team (KL). Observations pertained to the success rate of different recruitment strategies for younger and older adult participants, and challenges associated with data collection from the online forms that participants completed independently.

Acceptability Measures

Acceptability of the DH
Bella’s acceptability was measured using quantitative self-report items and open-ended qualitative questions designed for the study. Behavioral engagement data were also collected. The acceptability measures are outlined in further detail below.

Self-Report Items
Participants were asked to rate whether (1) they felt Bella was helpful for promoting resilience and psychological well-being,
(2) they felt Bella was helpful for improving feelings of loneliness, and (3) they would be willing to use Bella again in the future, using a 7-point scale with response anchors (1, “definitely no” to 7, “definitely yes”).

**Qualitative Responses**

Participants provided written responses to the following open-ended questions: *What did you like most about Bella?* and *How do you think Bella could be improved?* These questions were intended to provide an overall indication of Bella’s acceptability and to identify aspects of the technology that could be improved.

**Behavioral Engagement**

Behavioral engagement with Bella over 1 week was evaluated by retrospective self-report. Participants reported on which days of the week they visited Bella and estimated approximately how long they used Bella each day in minutes.

**Acceptability of the Intervention Content**

The acceptability of each psychological intervention module was evaluated separately in the postintervention questionnaire. Participants rated how much they liked the brain and stress module, Headspace (if they visited), and the expressing kindness challenge (including each of its 3 activities) on a 7-point scale with response anchors (1, “not at all” to 7, “very much”). Participants rated how beneficial they found the expressing kindness challenge for well-being, and how well they felt the brain and stress module improved their understanding of the stress response on a 7-point scale (1, “not at all” to 7, “very much”). Participants who visited Headspace were asked whether they felt that Headspace was a helpful resource to link to with a dichotomous yes/no response option. The participants were also asked the following qualitative question: *Were there any particular topics that you would have liked to talk about with Bella, which were not available?* Participants provided written responses. Self-reported behavioral engagement data were collected on whether participants visited each module and whether they did the activity that the module asked of them.

**Rapport With the DH**

Rapport with Bella was measured using the 20-item Friendship Questionnaire developed by Johanson et al [53], with items adapted to suit a DH. It is comprised of items taken from multiple friendship scales, including the McGill Friendship Questionnaire, the McGill Friendship Questionnaire Functions scale, the Interactant Satisfaction Survey, and the Acquaintance Description Form-F2 [53]. Participants indicated their agreement with each item using a 5-point Likert scale from 1 (“strongly disagree”) to 5 (“strongly agree”). Responses were summed, and a total score was derived ranging from 6 to 30. A higher score indicated greater perceived loneliness. This scale was developed with language to improve readability and has demonstrated acceptable psychometric properties with older adults. This includes good internal consistency reliability (α=0.89), discriminant validity with social support, and construct validity [54].

**Loneliness**

Loneliness was measured using the 20-item UCLA Loneliness Scale (Version 3) [54]. Participants rated how often they felt the way described in each statement using a 4-point scale. Responses could range from 1 (“never”) to 4 (“always”). Items were reverse coded where appropriate, and responses were summed to derive a total score from 20 to 80. A higher score indicated greater perceived loneliness. This scale was developed with language to improve readability and has demonstrated acceptable psychometric properties with older adults. This includes good internal consistency reliability (α=0.89), discriminant validity with social support, and construct validity [54].

**Psychological Stress**

Perceived stress was measured using the 4-item Perceived Stress Scale (PSS-4) [55], which evaluated the degree of stress participants felt over the past week using a 5-point scale (0, “never” to 4, “very often”). Items 2 and 3 were reverse coded, and all responses were summed to form a total score from 0 to 16. A higher score indicated greater perceived stress. Although the psychometric properties of the PSS-10 and PSS-14 have been shown to be superior, the PSS-4 was chosen as it is a shorter measure of perceived stress that reduces participant burden and has adequate internal consistency reliability [56].

**COVID-19 Distress**

Worry about contracting COVID-19 was measured using a 1-item scale [57]. The scale evaluated participants’ degree of worry over the past week on a 4-point scale as follows: 0, “I do not worry about getting COVID-19;” 1, “I occasionally worry about getting COVID-19;” 2, “I spend much of my time worrying about getting COVID-19;” and 3, “I spend most of my time worrying about getting COVID-19.”

**Positive and Negative Affect**

The Scale of Positive and Negative Experiences (SPANE) has two 6-item subscales that measure positive emotions (SPANE-P) and negative emotions (SPANE-N) [58]. The subscales measured the extent to which positive or negative emotions were experienced over the past week using a 5-point scale (1, “very rarely or never” to 5, “very often or always”). For each subscale, responses were summed, and a total score was derived ranging from 6 to 30. A higher score indicated stronger positive or negative affect, depending on the subscale. Affect balance scores (SPANE-B) were calculated, which indicate the participant’s balance of positive and negative affect from −24 to 24, where positive scores indicate more positive than negative affect during the period. The scale has good internal consistency (SPANE-B: α=0.89; SPANE-P: α=0.87; SPANE-N: α=.81) and convergent validity [58].

**Psychological Well-Being**

Psychological well-being was measured using the 8-item Flourishing Scale [58]. Participants were asked to rate their perceived success across items pertaining to different aspects of psychological well-being, including purpose, relationships, self-esteem, and optimism, using a 7-point Likert scale (1, “strong disagreement” to 7, “strong agreement”). Responses
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were summed to derive a total well-being score between 8 and 56. Higher scores indicated greater well-being. The Flourishing Scale has been shown to have good psychometric properties including convergent validity and discriminant validity. It has also been shown to have good reliability and validity in a nationally representative New Zealand sample [59].

Data Analysis

Quantitative Data

Data were analyzed using SPSS software (version 27; IBM Corp). Missing data were addressed by imputing the mean score of the participant’s other responses to the scale at the timepoint. For 1-item scales, where it was not possible to impute a score or where the participant did not complete a full scale, the participant’s data were excluded from analysis of the relevant variable.

Baseline demographic and psychological variables were calculated for the overall sample, and compared between groups using chi-square tests and independent samples t tests. Average acceptability and rapport scores were calculated for the overall sample, and independent samples t tests were conducted to compare group means. A series of mixed factorial analyses of variance (ANOVA) were conducted to evaluate the main and interaction effects of condition and time on psychological outcomes. Data were checked for violations of test assumptions. Greenhouse-Geisser–adjusted values were reported for data where sphericity assumptions were violated (COVID-19 distress, SPANE-P, and SPANE-B). Exploratory pair-wise comparisons with Bonferroni corrections were conducted as follow-up analyses for significant or trending effects.

Qualitative Data

Written responses to 3 open-ended questions were analyzed using reflexive thematic analysis [60], which is theoretically flexible and suitable for analyzing the content of language data. One member of the research team (KL) conducted the analysis in keeping with recommendations by Braun & Clarke [60], using the following steps: (1) familiarization with the data, (2) coding, (3) generating initial themes, (4) reviewing themes, (5) defining and naming themes, and (6) writing results. An inductive approach was taken whereby coding and theme development were informed by the content of the data. As part of the theme development in stages 3, 4, and 5, themes and subthemes were checked against the original data set and each other to ensure that they were internally coherent (ie, organized around a clear central concept), consistent, and distinctive. Themes and subthemes were split or combined during the review process (stage 4) to improve specificity. All coded data for each theme and subtheme were collated to assist with result writeup. Data were combined across groups as both received the same intervention.

Results

Participants

Participants were predominantly female (24/30, 80%) and Caucasian (22/30, 73%), and mainly had high school or less education (14/30, 47%). Half of the sample (15/30, 50%) reported an underlying medical condition. Participants reported low levels of loneliness (mean 37.79, SD 9.90) and stress at baseline (mean 3.86, SD 2.88). Participant characteristics at baseline are reported in Multimedia Appendix 2. A CONSORT diagram depicts participant flow through the study in Figure 4.
Feasibility of the DH Intervention

DH Training Method

Older adults required technology training to be completed in-person at their retirement village with a member of the research team (KL or IP). This method worked well as it avoided any discomfort with using the video calling software. One older adult was offered training over the Zoom video calling software during the lockdown period and refused as she was not able to use the software. Only 1 of 22 older adult participants did not have a webcam as part of their computer, which was uncovered during the technology training (the DH website requires a webcam). To solve this, a webcam was borrowed from the retirement village reception and installed by a member of the research team (IP) during the training session.

Younger adult participants were generally able to be trained either in-person from a clinic room at the university (outside of the lockdown period) or online over Zoom (during the lockdown period). Video calling did not appear to impact the effectiveness of the training. Technical support requests were low for younger adults during the study, irrespective of how their training was delivered. One younger adult participant who was a nursing home resident required in-person technology training.

Dropout

Six participants withdrew from the study (all older adults). The reasons for withdrawal were as follows: (1) the Wi-Fi speed at the retirement village location was too slow for Bella to load properly (n=2); (2) cognitive health difficulties interfered with understanding study instructions (n=1); (3) the participant was too busy to take part after enrollment (n=2); and (4) technology training could not be scheduled (n=1).

Intervention Completion

Twenty-four participants completed the intervention, 22 of whom completed it independently after training. Two participants (1 younger adult and 1 older adult) who were both nursing home residents required caregiver assistance to access the website and interact with Bella.

Feasibility of Study Methods

Feasibility of Recruitment Methods

The majority of older adult participants were recruited through information sessions held at retirement villages (21/22, 96%). One older adult participant was recruited through an email flyer sent by a village staff member to residents.

For younger adults, the most effective recruitment method was by advertisement to a university junk email list (5/8, 63%). Facebook advertising and word of mouth each resulted in
recruitment of 1 participant, and 1 participant was recruited from an information session at a nursing home.

**Feasibility of Assessment Delivery Methods**

Most participants completed assessments online using Qualtrics without significant issue. Two participants reported instances where they were unsure whether their responses had been submitted. Nursing home residents were unable to complete assessments independently on a website and required caregiver assistance.

**Acceptability of the DH**

Overall, participants reported that Bella was somewhat helpful for promoting resilience and psychological well-being (mean score 4.39 out of 7, SD 1.83) and for improving any feelings of loneliness (mean score 4.09 out of 7, SD 1.76), as responses on average were above the mid-point. Participants were somewhat willing to use Bella again in the future (mean score 4.09 out of 7, SD 1.98). Younger and older adults rated Bella similarly across the acceptability items, and no significant differences were found.

On average, participants interacted with Bella 6 out of 7 days (mean 6.23, SD 1.19). Participants interacted with Bella for approximately 20 minutes per day (mean 20.20, SD 13.95); 5 minutes longer than the 15 minutes per day requested by the researchers. The average total interaction time with Bella over 1 week was 128 minutes (mean 128.33, SD 102.77). There were no significant differences between younger and older adults in engagement behavior.

Participants identified several strengths and limitations of Bella through responses to the following 2 written open-ended questions: *What did you like most about Bella?* and *How do you think Bella could be improved?* Themes, subthemes, and representative quotes are presented below in Tables 1 and 2. Definitions of themes are presented in Multimedia Appendix 3. Overall, participants liked aspects of Bella’s appearance, speech, and interpersonal skills; the informational support Bella provided; the user experience; and the interaction with a new technology. Aspects of Bella that participants felt could be improved were the human likeness of her interaction behaviors and voice, and aspects of the conversation design (eg, more personalization and conversation topics). Some participants reported that they felt Bella would be improved with gradual advances in the underlying technology (eg, natural language understanding). Other participants reported that they would have preferred to interact with a real human, and some participants did not request any improvements.
Table 1. Themes, subthemes, and representative quotes describing what participants liked most about Bella.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Representative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bella's appearance</td>
<td></td>
</tr>
<tr>
<td>Facial expressions</td>
<td>Her friendly smile. [Participant ID 106]</td>
</tr>
<tr>
<td>Human-like</td>
<td>I liked the ‘human’ aspects of her. [Participant ID 124]</td>
</tr>
<tr>
<td>Attractive face</td>
<td>She is attractive looking. [Participant ID 112]</td>
</tr>
<tr>
<td>Similarity to user</td>
<td>I felt in some ways visually represented by Bella. [Participant ID 124]</td>
</tr>
<tr>
<td>Bella's speech</td>
<td></td>
</tr>
<tr>
<td>Gentle voice</td>
<td>Quite relaxing. Liked the soft voice. You can hear compassion in her voice. [Participant ID 115]</td>
</tr>
<tr>
<td>Self-disclosure</td>
<td>I really appreciated how the conversation would be ‘softened’ by more personal statements from her. [Participant ID 124]</td>
</tr>
<tr>
<td>Clear language</td>
<td>Clear speaking. [Participant ID 118]</td>
</tr>
<tr>
<td>Bella’s interpersonal skills</td>
<td></td>
</tr>
<tr>
<td>Companionship</td>
<td>That she was there. [Participant ID 117]</td>
</tr>
<tr>
<td>Nonjudgmental</td>
<td>Feel like you can tell her just about anything and she wouldn’t be shocked. Like talking to a priest in confession. [Participant ID 115]</td>
</tr>
<tr>
<td>Friendly personality</td>
<td>Friendly and likeable. [Participant ID 119]</td>
</tr>
<tr>
<td>Validating</td>
<td>Nice being told what you’re feeling is normal. [Participant ID 115]</td>
</tr>
<tr>
<td>Calm personality</td>
<td>Her calmness. [Participant ID 125]</td>
</tr>
<tr>
<td>Informational support</td>
<td></td>
</tr>
<tr>
<td>Quality resources</td>
<td>A good selection of resources. [Participant ID 126]</td>
</tr>
<tr>
<td>Accessible delivery</td>
<td>Accessibility, most people would find her approachable. [Participant ID 103]</td>
</tr>
<tr>
<td>User experience</td>
<td></td>
</tr>
<tr>
<td>Interaction modalities</td>
<td>The direct interaction. [Participant ID 130]</td>
</tr>
<tr>
<td>User controls interaction</td>
<td>A good medium that allowed me to have plenty of control. [Participant ID 124]</td>
</tr>
<tr>
<td>Easy to use</td>
<td>That it was easy to use. [Participant ID 127]</td>
</tr>
<tr>
<td>Overall experience</td>
<td>Enjoyed the ‘experience’ of Bella and certainly a helpful person if you were lonely. [Participant ID 111]</td>
</tr>
<tr>
<td>Novel technology</td>
<td></td>
</tr>
<tr>
<td>Something different</td>
<td>Something to do with somebody to talk to me. She was different. [Participant ID 104]</td>
</tr>
<tr>
<td>A new technology</td>
<td>New technology is always intriguing, and I had heard of Bella before. [Participant ID 105]</td>
</tr>
</tbody>
</table>
Table 2. Themes, subthemes, and representative quotes describing what participants felt could be improved about Bella.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Representative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Interaction behaviors</strong></td>
<td></td>
</tr>
<tr>
<td>More human-like movements</td>
<td>The movement of Bella is still quite robotic and her eyes cannot really focus, which makes her sometimes not seem very engaged in the interaction. [Participant ID 125]</td>
</tr>
<tr>
<td>Ability to touch</td>
<td>A sad thing is you can’t touch her. Make a doll out of her. A nice cuddly soft doll. [Participant ID 115]</td>
</tr>
<tr>
<td>More positive emotional expression</td>
<td>Smiles. [Participant ID 118]</td>
</tr>
<tr>
<td><strong>Conversation design</strong></td>
<td></td>
</tr>
<tr>
<td>Extra conversation topics</td>
<td>A wider range of subjects. [Participant ID 101]</td>
</tr>
<tr>
<td>Greater interactivity</td>
<td>More interaction by talking to her, rather than just a yes or no. [Participant ID 107]</td>
</tr>
<tr>
<td>More personalized responses</td>
<td>Answers need to be more individualized (e.g., welcoming the participant by name and building on each day’s responses). [Participant ID 112]</td>
</tr>
<tr>
<td>Regularly update information</td>
<td>Information wasn’t as up to date (eg, COVID levels). [Participant ID 129]</td>
</tr>
<tr>
<td>Avoid human-like backstories</td>
<td>I didn’t like the comments she made such as ‘I contacted my friend today,’ I found it weird that she was pretending to be real. I would have preferred if it was just accepted as an interface that had a good selection of resources that you could navigate in an interesting dynamic way. [Participant ID 126]</td>
</tr>
<tr>
<td>Address user by name</td>
<td>By addressing each person by their name, that way we could feel in the moment. [Participant ID 116]</td>
</tr>
<tr>
<td>Incorporate user’s life experience</td>
<td>Most older people (I am 82) have many years of life experience and perhaps some way could be found to take life experience into consideration. [Participant ID 112]</td>
</tr>
<tr>
<td><strong>Robotic speech</strong></td>
<td></td>
</tr>
<tr>
<td>A more human-like voice</td>
<td>Perhaps maybe not sound so robotic? It might be hard to achieve but all the inflections and warmth that someone would have in their tone and delivery was missing and I think that’s what would have made Bella more engaging for me. [Participant ID 127]</td>
</tr>
<tr>
<td>Formal speech delivery</td>
<td>Improve pronunciation. Use correct English (nope and yeah are not acceptable). [Participant ID 105]</td>
</tr>
<tr>
<td><strong>Technology advances</strong></td>
<td></td>
</tr>
<tr>
<td>Natural language understanding</td>
<td>I think given advances in technology this will happen anyway. Found the response from her using the audio didn’t always work so found it easier to type the responses to her. [Participant ID 102]</td>
</tr>
<tr>
<td>General technology advances</td>
<td>I guess technology will advance and make changes but pretty amazing now. [Participant ID 111]</td>
</tr>
<tr>
<td>Preference for a real human</td>
<td>Personally, I believe talking to a real person is far more desirable. [Participant ID 106]</td>
</tr>
<tr>
<td>No changes</td>
<td>I accept it for what she is. Saying that we are not all the same, she is different, she is what she is. [Participant ID 104]</td>
</tr>
</tbody>
</table>

Acceptability of Intervention Content

The Expressing Kindness Challenge

Of 24 participants, 22 visited the expressing kindness challenge. Overall, the expressing kindness challenge was liked by participants (mean score 5.50 out of 7, SD 1.34), as were the 3 daily challenges of which it was comprised. Participants reported liking reaching out to a friend (mean score 5.95 out of 7, SD 1.13), telling a friend what they appreciate about them (mean score 5.77 out of 7, SD 1.09), and making a gratitude list (mean score 5.71 out of 7, SD 1.14). Participants reported that the expressing kindness challenge felt beneficial for their well-being (mean score 5.00 out of 7, SD 1.95). There were no significant differences between younger and older adults in terms of how much they reported to like the expressing kindness challenge (mean score 5.57, SD 1.39 vs mean score 5.47, SD 1.36; t_{20}=-0.17; P=.87), its activities (all P>.27), or how beneficial the module felt for well-being (mean score 5.57, SD 1.13 vs mean score 4.73, SD 2.22; t_{20}=-0.94; P=.36).

The majority of participants (13/24, 59%) visited all 3 tasks of the expressing kindness challenge. Two participants (9%) visited only 2 tasks, and 7 participants (32%) visited only 1 task. Most participants (15/24, 68%) completed the expressing kindness challenge on 3 consecutive days. One participant completed the challenge in 1 day, and 6 participants (27%) completed the challenge in other ways (eg, spread over a week).

Most participants who visited the expressing kindness challenge attempted the activities. All 20 participants who visited day 1 completed the activity (ie, reaching out to a friend). Of 16 participants who visited day 2, 15 completed the activity (ie, telling a friend what they appreciate about them). All 14 participants who visited day 3 did the activity (ie, make a gratitude list).
**The Brain and Stress Module**

Twenty-one participants visited the brain and stress module. On average, participants reported that they liked the brain and stress module (mean score 5.52 out of 7, SD 1.25), and that it improved their understanding of the stress response (mean score 4.90 out of 7, SD 1.61). There were no significant differences in how much younger and older adults liked the brain and stress module (mean score 5.71, SD 1.38 vs mean score 5.43, SD 1.22; \( t_{19} = -0.48; P = .63 \)) or how helpful they found the module for improving their understanding of stress (mean score 5.43, SD 1.13 vs mean score 4.64, SD 1.78; \( t_{19} = -1.06; P = .30 \)).

Of 21 participants who visited the brain and stress module, 18 (86%) reported looking at the mental health tips section afterwards to learn about stress management and mental well-being. Additionally, 17 participants (81%) visited Headspace, which is a meditation website that the DH linked to at the end of the brain and stress module [51]. Of these participants, 6 (35%) tried a deep breathing meditation from Headspace. On average, participants reported liking the meditation exercise that they tried (mean score 5.33 out of 7, SD 1.21). There was no significant difference in how much younger and older adults liked the meditation exercise (mean score 5.00, SD 1.41 vs mean score 6.00, SD 0.00; \( t_{2} = 0.94; P = .40 \)). Moreover, 13 participants (77%) agreed that Headspace was a helpful resource for Bella to share.

**Other Conversation Modules**

Participants visited an average of 9.39 (SD 5.23) other modules beyond the expressing kindness challenge and the brain and stress module (ie, the mental health modules that the researchers asked them to complete in particular). There were no significant differences in how many additional modules younger and older adults visited (mean 8.50, SD 6.37 vs mean 9.87, SD 4.69; \( t_{21} = 0.59; P = .56 \)).

**Module Visit Behavior**

Multimedia Appendix 4 depicts how many participants visited each module. The most popular modules were brain and stress, expressing kindness challenge day 1, move your body, do things that bring joy, watch what you consume, and self-care guide. The least popular module was COVID-19: healthline and stress module (ie, the mental health modules that the researchers were looking for participants to visit). Of 21 participants who visited the brain and stress module, 18 visited the headspace website (mean score 5.00, SD 1.41 vs mean score 6.00, SD 0.00; \( t_{2} = 0.94; P = .40 \)). Moreover, 13 participants (77%) agreed that Headspace was a helpful resource for Bella to share.

**Requests for Conversation Topics**

Seventeen participants responded to the question *Were there any particular topics that you would have liked to talk about with Bella which were not available?* Six participants reported no additional topics, and 11 participants described topics pertaining to physical health, mental health, entertainment, New Zealand, and other areas, as outlined in Multimedia Appendix 5. Representative quotes are not presented as participants tended to list topics.

**Rapport With the DH**

Overall, participants reported a reasonable degree of rapport with Bella (mean score 66.92 out of 100, SD 12.63). There was no significant difference in the amount of rapport reported by younger and older adults (mean 68.13, SD 14.86 vs mean 66.31, SD 12.45; \( t_{22} = -0.30; P = .77 \)).

**Loneliness**

There was no significant main effect of time (\( F_{1,20} = 0.87; P = .43 \); \( \eta^2_p = 0.04 \)) or condition on perceived loneliness (\( F_{1,20} = 0.87; P = .36 \); \( \eta^2_p = 0.04 \)). There was no significant interaction effect between time and condition on perceived loneliness (\( F_{2,40} = 0.01; P = .99 \); \( \eta^2_p = 0.00 \)).

**Stress**

There was a significant main effect of condition on perceived stress (\( F_{1,20} = 6.58; P = .02 \); \( \eta^2_p = 0.25 \)). The intervention group reported significantly lower stress overall (mean 2.30, SE 0.77) compared to the waitlist control group (mean 5.09, SE 0.77) (Multimedia Appendix 6). Exploratory pair-wise comparisons revealed that the intervention group reported significantly lower stress compared to the waitlist group at baseline (mean 2.36, SE 0.77 vs mean 5.46, SE 0.77; \( F_{1,20} = 8.13; P = .01 \); \( \eta^2_p = 0.29 \)) and at T2 (mean 2.36, SE 0.82 vs mean 5.09, SE 0.82; \( F_{1,20} = 5.47; P = .03 \); \( \eta^2_p = 0.22 \)). There was no significant main effect of time (\( F_{2,40} = 0.35; P = .71 \); \( \eta^2_p = 0.02 \)) or interaction effect between time and condition on perceived stress (\( F_{2,40} = 0.13; P = .88 \); \( \eta^2_p = 0.01 \)).

**COVID-19 Distress**

There was no significant main effect of time (\( F_{1,47,29,44} = 0.12; P = .83 \); \( \eta^2_p = 0.01 \)) or condition on COVID-19 distress (\( F_{1,20} = 0.03; P = .41 \); \( \eta^2_p = 0.00 \)). There was no significant interaction effect between time and condition on COVID-19 distress (\( F_{1,47,29,44} = 0.83; P = .41 \); \( \eta^2_p = 0.04 \)).

**Positive and Negative Affect**

There was no significant main effect of time (\( F_{1,44,28,89} = 0.93; P = .38 \); \( \eta^2_p = 0.04 \)) or condition on the degree of positive affect reported (\( F_{1,20} = 0.45; P = .51 \); \( \eta^2_p = 0.02 \)). There was no significant interaction effect between time and condition on positive affect (\( F_{1,44,28,89} = 0.26; P = .70 \); \( \eta^2_p = 0.01 \)).

There was no significant main effect of time (\( F_{2,40} = 1.51; P = .23 \); \( \eta^2_p = 0.07 \)) or condition on the degree of negative affect reported (\( F_{1,20} = 2.50; P = .13 \); \( \eta^2_p = 0.11 \)). There was no significant interaction effect between time and condition on negative affect (\( F_{2,40} = 1.78; P = .18 \); \( \eta^2_p = 0.08 \)).

There was no significant main effect of time (\( F_{1,50,40} = 1.03; P = .35 \); \( \eta^2_p = 0.05 \)) or condition on the balance of positive and negative affect reported (\( F_{1,20} = 1.28; P = .27 \); \( \eta^2_p = 0.06 \)). There was no significant interaction effect between time and condition on the balance of positive and negative affect (\( F_{1,50,40} = 0.89; P = .39 \); \( \eta^2_p = 0.04 \)).
Psychological Well-Being

There was a trend toward a significant main effect of condition on psychological well-being ($F_{1,20}=3.44; P=0.08; \eta^2=0.15$). The intervention group reported greater well-being overall (mean 49.00, SE 1.80) compared to the waitlist group (mean 44.27, SE 1.80) (Multimedia Appendix 7). Exploratory pair-wise comparisons revealed a trend toward the intervention group reporting greater well-being compared to the waitlist group at baseline (mean 49.27, SE 1.99 vs mean 43.91, SE 1.99; $F_{1,20}=3.64; P=0.07; \eta^2=0.15$) and at T3 only (mean 49.46, SE 2.03 vs mean 43.82, SE 2.03; $F_{1,20}=3.84; P=0.06; \eta^2=0.16$). There was no significant main effect of time ($F_{2,40}=0.01; P=0.99; \eta^2=0.00$) or interaction effect between time and condition on psychological well-being ($F_{2,40}=1.29; P=0.29; \eta^2=0.06$).

Discussion

Contextualization

Technology has come to play an important role in combating the COVID-19 pandemic. Artificial intelligence technologies have been rapidly deployed to assist in diagnosing COVID-19 cases and forecasting epidemic development, contact tracing, aiding in drug and vaccine discovery research, and predicting patient outcomes such as disease severity, length of hospital stay, and mortality risk [61,62]. This study proposes that DHs may be an additional technology to aid in health care during the COVID-19 pandemic by providing remote psychological support to people at risk of developing more severe illness. Indeed, other studies have found that digital psychological interventions have been effective during the pandemic (eg, mHealth apps) [63,64].

This study found that a DH was a feasible and acceptable way to deliver a remote loneliness and stress intervention to at-risk older adults living independently and to younger adults with a chronic health condition based on behavioral, qualitative, and some self-report data. The intervention was less feasible for nursing home residents who required caregiver assistance to participate, which may have increased caregiver burden.

Prior to the pandemic, evidence had been building in support of the effectiveness, feasibility, and acceptability of CAs, including embodied agents, at delivering remote psychology interventions and assessments [65,66]. However, their actual adoption in health care settings was low [65], and their efficacy varied depending on the intervention they delivered [66]. Some CAs have technological limitations such as issues with speech recognition, which will be improved as technology advances, but until that stage, these limitations may negatively impact usage intentions [67]. DHs are a new type of CA with an engaging hyperrealistic appearance and neural network-driven behaviors that, prior to this study, had not been evaluated for providing remote loneliness interventions to older adults or adults with chronic health conditions. This study achieved positive results that align with prior CA research showing good acceptability at delivering loneliness interventions to older people [38,68,69], and psychological support for well-being [70] and anxiety in adults with chronic health conditions [39]. A challenge of evaluating the effectiveness of CAs in psychology applications is the large heterogeneity of outcome measures, psychological interventions, and technology features across the literature, which makes comparisons difficult, alongside a shortage of RCTs [48,65,66]. This study was conducted in preparation for a larger RCT to investigate intervention effectiveness. In this pilot RCT, the trial methods were found to be feasible, and they support conducting a future RCT. Exploratory analyses of the psychological variables did not reveal any significant effects. However, this is not unexpected as the pilot trial was not powered to detect any significant group differences in psychological outcomes. Furthermore, it is likely that a 1-week intervention is not long enough to see effects on general loneliness.

Questions remain around how to optimally design CAs for health care applications [66,71]. Some research suggests that greater personalization of CAs (eg, through feedback, daily health reports, and recommendations) may improve acceptability and user engagement [72]. Indeed, some participants from this study reported that they would have liked more personalized responses from Bella. Other research has found that a variety of verbal and nonverbal relational behaviors may contribute to better relationships and usage intention with embodied agents [48,71]. However, there may be interaction effects between relational behaviors, user characteristics, and use context [48]. Participants in this study requested more relational behaviors, such as increased positive emotional expression, addressing the user by name, and incorporating the user’s life experience, among others. Incorporating these changes to Bella’s design may help to boost her acceptability scores, alongside gradual developments in her underlying technology. Indeed, other research has argued the importance of a co-design process with users and stakeholders to increase acceptability and encourage successful implementation, and future research should adopt this process [73,74].

Strengths and Limitations

This study investigated a novel application of DH technology and adopted a pilot RCT design to inform the methodology of future trials. However, there were several methodological limitations. A sample bias may have occurred whereby participants who volunteered may have been more digitally literate or comfortable with using novel technologies. Moreover, the sample predominantly included Caucasian women; therefore, it is unclear how well the results would generalize to a more diverse population. Even though randomization was conducted, there were significant group differences at baseline in stress, physical health reports, and recommendations) may improve acceptability and encourage successful implementation, and future research should adopt this process [73,74].
Future Research

The results suggest several directions for future research. A fully powered RCT should investigate the effects of the DH intervention on loneliness and stress. This trial could address the methodological limitations of our study. An active control condition (e.g., a chatbot and a website) could be used to provide stronger evidence of effectiveness and reduce the chance that outcome improvements are due to confounding variables (e.g., passage of time and researcher attention). The length of follow-up for psychological measures should be extended, along with the length of the intervention. Many loneliness interventions take place over 4 to 6 months with weekly sessions that take an hour or more [16]. The intervention content could be expanded with evidence-based techniques, such as cognitive behavioral and mindfulness exercises to reduce maladaptive social cognition, which have been shown to be the most effective techniques for reducing loneliness in a meta-analysis [16,19,75]. Additionally, the conversation topics that participants requested (e.g., physical health support and entertainment) and their feedback should be incorporated to increase acceptability. Other methodological changes for a future RCT could include using other recruitment strategies to achieve a more diverse sample that is more representative of the general population. A future trial could also change the eligibility criteria to require a moderate or high loneliness score. Individuals with higher loneliness at baseline may find the activities more beneficial for well-being and may have more room to improve their loneliness scores. Intervention effectiveness could be investigated separately in younger and older adults. This would allow for tailoring of the intervention content to the age group (with age-appropriate activities, examples, and conversation topics), as well as adapting the DH’s design to be more similar to the user population (e.g., older adults could interact with an older DH). Moreover, separate trials would allow for more streamlined processes for recruitment and technology training. Lastly, future research could examine DHs in other therapeutic applications and in more diverse patient populations. More research is also needed to discern how DHs in psychology applications should be designed to maximize acceptability and engagement.

Conclusion

Bella, a DH, was found to be a feasible and acceptable way to deliver a remote loneliness intervention to at-risk adults facing social restrictions during the COVID-19 pandemic, based on behavioral, qualitative, and some self-report data. The results support conducting a larger and longer RCT to investigate intervention effectiveness, and indicate that several changes should be made to the technology, intervention content, and trial design. DHs are a novel technological solution that may provide remote psychological support to socially restricted at-risk groups during pandemics. Research should examine the use of DHs in other health care applications with diverse patient populations.

Acknowledgments

We sincerely thank Summertown retirement village and the staff for supporting the research. Orquidea Tamayo Mortera, Steve Williamson, Bobby Gernke, Claire-Marie Blair, Mike Wharepouri, Jo Clark, Abba Samman, Joseph Lascano, Lianne Gray, and Kate Chastukhin played an integral part in the success of our recruitment of residents and their involvement in the research throughout. We also wish to acknowledge the engineering team at Soul Machines Ltd for their support with developing the digital human. In particular, we would like to thank Erica Lloyd, Hilary O’Connor, Zara Jilings, Keegan Swenson, and Nitin Bhandari. We also wish to thank Roisin Kelly for contributing illustrations for the brain and stress module. We further thank Mikaela Law and Gabrielle Sebaratnam for their assistance with conducting eligibility screens and enrolling participants at Summertown retirement village. Soul Machines Ltd supported the research by building the digital human.

Conflicts of Interest

MS is the chief executive officer of Soul Machines Ltd (a New Zealand artificial intelligence company), which supports KL with a PhD stipend and contracts EB for consultancy work.

Multimedia Appendix 1
The Friendship Questionnaire (Johanson et al, 2020 [<xref ref-type="bibr" rid="18ref53">53</xref>]) adapted to the digital human.

[DOCX File, 15 KB - mental_v8i11e31586_app1.docx ]

Multimedia Appendix 2
Participant characteristics at baseline.

[DOCX File, 19 KB - mental_v8i11e31586_app2.docx ]

Multimedia Appendix 3
Definitions of themes in response to the qualitative questions.

[DOCX File, 14 KB - mental_v8i11e31586_app3.docx ]
Multimedia Appendix 4
Number of participants who visited each module.
[DOCX File, 14 KB - mental_v8i11e31586_app4.docx]

Multimedia Appendix 5
Conversation topics that participants would like to talk about with Bella.
[DOCX File, 13 KB - mental_v8i11e31586_app5.docx]

Multimedia Appendix 6
Perceived stress (mean scores) between groups over the 3 time points.
[DOCX File, 72 KB - mental_v8i11e31586_app6.docx]

Multimedia Appendix 7
Psychological well-being (mean scores) between groups across the 3 time points.
[DOCX File, 73 KB - mental_v8i11e31586_app7.docx]

Multimedia Appendix 8
CONSORT-eHEALTH checklist (V 1.6.1).
[PDF File (Adobe PDF File), 952 KB - mental_v8i11e31586_app8.pdf]

References


46. Sagar M. Making simulated faces come alive. 2016 Presented at: 11th ACM/IEEE International Conference on Human-Robot Interaction (HRI); March 7-10, 2016; Christchurch, New Zealand. [doi: 10.1109/hri.2016.7451726]


51. headspace. URL: https://www.headspace.com [accessed 2021-06-15]


Abbreviations

CA: conversational agent
DH: digital human
MMSE: Mini-Mental State Examination
PSS: Perceived Stress Scale
RCT: randomized controlled trial
SPANE: Scale of Positive and Negative Experiences

Edited by J Torous; submitted 26.06.21; peer-reviewed by V Stara, J Andrews; comments to author 25.08.21; revised version received 22.09.21; accepted 24.09.21; published 08.11.21.

Please cite as:
Loveys K, Sagar M, Pickering I, Broadbent E. A Digital Human for Delivering a Remote Loneliness and Stress Intervention to At-Risk Younger and Older Adults During the COVID-19 Pandemic: Randomized Pilot Trial. JMIR Ment Health 2021;8(11):e31586
URL: https://mental.jmir.org/2021/11/e31586
PMID: 34596572