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Abstract

Social distancing measures due to the COVID-19 pandemic have accelerated the adoption and implementation of digital mental health tools. Psychiatry and therapy sessions are being conducted via videoconferencing platforms, and the use of digital mental health tools for monitoring and treatment has grown. This rapid shift to telehealth during the pandemic has given added urgency to the ethical challenges presented by digital mental health tools. Regulatory standards have been relaxed to allow this shift to socially distanced mental health care. It is imperative to ensure that the implementation of digital mental health tools, especially in the context of this crisis, is guided by ethical principles and abides by professional codes of conduct. This paper examines key areas for an ethical path forward in this digital mental health revolution: privacy and data protection, safety and accountability, and access and fairness.
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Introduction

COVID-19 is presenting a mental health crisis of unprecedented scale, due to the social and psychological burdens stemming from the pandemic, including social isolation, widespread unemployment, worries over contracting the virus, insomnia, social media exposure, and the rising death toll [1,2]. Mental health studies conducted during the pandemic have confirmed that symptoms of acute stress, anxiety, and depression, as well as suicidality, have been increasing [3-5]. Pre-existing mental health and health issues, secondary stressors such as job loss, and greater exposure to pandemic-related media coverage are the factors most strongly associated with increases in depressive and acute stress symptoms [6]. Social distancing measures also contribute to cognitive decline, substance abuse, and other mental health issues.
mental health problems [7,8]. As is often the case, these negative effects disproportionately affect vulnerable groups in society, such as older adults, racial and ethnic minorities, people living with disabilities, people who are neurologically atypical, children, and people who are homeless [9-11]. People whose illness is serious enough to require admission to an intensive care unit may experience lingering trauma [12,13], and health care workers are experiencing extreme distress [14].

To address this mental health crisis and provide physically distanced care, there has been a major, accelerated move toward adoption and implementation of digital tools for mental health care [15-17]. Psychiatry and therapy sessions are being conducted via videoconferencing platforms, and digital tools for diagnosis, monitoring, and treatment, such as mental health apps, are increasing in use [18]. As the pandemic continues, telehealth is increasingly becoming the “new normal” in mental health care. Many in the mental health field have noted the upside to the increased use of digital mental health tools, such as broader access and lower rates of “no-shows” to appointments. Yet, given that privacy and safety regulations in the United States were relaxed to facilitate this new stage of mental health care [19] and the large scale in which these tools are being used, there is renewed urgency to assess and address ethical issues presented by digital mental health tools, such as lack of evidence of efficacy; privacy and data protection; access; and fairness, transparency, and accountability [20-22].

The urgent need for socially distanced mental health care should not be used to erode the regulations and practices that protect people from substandard mental health care or unwanted uses of their personal information. During this public health emergency, the need to protect people from infection by increasing tools for socially distanced care could certainly be seen as having greater weight than protecting privacy or cautious oversight regarding safety or effectiveness. Nevertheless, it remains important to examine the burdens, as well as benefits, and assess the appropriateness of the trade-offs being made to permit expanded digital mental health care. This paper examines key areas for addressing ethical digital mental health care in the wake of COVID-19: privacy and data protection, safety and accountability, and access and fairness.

Privacy and Data Protection

Although privacy and data protection are important ethical considerations for health technologies, in digital mental health technologies, they become major concerns due to the sensitive personal information people share through digital mental health tools, as well as the potential for government and corporate misuse and surveillance. Mental health data is considered more sensitive than other health data [23] and can often be more personal or stigmatizing in nature. In the United States, to facilitate the provision of telehealth, the Office of Civil Rights at the Department of Health and Human Services issued a notification on March 30, 2020, altering the Health Information Portability and Accountability Act (HIPAA) Privacy Rule to eliminate penalties for health care providers for violations during the good faith provision of telehealth [24]. This rule change is limited to the provision of telehealth through non–public-facing communication products such as Zoom (Zoom Video Communications, Inc) [25]. Privacy issues that arose in Zoom, a videoconferencing platform used by some health providers for telemedicine, since the pandemic [26] highlight the need to assess and address data practices of digital platforms before using them for sensitive purposes such as the provision of health care.

In effect, after this rule change, a large portion of health personal information that is communicated through or stored on digital tools for mental health care is now not covered by HIPAA. HIPAA protections apply to “covered entities” including health care providers and institutions but not to telehealth technologies including apps that collect information directly from consumers [27]. Given the major shift toward the use of telehealth and apps for mental health care, an increasing portion of sensitive mental health information is now shared and stored by technologies that do not provide protections for that information. Even nonhealth digital data collected on a smartphone, such as location, can be used to generate highly personal behavioral and health information such as evidence of depressive or manic episodes, psychosis, or onset of Parkinson Disease [28-30]. Developers of mental health apps have been shown to engage in misleading privacy and data practices, sharing users’ personal data with third parties without their consent [31]. Behavioral health information is a valuable commodity, and it is likely that companies will take further advantage of the lax security and privacy landscape [32]. The potentially unchecked collection of user data through consumer mental health technologies, allowing for personal information to connect individual users to mental health concerns (eg, heightened anxiety for fear of infection), could especially violate a user’s right to privacy. For example, people could be targeted for advertisements that take advantage of their anxieties around COVID-19 by drawing behavioral inferences from their personal information [33]. At a time when the need for trust in telehealth and mental health apps has intensified, it is important to ensure accountability and mechanisms to mitigate unauthorized or unpredictable use of mental health data.

Appropriate informed consent regarding data practices are often invoked as part of ethical approaches to privacy and data protection for digital mental health in psychiatric and clinical care. It is therefore critical to note that the changes to HIPAA, in effect, mean that patients, as consumers of the technologies used for telehealth, are responsible for availing themselves of the consumer technology company’s privacy policy [34]. In the consumer domain, data protection and privacy information are generally presented through dense legal terms and conditions that are difficult for users to parse. Improvements to consent and terms and conditions regarding privacy and data use are needed. The General Data Protection Regulation in Europe and California’s Consumer Privacy Act provide some models for giving individuals clearer information regarding personal data use and options to consent to certain uses [35,36].

Yet, the HIPAA rule change raises broader questions regarding whether it is appropriate to place the burden on patients and consumers to understand and respond to how technologies are using their mental health data. Expecting patients, particularly those who may have pressing mental health needs, to understand
and weigh issues, such as additional health inferences drawn from their data, the third parties to whom the data may be sold, and the various implications and repercussions of having their data sold, is unreasonable. In the consumer context, the lack of transparency in privacy policies has sometimes been justified by the argument that the use of these technologies is usually not necessary for the health and well-being of the user. However, this is not the case in the clinical context. If patients have no choice but to use the consumer technologies to obtain health care, then they have no choice but to acquiesce to the exploitative privacy practices of technology companies. In addition to focusing on consent and transparency as ways to address deficiencies in data protection, regulations to limit how data may be used for targeted marketing, actions by the Federal Trade Commission to address unfair or deceptive practices, and additional regulations in lieu of HIPAA may be needed to protect patients.

Data collected by digital technology and social media can be valuable for research into the mental health impact of COVID-19 and for developing evidence-based interventions [37]. HIPAA already contains provisions that allow for covered entities to convey personal health information to relevant health authorities for public health purposes. Even when such research is performed outside of HIPAA-covered entities, there is just as much of an imperative to protect private health information. Neglecting to put strong regulations in place now might risk a new normal of lowered privacy standards in the future. Although the context of a pandemic justifies sharing of confidential information for goals such as contact tracing, the practice becomes more problematic when the threat to society is less urgent. To avoid inappropriate government or commercial tracking of data, regulations and guidelines must be developed to address tracking of personal data for health research purposes, clearly identifying the types of data that may be tracked, the length of time such data may be stored, and the entities that may access this data [38].

Safety and Accountability

Increased access to digital mental health tools, when paired with appropriate clinical oversight, can improve and expand care, especially to underserved areas. At the same time, the large-scale reliance on digital tools during the pandemic has underscored and exacerbated the existing gaps in accountability and oversight in digital mental health. There are not yet broadly accepted ethical guidelines for the provision of digital mental health care. Digital technology can have disparate risks and benefits for research and treatment in different populations. For example, although some apps and digital tools have demonstrated benefit for people with moderate anxiety or depression, there is an urgent need to determine best practices and digital tools for providing socially distanced care for people with more severe mental illness [39]. Furthermore, the majority of consumer apps are not evidence-based and some even contain harmful content [40].

The population most likely to use digital mental health apps are people with pre-existing or newly diagnosed mental health problems such as anxiety or depression. Mental health issues add specific layers of vulnerability to a person and may compound and exacerbate coexisting psychosocial crises. If a person in severe emotional crisis, for example, due to depression, is already in a financially precarious position and then loses their job (and health insurance) because of the pandemic, they might be prone to substituting (costly) quality in-person mental health care with a cheaper, yet often unvetted, mental health app. In such a situation, the compounding effects of pathogenic (depression) and socioeconomic (joblessness) vulnerabilities might both interfere with their capacity to evaluate or use a mental health app appropriately or make an informed decision regarding the protection of their mental privacy.

In the United States, the Food and Drug Administration (FDA) relaxed regulation of mental health apps for depression, anxiety, and insomnia to facilitate expanded use of digital health tools during the pandemic [41-43]. Lowering standards may lead to efficiency in the short-term, but the widespread adoption of low-quality technology during the pandemic could lead to a long-term substandard tier of service. One specific concern is that the change in FDA oversight for digital mental health tools further opens the gate for unvetted apps and other services that are put on the market purely for profiteering off of the ongoing mental health crisis rather than providing actual relief for patients. The lack of clear regulatory oversight and guidance during the pandemic will also make it difficult to hold developers and companies liable and responsible for potential harms a user may sustain from interacting with insufficiently vetted digital mental health. Research to identify the benefits and burdens of digital mental health tools, as well as best practices in their application, is urgently needed. Therefore, we emphasize the need for the FDA or other centralized body to coordinate the systematic gathering of data on possible adverse effects of digital mental health tools. This could include establishing a secure channel for user feedback and other means of research.

With the shift to telehealth, many mental health practitioners found themselves encountering new terrain with insufficient guidance or training. Difficulties include the need for more careful safety planning for patients who are at high risk, maintaining professional boundaries in the newly informal virtual space, and designing the physical space to both frame the patient encounter and maintain work-life balance for the therapist [44]. The use of video in teleconference presents challenging questions regarding managing what a client might see of one’s home environment and vice versa. Therapists also need to consider how and when to handle situations where a client might not be alone for confidential one-on-one therapy. There are anecdotal observations supporting the advantages of telehealth for mental health care, such as clients being more likely to show up for an online therapy session [45,46]. However, it will be important to track these gains to see if they are retained after the pandemic and as patients adjust their expectations for care.

Even before the pandemic, many mental health professionals had concerns regarding their legal liability when using digital mental health tools, particularly when it came to assessment and treatment of individuals with severe mental illness or high
suicide risk [47]. In the wake of the pandemic, there is added tension for professionals as they balance the need to ensure the continued care for their clients with caution regarding additional liability from their use of digital tools. Physicians are accountable through the law of tort and under the regulatory licensing systems of the jurisdiction in which they provide care [48]. The standard of “reasonable care” creates a duty to exercise a level of care, skill, and judgment that falls within local professional norms. The relative novelty of many digital health tools means there are not yet established standards that courts can use to determine when clinicians fail to meet their duty to patients. There are unclear legal risks involved in cases where a professional relies on a mental health app in an unsuitable case nor is it established how much due diligence a professional is expected to do into the quality and functioning of mental health apps before adoption of them [49]. This is complicated by the context of a pandemic in which clinicians have had to shift quickly to digital tools without the opportunity for training or gradual implementation. Furthermore, not all malpractice insurance providers cover claims arising from telehealth services [50].

In addition to the provision of reasonable care, physicians are expected to obtain informed consent to treatment and to safeguard the confidentiality of medical information. These legal responsibilities can be challenging in relation to poorly understood apps with opaque data management and the potentially large volume of incoming information from digital mental health tools. Given the current need to use digital mental health tools to provide mental health care during the pandemic, the lacuna of norms and regulations leaves providers and patients without clear guidance regarding accountability. Local state-based licensing boards, which serve an oversight function for physician practice, will have a difficult time managing the national and global nature of digital health. Professional organizations such as the American Psychiatric Association (APA) and the American Academy of Clinical Psychology play an important role in establishing guidelines and standards of care for practitioners in these new circumstances. The development of consistent policies around the use of digital mental health tools is vital to ensuring clinicians are not discouraged from using new therapies out of fear of litigation.

Even after the pandemic, we may see a rise in mental health app use if it becomes normalized during the pandemic. If insurers similarly shift to encouraging mental health apps as a replacement for in-person services due to cost, it will be vital that apps are only reimbursed if they provide effective care. Germany’s Digital Health Act, intended to accelerate the use of digital health tools during the pandemic, provides a model for navigating these concerns by requiring companies to submit evidence of safety and efficacy before they are allowed to receive reimbursement [51,52]. Similar regulation could help to provide a more consistent system for evaluation of digital health tools and ensure that users have access to safe products.

Although the pandemic has increased the number of people turning to apps to address mental health issues, there remains a need for a clear framework to allow users to understand the risks and benefits of selecting a digital mental health tool from the sea of options. The APA's database evaluating mental health apps is a step in the right direction but is geared toward clinicians rather than consumers [53]. In contrast, Australia has a consumer-facing online government portal that provides evidence-based information regarding mental health apps developed by universities, government, and public health agencies [54]. The issue of vulnerability in relation to mental health might be a useful lens to better understand what the optimal balance could be between the benefits of continual access to therapy and the associated possible trade-offs such as involuntary exposure or violation of a patient’s privacy (eg, regarding their home environment). Guidance for therapists will need to be informed by further research and include frameworks for evaluating and handling the trade-offs that may be presented when conducting digital mental health therapy. The context of the pandemic forced much of therapy online, but a true revolution in digital mental health will require evidence-based interventions that are more than simply traditional practice in a virtual space.

**Access and Fairness**

Even as the social and psychological burdens of the pandemic are expected to increase rates of mental health issues [55,56], the economic fallout of the pandemic is leading to further slashing of already underresourced mental health budgets [57,58]. The impact of COVID-19 has laid bare systemic health inequities and exerted a disproportionate impact on vulnerable populations such as older adults, racial and ethnic minorities, people living with disabilities, and people who are homeless [59,60]. Although a majority of people using telehealth have reported satisfaction [61], there are indications that telehealth has not served Black Americans or Latinx populations as well. Community mental health centers, which disproportionately serve Black and Latinx people, are much less likely to be prepared to implement digital mental health technologies [62]. Black and Latinx patients are less likely than White patients to use online health services and more likely to express reservations regarding privacy and suspicion regarding the quality of telehealth [63]. The conditions of the pandemic underscore the need to prioritize approaches that can provide improved care for groups that have repeatedly seen the least benefits from the mental health system and emerging technologies.

Since the pandemic, there has been renewed focus on how the design of health technologies may unfortunately reflect and reinforce existing biases and health disparities [64]. As with other areas of health research and technology, non-White populations are likely to be underrepresented in the data used to develop digital mental health algorithms and tools [65]. Informational and treatment apps also may not be tailored appropriately for people of different racial, linguistic, ethnic, or cultural backgrounds. Even with digital tools that are simply meant to connect patients with mental health providers, the lack of racial and cultural diversity in the pool of clinicians and therapists can create barriers to mental health care [66]. In the United States, allowing mobility of professional licensure could help create more diverse care teams and improve access to clinicians who speak the same language as patients.
Furthermore, digital mental health tools require proper training and oversight to use effectively. Insufficient resources for adequate training of mental health professionals serving low-income demographics may mean that quality mental health care will still not be accessible despite expansion of digital mental health [67,68]. It is vital for developers, researchers, and clinicians to address potential areas of bias and plan for how to engage culturally diverse populations as well as vulnerable populations. Given that low-income groups may face worse health outcomes from contracting COVID-19 and greater economic uncertainty after the pandemic, they can least afford this result.

In the United States, where there is a patchwork of public and private health care options for mental health care, reimbursement mechanisms are a key issue for fair access. During the pandemic, reimbursement for telehealth has expanded due to social distancing requirements, but postpandemic, reimbursement for digital tools may be lower than for traditional approaches. Vulnerable populations offered mental health access during the pandemic may only have them taken away once the main crisis has ended. Inadequate evaluation mechanisms for digital health tools can also make it difficult to identify and reimburse the tools that provide quality mental health care.

As with other digital tools for health-related applications, it is important to ensure fair access, particularly to vulnerable user groups. At the same time, low-access barriers for end users often goes along with low priorities for the security and data privacy of digital tools. With the continuing crisis of mental health care provision during the pandemic, users might trade off privacy and access in ways that are not commensurate with accepted norms of human dignity and fairness. One pathway to take off pressure from individuals in dire need of digital mental health provision could be to prioritize the development and dissemination of FDA-vetted tools that conform to high standards of psychiatric care and scientific evidence. It will also be imperative to invest resources in improving the digital tools available through community mental health centers and provide for training and outreach programs for digital mental health tools in underresourced communities.

### Conclusion

The COVID-19 pandemic has forced rapid adoption of digital mental health tools. However, the ethical challenges regarding privacy, fairness, transparency, and accountability remain unresolved. There is a pressing need for interdisciplinary, coordinated research efforts to understand the effects of this large-scale shift to digital mental health tools. Multidisciplinary efforts should also incorporate the input of people with lived experience of mental health issues [69]. Policy makers must assess whether to adopt new regulations to protect privacy and ensure transparency or whether modification of existing standards will be sufficient. Policy must be developed in conjunction with service users to avoid creating new inequalities in access to mental health [70]. Ultimately, the current crisis may be an opportunity to unpack the great potential for digital mental health tools to improve public health.
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