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Abstract

Background: Self-monitoring of symptoms is a cornerstone of psychological interventions in bipolar disorder (BD), but individuals with lived experience also value tracking holistic outcomes, such as quality of life (QoL). Importantly, self-monitoring is not always experienced positively by people with BD and may have lower than expected rates of engagement. Therefore, before progressing into QoL tracking tools, it is important to explore user perspectives to identify possible risks and benefits, optimal methods to support engagement, and possible avenues to integrate QoL self-monitoring practices into clinical work.

Objective: This study aimed to conduct a qualitative exploration of how individuals with BD engaged with a Web-based version of a BD-specific QoL self-monitoring instrument, the QoL tool.

Methods: A total of 43 individuals with BD engaged with a self-management intervention with an optional Web-based QoL self-assessment tool as part of an overarching mixed method study. Individuals were later interviewed about personal experiences of engagement with the intervention, including experiences of gauging their own QoL. A thematic analysis was used to identify salient aspects of the experience of QoL self-monitoring in BD.

Results: In total, 4 categories describing people’s experiences of QoL self-monitoring were identified: (1) breadth of QoL monitoring, (2) highlighting the positive, (3) connecting self-monitoring to action, and (4) self-directed patterns of use.

Conclusions: The findings of this research generate novel insights into ways in which individuals with BD experience the Web-based QoL self-assessment tool. The value of tracking the breadth of domains was an overarching aspect, facilitating the identification of both areas of strength and life domains in need of intervention. Importantly, monitoring QoL appeared to have an inherently therapeutic quality, through validating flourishing areas and reinforcing self-management efforts. This contrasts the evidence suggesting that symptom tracking may be distressing because of its focus on negative experiences and positions QoL as a valuable adjunctive target of observation in BD. Flexibility and personalization of use of the QoL tool were key to engagement, informing considerations for health care providers wishing to support self-monitoring and future research into Web- or mobile phone–based apps.

(JMIR Ment Health 2019;6(12):e16121) doi:10.2196/16121
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Introduction

Background

Bipolar disorder (BD) is a chronic mood disorder characterized by periods of mania (irritable or elevated mood with increased activity) and depression, experienced by up to 2.4% of the global population [1]. Self-monitoring of symptoms is an active ingredient of psychosocial therapies for BD [2], and it is recommended as an adjunctive strategy in treatment guidelines [3]. People with lived experience of BD have expressed interest in tracking additional life domains. Quality of life (QoL), a holistic outcome, has strong potential to meet this market need. Before progressing into QoL tracking apps, it is important to attend to the evidence suggesting that self-monitoring in BD is not always experienced positively. Attention to symptoms may be a distressing reminder of being unwell [4] and may reinforce depressive symptoms [5]. Given its broad focus and attention to both positive and negative experiences, QoL may be an acceptable target for self-monitoring and play a valuable complementary role to symptom tracking. This qualitative study is an initial step toward understanding self-monitoring of QoL in people with BD by exploring user experiences of a Web-based BD-specific QoL measurement instrument.

Self-monitoring of symptoms is a cornerstone of psychological therapies for BD used to support self-management, detect early warning signs of relapse, and guide appropriate intervention. Traditionally, such interventions have focused on sleep and mood, which have been shown to improve time to recurrence of mood episodes, rates of hospitalization, and functioning [6]. However, there is evidence to suggest that people with BD are interested in tracking other life domains. A survey of self-monitoring strategies used by people with BD indicated that although mood and sleep were most commonly monitored, individuals also tracked a variety of other areas including finances, social interactions, substance use, household management, pet care, and leisure time [7]. Individuals created elaborate methods to track multiple indicators, suggesting a market need for apps facilitating simultaneous tracking of diverse life domains. QoL is a broad construct taken to represent aspects of functioning and satisfaction in occupational, environmental, social, physical, and psychological aspects of life [8]. QoL may, therefore, represent a prime outcome that addresses the desire for more inclusive forms of self-monitoring in BD. Furthermore, individuals with BD have nominated QoL as an outcome that is prioritized alongside or even above symptom reduction [9-14]. Increasing focus has been placed on QoL-focused self-management strategies and psychosocial interventions for BD [15,16], of which, QoL tracking would form a natural complement. Although studies on the validity, feasibility, and acceptability of routine QoL self-assessment have been conducted in oncology [17-19], this experience remains poorly understood in mental health.

Despite research indicating positive effects of self-monitoring in BD, those with lived experience may be ambivalent or inconsistent about daily assessment. Rates of adherence to self-monitoring interventions in BD vary widely, with missing data rates between 6% and 58% for electronic methods [20,21]. Although some disengagement is expected given the effort required [22], this may not fully explain adherence rates. Studies in BD and other psychiatric conditions suggest that there are additional psychological costs to self-monitoring when living with a chronic mental illness. One such qualitative study specifically explored experiences of using the Life Chart Methodology (LCM), a daily record of manic and depressed mood, sleep duration, number of mood changes, and medication use [23], in individuals with bipolar I disorder (BD-I) [4]. The usage of the LCM was perceived by almost half (43%) of the participants as an unpleasant reminder that they were living with BD, forcing confrontation with the limitations of illness. Some believed that focusing on negative experiences increased their depression, and this was associated with a reluctance to use the LCM. The authors theorized that aversive experiences of the LCM were linked the psychological threat of losing the identity of the healthy self. Although quantitative research has not explored these experiences on a larger scale, there is some support for the idea that self-monitoring may reinforce negative experiences. Indeed, a study of daily BD mood tracking using mobile phone technology was shown to increase depressive symptoms in the intervention group [5]. In addition, in digital health interventions for psychosis, qualitative studies and adverse event reports suggest that routine self-assessment of symptoms may increase rumination on negative experiences, generate fear of relapse when negative changes in mental health are observed, or trigger distressing memories of episodes of psychosis [24,25].

Objective

It is not known whether QoL self-monitoring would be associated with a similar impact as symptom tracking in BD. Qualitative exploration of such applications may answer questions that quantitative studies of feasibility and acceptability may not, including possible risks and benefits, optimal integration of QoL data into clinical practice, and strategies to support engagement with self-assessment tools [25]. The aim of this study was to conduct a qualitative exploration into how individuals with BD engaged with a Web-based version of a BD-specific QoL self-monitoring instrument, the QoL tool [26].

Methods

Design

By using descriptive qualitative methods [27], this study was conducted within the context of a broader mixed method (ie, both quantitative and qualitative) project investigating the impact of self-management in BD [16]. The aim of the overarching project was to investigate the effectiveness of a website (Bipolar Wellness Centre [28]) and various associated information delivery modalities for communicating and encouraging the use of various self-management strategies (for a detailed description of these, see Michalak et al. [16]). The Bipolar Wellness Centre linked to the externally hosted QoL tool [29], which contains a Web-based version of a BD-specific QoL self-report measure developed through a Community-Based Participatory Research process. Life domains important to the experience of QoL in BD were elicited through interviews with individuals with BD, their family members, and health care providers [30].
instrument assesses satisfaction in the last week across domains of relationships, home duties, leisure activities, physical health, sleep, mood, money, independence, spirituality, self-esteem, cognition, identity, and work or study, if relevant [26]. Questionnaire items are positively framed, that is, respondents are asked about their level of enjoyment and positive experiences across domains, rather than distress or problems. Results from the QoL tool are represented graphically, and the quantitative summary of scores gives the user an optional link to the corresponding page of the Bipolar Wellness Centre (Figure 1).

**Figure 1.** Representation of quality of life tool results.

An optional introductory video describes these features and the developer’s recommendations for use (completing the measure weekly). Participants in the primary mixed method study were free to choose whether they would complete the QoL tool. To address the aim of this study to explore experiences of self-monitoring QoL, the focus was on the participants’ description of engagement with the QoL tool rather than specific self-management strategies or aspects of the Bipolar Wellness Centre that they may have also used.

**Recruitment**

The participants for this study were a subsample of those in an overarching project who agreed to participate in a follow-up qualitative telephone interview. Participants in the primary project were required to meet the following criteria: (1) aged 19 years or above, (2) able to communicate in English, (3) able to provide informed consent, (4) a resident of Canada, and (5) have a self-reported diagnosis of BD. Self-reported diagnoses of BD was considered sufficient, given that this is typically congruent with the results of formal diagnostic interviews [31]. Recruitment in the overarching project was conducted via the following: (1) notices were sent to participants in prior BD studies in the Mood Disorders Centre, Department of Psychiatry (University of British Columbia), who consented to be contacted in the future regarding new studies of potential interest, (2) health care providers affiliated with the Collaborative Research Team for Psychosocial Issues in BDs (CREST.BD) network were provided with information about this project and asked to place informational leaflets in their waiting room, and (3) advertisements in print (eg, community newspapers) and Web-based (eg, blogs) media.

At enrollment in the project, individuals indicated their consent to be contacted at a later date regarding participation in a telephone interview. For the qualitative arm, purposive sampling was used to identify consenting participants, who were then contacted via email and invited to participate in the qualitative interview. Participants received a Can $20 honorarium in the form of a gift certificate as compensation for time spent in the interview.

Purposeful criterion sampling [32] was used to establish a sample that reflected the diversity of the primary project sample, namely, demographics and engagement with the various components of the Bipolar Wellness Centre. Participants were specifically recruited to ensure representation of various age
groups, gender, BD subtype, and experiences with the spectrum of self-management strategies across the information delivery modalities. For the purposes of this study, these sampling criteria were not applied in the analytic framework or the description of the findings, as focus was on experiences of engaging with the QoL tool.

**Qualitative Interview**

A semistructured interview schedule was developed based on 3 sets of topics informed by the overarching project aim (engagement with information on self-management strategies, implementation of self-management strategies, and perceived impact on QoL). Main findings have been published elsewhere [16,33,34]. Germane to this subanalysis, participants were asked if they had used the QoL tool or had any plans to use it in future. They were also asked whether using the QoL tool had any impact on their engagement with the Bipolar Wellness Centre (eg, “Did completing the QoL tool have any impact on the kinds of changes you thought about making in your life?”) or their perceived QoL (eg, “Did completing the QoL tool impact your QoL in any way?”). Probes and reflective listening were used to elicit depth in participant responses.

**Procedure**

The Behavior Research Ethics Board of the University of British Columbia approved the study. All participants received written information on the study and gave written consent to be contacted for an interview. Data in the study were treated confidentially, and transcripts were deidentified.

Consenting participants were contacted via email approximately 2 weeks after participating in the self-management intervention to schedule a telephone interview. In total, 67 participants were invited to participate in the qualitative interview; of these, 24 declined to participate or did not respond. A total of 43 interviews were conducted by the first author. Interviews lasted from 20 to 70 min (mean 39.4 min, SD 11.2). They were digitally recorded and transcribed verbatim by the first author (24/43, 55%) or research assistants (checked by the first author for accuracy; 19/43, 44%).

**Data Analysis**

Braun and Clark’s [35] guidelines for thematic analysis were followed. A thematic analysis provides a flexible research tool that can provide a rich, detailed, and complex account of patterns across an entire dataset. As the primary aim of the interview schedule was to explore experiences of the self-management intervention and perceptions of QoL, there was relatively limited discussion of participants’ experiences of engaging with the QoL tool. Consequently, findings are presented at the level of descriptive, literal categories rather than interpretative and abstracted themes [35].

The first author was familiarized with the data through the process of transcribing interviews and re-reading transcripts. Data were assigned brief descriptive codes (meaning units) in the qualitative data management software NVivo (QSR International, 2016). Codes were examined, and descriptive categories were generated [35]. The content of categories was reviewed for coherency, and transcripts were revisited as categories were developed to ensure that all relevant data were adequately captured and described. The essence of the most salient categories in relation to this aim has been summarized with illustrative transcript extracts. To reduce the risk of bias and address analytic validity, coauthor EM reviewed both the descriptive accounts of categories and transcripts for coherency, with disagreements resolved via consensus.

**Results**

**Participants**

A total of 43 participants were interviewed for the qualitative study (42.2% of the primary study sample). The modal age range was 45 to 54 years. Most participants (30/43, 69%) were female. The most frequently reported diagnosis was BD-I (24/43, 55%), followed by bipolar II disorder (BD-II) (16/43, 37%). A participant reported a diagnosis of rapid cycling BD-II, and 2 participants reported a diagnosis of bipolar disorder not otherwise specified (BD-NOS).

**Overview of Key Findings**

Of the interviewed sample, 74% (n=32/43) reported using the QoL tool. In total, 4 key categories are described: (1) breadth of QoL monitoring, (2) highlighting the positive, (3) connecting self-monitoring to action, and (4) self-directed patterns of use.

**Breadth of Quality of Life Monitoring**

A predominant experience of QoL self-monitoring was the value of reporting satisfaction across a range of life domains. The QoL tool was described as supporting users to attend to a greater range of life domains than they may otherwise monitor, by reminding people of important areas and increasing the granularity with which they appraised their circumstances:

> It has helped me look at the different domains and pay attention... it’s all one big thing, but now that it’s in domain names it’s kind of easier to organize and pay attention to those domains. [Male, aged 35-44 years, BD-I]

Receiving a breakdown of scores across domains was described as helping people consider the influence of each aspect of QoL separately, which could facilitate the identification of areas in need of improvement that are otherwise masked by an overall feeling of well-being:

> It’s really good having that separation into categories in terms of thinking of each one independently of the other... even when you feel like overall you’re doing well, there could be one thing that, when you actually sit down and honestly think about it, you may discover that’s an area you may need to work on more. [Male, aged 45-54 years, BD-II]

For some participants, the ability to parse the influence of various aspects of QoL supported them in identifying the causes of mood changes. A participant described using QoL tool data to facilitate discussions with their psychiatrist about possible relapse prodromes:

> If something is starting to get wonky... it’s easier when you have to talk to your psychiatrist because you can... even when you feel like overall you’re doing well, there could be one thing that, when you actually sit down and honestly think about it, you may discover that’s an area you may need to work on more. [Male, aged 45-54 years, BD-II]
In some cases, the range of domains covered by the QoL tool was explicitly contrasted to traditional forms of self-monitoring in BD. A participant noted that it was difficult to provide a single rating on a mood diary that captured the variety of their day-to-day experiences:

*I always hated the mood diaries, it seems too constraining to just rate my mood on a scale of 1 to 10 for one day.*  
[Female, aged 25-34 years, BD-I]

The breakdown of results of the QoL tool also reduced the burden of interpreting changes:

*The daily mood chart, you’ve got to interpret it, you’ve got to sit there and look back over it... and this tool’s it’s right there.*  
[Male, aged 55-64 years, BD-I]

The breadth of domains was not universally appreciated; in an instance, monitoring traditional outcomes was preferred. A participant described intentions to track their sole area of concern (sleep) instead of using the QoL tool.

### Highlighting the Positive

A number of participants reported that the QoL tool served an important function in highlighting life domains where they were flourishing. Individuals described the QoL tool results as drawing their attention to areas of strength, which was often accompanied by a sense of appreciation or a positive affirmation that one was on the right track:

*I feel like the tool is good even when you’re doing well because, any kind of positive, anything that makes me feel good about myself, is always positive... That’s kind of what it feels like, that encouragement, that—yes, you’re doing good, you’re doing a good job.*  
[Male, aged 45-54 years, BD-II]

Related to the importance of monitoring a breadth of QoL domains, individuals appreciated being able to note strengths at the same time as identifying areas in need of additional support:

*Here’s where I’m satisfied, here’s where I’m not satisfied... there are some things I want to change, but I wasn’t mad at myself when I looked at the results.*  
[Female, aged 25-34 years, BD-II]

Tracking strengths could also play a powerful role in identity. An individual described a sense of reclaiming who they were beyond the *sick role* of bipolar by noticing the range of areas where they were performing well:

*It made me feel really good actually, because I knew I was on the right track... yes, I suffer from bipolar, and now it’s [participant’s name] and I’m going to work, I’m functioning, full time hours, and able to handle a lot more than I used to.*  
[Female, aged 35-44 years, BD-I]

In some cases, reviewing results prompted a positive reappraisal of circumstances. For example, a participant described reflecting on their relationships after they received a higher domain score than predicted:

*I saw that and thought... maybe it’s not such a horrible situation, and I think it’s better than I might have thought.*  
[Female, aged 45-54 years, BD-I]

Noting positive results was also described as drawing attention to and encouraging continued application of self-management strategies that were supporting the areas of good QoL. This is exemplified by a participant who added additional physical activities to their schedule after reflecting on the positive impact of their existing routine:

*It made me appreciate what I was already doing and I kept doing it... but then it made me think about how that is helping me, so I started swimming as well.*  
[Female, aged 25-34 years, BD-I]

The connection between QoL tracking and self-management practices is explored in detail in the following section.

### Connecting Self-Monitoring to Action

Over half of those who used the QoL tool described it as guiding their self-management efforts (*n=17*). Individuals found QoL self-monitoring enabled them to identify areas where they scored lower, which prompted them to either implement self-management strategies or focus their efforts researching ways to improve that specific domain:

*Doing the Quality of Life tool is what made me think about my social activities being very weak... based on that awareness I chose to take action on it.*  
[Female, aged 45-54 years, BD-II]

Aspects of the display of QoL tool results were flagged as important in connecting self-monitoring to action. For some individuals, the visual aspect of the QoL tool results display was particularly important in identifying areas in need of attention. In such cases, the idea of an *unbalanced* wheel was described, as in the following account:

*It also made me realize how unbalanced I could be... I was okay in many aspects, and going back to relationships for me, was really bad on that aspect. I kind of knew it but when I saw it represented that way with the spokes, I felt I had to work on this.*  
[Male, aged 45-54 years, BD-I]

A participant described the numerical breakdown of scores as an objective indicator motivating them to take action:

*When I would get a score of 11 out of 20 on something, it made me read more, investigate further on that particular area because it pointed out to me in a very quantitative way, that it’s not just that you sort of think there’s a problem or something you want to improve on, that it actually shows you with numbers, and that’s pretty concrete.*  
[Female, aged 65-74 years, BD-II]

Another aspect specific of the QoL tool (vs the paper-and-pencil version of the instrument) resides in its links to the Bipolar Wellness Centre. A small number of people explicitly described using the links in their results summary (see Figure 1) to access...
information about relevant self-management strategies for domains of interest:

Afterwards, there’s an article on the website itself that talks about the areas and links to all these other resources... that really helped. [Female, aged 25-34 years, BD-I]

For some participants, using the QoL tool on an ongoing basis itself became a self-management strategy because of its ability to remind them to take action:

I do need to be reminded of things every so often, so if I took that quiz more often it would probably help me remind myself. [Female, aged 25-34 years, BD-I]

Ongoing plans for QoL self-monitoring are discussed in more detail in the following section.

Self-Directed Patterns of Use

When asked about their use of the QoL tool (in the weeks since the start of the intervention and plans for future use), most people talked about tracking QoL in an ongoing sense, but the intended patterns of use varied. Some participants described plans for routine use on a weekly, biweekly, or monthly basis. In such cases, QoL self-monitoring was sometimes described as a preventative strategy, for example “to track things before they get so serious” (female, aged 45-54 years, BD-I). Others spoke about the importance of obtaining enough data to provide insight into patterns:

I think it’s important to do the Quality of Life tool on a fairly regular basis, because that’s the only way you can identify changes or trends, not just when you’re at a peak or valley. [Female, aged 45-54 years, BD-II]

For others, regular use was important to keep self-management efforts on track:

I try to do it weekly, and it’s a reminder that I have to look after all aspects. [Male, aged 55-64 years, BD-I]

Others planned on using the QoL tool infrequently, such as every few months. This was sometimes described as checking in on an ad hoc basis to see if progress could be detected:

I certainly will do it again, maybe in a few months again to see if anything has changed, has improved. [Male, aged 35-44 years, BD-II]

For others, QoL tracking could be deployed in response to mood changes to gather data about the cause or identify helpful strategies:

There’s a tool that acts as a checklist for me: when I don’t feel great, I can go over that and it helps me. [Male, aged 45-54 years, BD-I]

Finally, QoL self-monitoring may only occur if usual forms of gauging wellness were not available (eg, the opinion of a trusted health care provider when going on holiday).

Participants identified ways in which the QoL tool could be altered to support their ongoing use, such as utilizing prompts to self-monitor if the website had not been accessed in some time or providing a quantification of change since the last completed questionnaire. Interestingly, 2 people took matters into their own hands and adapted the questionnaire to suit their preferences: 1 created a laminated version of the display of the QoL tool results (see Figure 1) on which they marked their daily self-assessment. Another participant created a Microsoft Excel table aggregating their scores from the QoL tool, along with a diary column to help pinpoint the cause of changes in QoL. Personalization appeared to support engagement with QoL self-monitoring; in both cases, individuals described the QoL tool as a key component of their ongoing self-management plan:

It’s not just a bunch of scores. This is at the heart of my entire self-management strategy. [Male, aged 35-44 years, BD-I]

Discussion

Principal Findings

This qualitative study explores the subjective experience of QoL self-monitoring in BD by interviewing individuals who had utilized a BD-specific QoL measure, the QoL tool. This investigation adds to the growing literature on digital monitoring in BD but is the first to comment on a QoL-specific app. Furthermore, although this qualitative study was conducted with a sample of individuals who self-selected into using the QoL tool in the context of a self-management intervention, it has implications for supporting self-reflection and utilizing subjective QoL data in clinical practice.

The breadth of life domains assessed by the QoL tool was identified as an important aspect of engagement with self-monitoring and appears fundamental to other key experiences described herein: assessing a range of domains increases the chances of individuals identifying the areas of strength alongside those in need of remedial action. The perceived value of tracking a range of domains accords with the findings that people with BD are already attempting to log multiple indicators beyond symptoms [7]; however, few apps exist to support this. A systematic review of apps for BD showed that the majority of self-monitoring apps track symptoms, sleep, and medication use [36]. Owing to interest in gauging holistic outcomes and the lack of technologies to support this, the positive responses to a Web-based QoL self-report measure documented in this study validate further study and development of QoL self-assessment tools. Furthermore, given increasing attention to mobile phone–based monitoring of symptoms [5,37,38], complementary QoL–focused apps may be a useful focus of further development.

A key aspect of the experience of QoL self-monitoring was the positive nature of using results to identify the areas of strength. This may be expected given that the QoL tool includes positive rather than negative indicators (ie, individuals are asked about enjoyment and satisfaction, rather than distress and dysfunction). It has been argued that scales, which include positive indicators, enable the detection of flourishing areas, whereas those composed solely of negative indicators tend to underestimate a person’s QoL [39]. Although this does not preclude respondents attending to negative aspects of their circumstances, it may be argued that a broad, positively framed questionnaire...
is more likely to detect the areas of strength for 2 reasons. First, in accordance with recovery perspectives [40], the broader lens of QoL places de facto emphasis on life domains where people may experience satisfaction and meaning despite the limitations of illness. Second, the QoL tool has positively framed item wording that may promote attention to strengths. Positively framed questions have been used therapeutically to encourage respondents to adopt a shared perspective with the questioner; if a question asks about strengths, individuals will seek evidence of this from their own lives [41]. There are important clinical implications affirming the experience of QoL self-monitoring in this study. First, QoL-focused monitoring may address a noted limitation of symptom tracking, which is the reinforcement of negative symptoms. An analysis of app store reviews of cognitive behavioral therapy apps for depression revealed the primary criticism was the sole focus on negative experiences, with users worrying that this could reinforce negative thinking patterns [42]. Similarly, qualitative studies in BD and psychosis highlights user concerns that attention to symptoms reinforces negative affect [4,25]. Conversely, as suggested by the experiences of participants in this study, tracking positive experiences may amplify their emotional and psychological impact or induce a positive reframing of circumstances. This is supported by quantitative research showing an experience sampling intervention focusing on positive affect that reduced depressive symptoms in a sample of patients with major depressive disorder [43,44]. Future quantitative comparisons of the psychological and emotive impact of mood charting versus QoL self-monitoring may help further illuminate their optimal therapeutic apps, such as identifying individuals who may be more likely to be negatively impacted by mood charting or the adjunctive benefits of the more positively oriented QoL monitoring. The second potential clinical app of drawing attention to strengths in broader life domains via reflecting on QoL is fostering the development of a holistic sense of self, a process that is thought to be disrupted in BD [45,46]. Although traditional outcome tracking may also assist with this by helping understand the shifts in mood [47], some individuals may find that it threatens other valued aspects of identity, such as the concept of the healthy self [4]. At least one individual in this study expressed a sense that drawing attention to areas of strength through QoL self-monitoring assisted with recovering their identity beyond someone with bipolar, which accords with the suggestion that developing balanced and less pessimistic views of the self is a key therapeutic mechanism of psychosocial interventions in BD [2]. Taken together, this suggests possible inherently therapeutic applications of QoL self-monitoring (that is, beyond its possible role in guiding self-management efforts, discussed below), which future studies could explore in more detail.

The potential role of QoL self-monitoring in guiding and encouraging self-management is an important area of future investigation, particularly, as self-management is an increasingly recognized component of treatment in BD [3]. Individuals in this study reported using QoL tool data to identify priority areas for implementing self-directed wellness strategies. This application could be extended to the support of self-management practices and the identification of treatment goals in the clinical context, which has been suggested to improve therapeutic alliance [48] and motivation to engage in treatment [49]. However, this study was generated in the context of self-directed QoL self-monitoring; experiences of sharing data with treating teams were not explored in detail nor were investigations conducted into how health care providers made use of these data. It has been noted that the health care provider’s uncertainty about how to interpret and respond to self-reported data may pose a risk to therapeutic alliance [7] or negatively impact engagement in self-monitoring [25]. Therefore, complementary research on optimal methods for integrating patient-reported QoL data into treatment planning and outcome assessment in the clinical context is needed.

The optimal frequency of self-monitoring in BD is unknown [50]. This study examined self-directed patterns of use, highlighting 2 groups: individuals who engaged with the QoL tool routinely and those who planned to check in on an ad hoc basis. Disengagement is common with digital health interventions [22], and although engagement was not formally assessed over an extended period in this study, reported plans for use are promising. Potentially, the lack of a required frequency of QoL monitoring and the strength-focused nature encourage ongoing use, which warrants further investigation. Of note, some participants expressed desires for additional features or themselves made modifications to the QoL tool, suggesting the following: (1) a need for lived experience involvement in the development of future iterations of digital QoL tracking apps (such as user-centered design [51]) and (2) health care providers initiating conversations with users about how self-monitoring can be supported or adapted to meet their unique needs and preferences.

**Limitations**

First, the opportunistic sample was drawn from an evaluation of self-management knowledge translation, and as such, they may have had more positive views of QoL self-monitoring and self-management. It is not known whether the experiences described here would generalize to individuals not engaged in psychosocial interventions. In addition, as the overarching study aimed to specifically evaluate the Bipolar Wellness Centre, quantitative data on the frequency of use of the QoL tool were not available to objectively verify self-reported patterns of use. Future research should be conducted to quantify the rates of use of the QoL tool, evaluate the potential for QoL tracking to support engagement in self-management, and investigate ways to support engagement in self-monitoring in a broader sample. Furthermore, purposive sampling of individuals who disengage from psychosocial interventions or QoL self-monitoring may illuminate negative experiences in more detail than this study. Second, the use of the QoL tool was not the primary focus of the interviews, and the data were less rich than the themes explored regarding engagement with the self-management intervention [34] and perceptions of own QoL. [33]. We did not probe in depth for prior experiences of mood monitoring or ask participants to contrast this to their experiences of QoL tracking. To address the risk of overinterpretation of the evidence, analysis of the qualitative data was limited to descriptive, literal categories, rather than risk bias by generating interpretative themes [52].
Conclusions
For the first time, individuals with BD have commented on the experience of engaging with a Web-based tool for QoL self-monitoring. This study highlights the unique characteristics of QoL tracking that were valued by the participants, including the breadth of domains assessed, the ability to affirm strengths, and the link between reflecting on QoL tool results and actions to improve one’s circumstances. A variety of patterns of use were described, with an emphasis on flexibility. It is concluded that QoL self-monitoring shows great potential to support recovery-oriented and self-management interventions and may have an inherently therapeutic quality relevant to the treatment of BD.
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Abstract

Background: In the recent years, machine learning algorithms have been more widely and increasingly applied in biomedical fields. In particular, their application has been drawing more attention in the field of psychiatry, for instance, as diagnostic tests/tools for autism spectrum disorder (ASD). However, given their complexity and potential clinical implications, there is an ongoing need for further research on their accuracy.

Objective: This study aimed to perform a systematic review and meta-analysis to summarize the available evidence for the accuracy of machine learning algorithms in diagnosing ASD.

Methods: The following databases were searched on November 28, 2018: MEDLINE, EMBASE, CINAHL Complete (with Open Dissertations), PsycINFO, and Institute of Electrical and Electronics Engineers Xplore Digital Library. Studies that used a machine learning algorithm partially or fully for distinguishing individuals with ASD from control subjects and provided accuracy measures were included in our analysis. The bivariate random effects model was applied to the pooled data in a meta-analysis. A subgroup analysis was used to investigate and resolve the source of heterogeneity between studies. True-positive, false-positive, false-negative, and true-negative values from individual studies were used to calculate the pooled sensitivity and specificity values, draw Summary Receiver Operating Characteristics curves, and obtain the area under the curve (AUC) and partial AUC (pAUC).

Results: A total of 43 studies were included for the final analysis, of which a meta-analysis was performed on 40 studies (53 samples with 12,128 participants). A structural magnetic resonance imaging (sMRI) subgroup meta-analysis (12 samples with 1776 participants) showed a sensitivity of 0.83 (95% CI 0.76-0.89), a specificity of 0.84 (95% CI 0.74-0.91), and AUC/pAUC of 0.90/0.83. A functional magnetic resonance imaging/deep neural network subgroup meta-analysis (5 samples with 1345 participants) showed a sensitivity of 0.69 (95% CI 0.62-0.75), specificity of 0.66 (95% CI 0.61-0.70), and AUC/pAUC of 0.71/0.67.

Conclusions: The accuracy of machine learning algorithms for diagnosis of ASD was considered acceptable by few accuracy measures only in cases of sMRI use; however, given the many limitations indicated in our study, further well-designed studies are warranted to extend the potential use of machine learning algorithms to clinical settings.

Trial Registration: PROSPERO CRD42018117779; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=117779

(JMIR Ment Health 2019;6(12):e14108) doi:10.2196/14108
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Introduction

Background

Autism spectrum disorder (ASD), behaviorally characterized by a deficit in social communication and rigidity in interest or behavior by both the Diagnostic and Statistical Manual of Mental Disorders-5 (DSM-5) and the International Statistical Classification of Diseases-11 (ICD-11), is believed to be a product of complex interactions between genetic and environmental factors [1-3]. The latest prevalence of ASD has been reported to be 1 in 59 children aged 8 years, based on the 2014 Center for Disease Control and Prevention (CDC) surveillance data [4], and 1 in 40 children aged 3-17 years, based on parental reports of the diagnosis in a national survey [5]. Despite the advancement of many biomarkers with potential in prediction or early detection of ASD (eg, structural magnetic resonance imaging [sMRI] or functional magnetic resonance imaging [fMRI]), a diagnosis is not made until the age of 4-5 years, on average [4,6].

Machine learning has been increasingly studied as a novel tool to enhance the accuracy of diagnosis and early detection of ASD [7]. Unlike traditional rule-based algorithms that allowed computers to generate answers with preprogrammed rules, machine learning allows building of an algorithm that can learn, predict, and improve with experience, based on big data [3,8-10]. Psychiatric decision making is more sophisticated and difficult to characterize, compared with machine learning, although there are some common elements. Psychiatrists diagnose patients by observing their behaviors and registering all collected and collateral data into their (psychiatrists’) cognitive system as sensory input values (eg, voice and vision). Similarly, machine learning requires a series of steps, including preprocessing (eg, noise removal from data before input into an algorithm), segmentation, and feature extraction [7]. In particular, machine learning in the field of ASD diagnostics incorporates big data (eg, neuroimaging), making the input data immense and complex [11]. The application of machine learning algorithms in the field of neuroimaging often requires an extra process, such as feature selection that extracts key features from a complex dataset. In other words, key features are selected before the learning process, which is called feature selection [11].

Objective

Currently, machine learning is widely applied to the field of bioinformatics, including genetics and imaging, and many applications require signal recognition and processing [12]. Machine learning algorithms are currently applied to the field of psychiatry in areas such as genomics, electroencephalogram (EEG), and neuroimaging. However, owing to the complex workflows implicated in machine learning itself, the accuracy of such algorithms is varied [8]. This study aimed to suggest an integrated estimate of the accuracy for use of machine learning algorithms in distinguishing individuals with ASD from control groups through systematic review and meta-analysis of the available studies.

Methods

Systematic Review

This systematic review and meta-analysis was conducted based on the Preferred Reporting Items for Systematic Reviews and Meta-Analyses for Diagnostic test accuracy [13]. The study protocol was written before initiation of the study and registered in the Prospective Register of Systematic Reviews database (trial registration: CRD42018117779).

Data Sources and Search Strategy

MEDLINE, EMBASE, CINAHL Complete (with Open Dissertations), and PsycINFO were selected as core search databases, and the Institute of Electrical and Electronics Engineers (IEEE) Xplore Digital Library was added to maximize the sensitivity of the search. The IEEE Xplore Digital Library is a database created by the IEEE, the largest of its kind worldwide, and includes more than 1800 peer-reviewed conference proceedings. Default search filters provided by journals were not used. There was no restriction by publication type (eg, conference proceedings) or language. The initial search was conducted on November 28, 2018. The search strategy and query per search database are listed in Multimedia Appendix 1.

The primary consideration for study inclusion was if machine learning was partially or fully applied in distinguishing individuals clinically diagnosed with ASD from controls and assess the accuracy of such applications. Multimedia Appendix 2 lists inclusion/exclusion criteria. An author (SM) retrieved the initial search results and removed duplicates by using the command find duplicate via a reference software (Endnote X9, Clarivate Analytics, Philadelphia, Pennsylvania). Subsequently, another author (JK) manually searched for and removed any residual duplicates. Finally, the studies were screened independently by two authors (SM and JK) by title, abstract, and keywords, after which the full texts of the selected studies were screened by two authors (SM and JK) by inclusion/exclusion criteria. If any discrepancy was found in the final selection, the two authors reached a consensus via discussion.

Data Extraction

A data extraction form was created through discussion among the authors before the extraction process to suggest specific subgroups and coding processes (categorizing) for a meta-analysis (Multimedia Appendix 3). The process is provided in detail in Multimedia Appendix 4. General characteristics such as author, publication year, sample size, average age, gender ratio, and data characteristics were extracted from individual studies. Information regarding the reference standard used in individual studies and definitions of positive/negative disease (autism positive/control) and methodologies to distinguish individuals with autism from control group were collected. Specific methodologies used to process and classify data for use in machine learning algorithms were also recorded (Multimedia Appendices 3 and 4). All accuracy values were extracted, and true-positive / true-negative / false-positive /
false-negative (TP/TN/FP/FN) values were calculated from individual studies for a meta-analysis. If the TP/TN/FP/FN values could not be calculated from the accuracy values provided in a study, an email was sent to the corresponding author to request raw data. If there was no response within 14 days, the study was not included in the meta-analysis. The extraction was performed independently by two authors (SM and JK). If there was any discrepancy in the extracted data, a consensus was reached by thorough discussion after repeating the same extraction process.

**Quality Assessment**

Two authors (SM and JK) independently assessed the quality of individual studies based on the Quality Assessment of Diagnostic Accuracy Studies-2 (QUADAS-2). QUADAS-2 is a validated tool used to evaluate the quality of diagnostic accuracy studies by patient selection, index test, reference standard, and risk of bias (RoB) for internal validity and external validity for applicability concerns of individual studies [14]. There was no disagreement between authors in the assessment of patient selection and reference standard domain. The index test, also known as the target tool of our investigation in this study, is a machine learning algorithm. The target tool, the machine learning algorithm’s accuracy, is reported through a process called validation. However, when a study provided no information about the validation process, low RoB was assumed if independent datasets were used for training, building a model, and validation [15]. Otherwise, the level of RoB was determined by thoroughly reviewing the validation processes.

**Evidence Synthesis**

In our meta-analysis, a bivariate random effects model was used to consider both within- and between-subject variability and threshold effect [16]. A Summary Receiver Operating Characteristics (SROC) curve was generated based on parameter estimates extracted from the bivariate random effects model [17]. The SROC curve was specified by pooled sensitivity, specificity point, 95% CIs, and prediction region. Area under the curve (AUC) and partial AUC (pAUC) were calculated based on the SROC curve [18]. Studies that were visually deviant from the 95% prediction region on the SROC curve were considered heterogeneous [19]. Attempts were made to resolve the heterogeneity by performing a subgroup analysis—generating individual SROC curves for subgroups (minimum 5 studies) [20]. If most studies were within the 95% prediction region on the SROC curves of the subgroups, the sample was determined to be homogeneous, and integrated sensitivity, specificity, and SROC curve results were provided. If any of the TP/FP/TN/FN value was 0, 0.5 was added to prevent zero cell count problem [21]. The TP/FP/TN/FN values were extracted or calculated from each independent sample in a study, and if multiple machine learning algorithms were applied to the same sample, an algorithm with the best accuracy (calculated as [TP+TN]/[TP+FP+TN+FN]) was selected for data extraction.

A meta-analysis was conducted via the mada package in R (version 3.4.3, R Core Team, Vienna, Austria), and statistical significance was expressed with 95% CIs. Publication bias was not assessed in our analysis, as there are currently no statistically adequate models in the field of meta-analysis of diagnostic test accuracy [22].

**Results**

### Search, Selection, and General Characteristics

After duplicate removal, of the 280 studies extracted from five databases and one additional database, 43 studies were selected, of which 40 studies were included in the meta-analysis. Figure 1 provides details according to the screening stage.

The publication years ranged from 2007 to 2018 for the final selection of 43 studies, of which 40 were journal articles and 3 were gray literature elements (eg, conference proceedings). A total of 10 studies used a public database that was available on the internet and open to anyone, 18 used a private sector database (eg, clinic and hospital), 3 used both public and private databases, and the remaining 12 used databases from others. Regarding the average age of the sample, 5 studies included adults, 22 studies included school-aged participants, 11 included preschool-aged participants, and the remaining 5 did not provide any information. For the machine learning algorithm, 20 studies used a support vector machine (SVM), 3 used a deep neural network (DNN), 13 used others, and the remaining 10 used and compared multiple algorithms. For prediction, 11 studies used sMRI features, 9 used fMRI features, 9 used behavior traits, 5 used biochemical features, 4 used EEG features, and the remaining 2 used text or voice features. For reference standards, 24 studies used DSM-IV, DSM-IV - Text Revision, or DSM-5; 10 used the Autism Diagnostic Observation Schedule (ADOS) or the Autism Diagnostic Interview (ADI); 2 used ICD; and the remaining 7 did not provide relevant information. For the validation methodology, 37 studies only used internal validation, 2 only used external validation, and 4 used both. The abovementioned information is summarized in Table 1, and the extracted raw data are presented in Multimedia Appendices 5 and 6.
Figure 1. Flowchart for the literature screening and selection process.
Table 1. Characteristics of 43 studies for the systematic review and 53 samples for the meta-analysis.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Studies (n)\textsuperscript{a}</th>
<th>Samples (n)\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Publication type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Journal article</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>Letter, report, or conference proceeding</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td><strong>Dataset type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private (hospital or clinic) dataset</td>
<td>18</td>
<td>21</td>
</tr>
<tr>
<td>Public database</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>Mixed (private and public) dataset</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Others or unknown</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td><strong>Mean age of sample (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adults (≥18)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>School age (6-18)</td>
<td>22</td>
<td>27</td>
</tr>
<tr>
<td>Preschool age (&lt;6)</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>Unknown</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td><strong>Classification algorithm type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support vector machine</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>Deep neural network</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Others\textsuperscript{c}</td>
<td>13</td>
<td>23</td>
</tr>
<tr>
<td>Mixed</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td><strong>Predictor type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structural MRI\textsuperscript{d} features</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>Functional MRI features\textsuperscript{e}</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>Behavior traits</td>
<td>9</td>
<td>14</td>
</tr>
<tr>
<td>Biochemical features</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Electroencephalography features</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Text or voice</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td><strong>Reference standard</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSM\textsuperscript{-IV} (Text Revision) or DSM-5</td>
<td>24</td>
<td>28</td>
</tr>
<tr>
<td>ADOS\textsuperscript{f} or ADI\textsuperscript{g}</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>ICD\textsuperscript{i}</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Others or not otherwise specified</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td><strong>Validation method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal validation</td>
<td>36</td>
<td>46</td>
</tr>
<tr>
<td>External validation</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Internal and external validation</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Others or not otherwise specified</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Number of studies for a given category (N=43 in total).

\textsuperscript{b}Number of datasets used in studies (N=53 in total).

\textsuperscript{c}Probabilistic neural network, decision tree, regression, ensemble, random forest, and fuzzy.

\textsuperscript{d}MRI: magnetic resonance imaging.

\textsuperscript{e}All studies used resting-state MRI images (one study used both resting state and task-related MRI images).

\textsuperscript{f}DSM: Diagnostic and Statistical Manual of Mental Disorders.

\textsuperscript{g}ADOS: Autism Diagnostic Observation Schedule.
Qualitative Assessment

Of the 43 studies in total, more than half were assessed to have an unclear RoB by patient selection domain (33 studies) and index test domain (29 studies). More than half were considered to have a low RoB by the total reference standard (35 studies) and flow and timing domains (35 studies). For applicability concern, about half (22 studies) were shown to have unclear or high-risk RoB by patient selection domain, whereas most were considered to have a low risk by index test (42 studies) and reference standard domain (36 studies). Qualitative assessment for all the individual studies is summarized in Multimedia Appendix 7, and the distribution is shown in Figure 2.

Figure 2. Risk of bias and applicability concern by domain in Quality Assessment of Diagnostic Accuracy Studies-2. Microsoft Excel was used.

Quantitative Analysis (Meta-Analysis)

Of the final selection of 43 studies, only 40, from which TP/FP/FN/TN values were extractable, were considered for the meta-analysis. A total of 53 independent samples were extracted from the 40 studies and included in the meta-analysis (Table 1). Of the 53 samples, 12,128 participants were inspected in the meta-analysis, with the total sensitivity and specificity ranging from 0.55 to 1.00 and 0.56 to 0.99, respectively. TP/FP/FN/TN, sensitivity, and specificity values for 53 individual samples are summarized in Multimedia Appendix 8, and visual distribution is provided as SROC in Figure 3. Of the 53 samples, 12 were found outside the 95% predictive region of the SROC curve, and therefore, there was heterogeneity between samples (Figure 3).

In an attempt to resolve this heterogeneity, a subgroup analysis was conducted with 19 variables that had been predefined and coded. For replicability, a raw data sheet listing the precodified variables is available in Multimedia Appendix 9. As a result, among 19 variables, predictor was the only one by which the heterogeneity could be partially resolved. Of the 53 samples, for the sMRI subgroup that used sMRI as predictors, all the 12 samples were found to be within the predictive region of the SROC curve, thus resolving the heterogeneity (Figure 4).

For the sMRI subgroup, the pooled sensitivity was 0.83 (95% CI 0.76-0.89), specificity was 0.84 (95% CI 0.74-0.91), and AUC/pAUC was 0.90/0.83. Meta-analysis was also attempted for the remaining subgroups, such as fMRI (15 samples), behavior traits (14 samples), and biochemical features (7 samples) subgroups, but the pooled sensitivity and specificity could not be provided owing to a significant degree of heterogeneity between samples: A few samples were shown to be far off the predictive region of the SROC curves (Multimedia Appendices 10-12). However, sub-subgroup meta-analysis using 5 samples that used fMRI as a predictor and DNN as a classifier allowed for the heterogeneity to be resolved and provided the pooled sensitivity of 0.69 (95% CI 0.62-0.75), specificity of 0.66 (95% CI 0.61-0.70), and AUC/pAUC of 0.71/0.67 (Figure 5).

Similarly, another sub-subgroup meta-analysis of six samples that used sMRI as a predictor and SVM as a classifier resolved...
the heterogeneity and resulted in a pooled sensitivity of 0.87 (95% CI 0.78-0.93), specificity of 0.87 (95% CI 0.71-0.95), and AUC/pAUC of 0.92/0.88 (Multimedia Appendix 12). Sensitivity and specificity values and types of classifiers used for samples of individual subgroups that used neuroimaging features (sMRI and fMRI subgroups) as predictors are provided in Table 2, and a forest plot is provided in Multimedia Appendix 13.

Summary Receiver Operating Characteristics curve for functional magnetic resonance imaging/deep neural network sub-subgroup (5 samples). Note that confidence region is the 95% confidence region around the summary sensitivity and specificity points, and the prediction region is the 95% prediction of the true sensitivity and specificity interval for future observations. SROC: Summary Receiver Operating Characteristics.

The sensitivity and specificity for the behavior traits (14 samples) subgroup ranged from 0.68 to 1.00 and 0.56 to 0.9, respectively. The sensitivity and specificity for the biochemical features (7 samples) subgroup ranged from 0.77 to 0.94 and 0.72 to 0.93, respectively. The sensitivity and specificity for the EEG subgroup (3 samples) ranged from 0.94 to 0.97 and 0.81 to 0.94, respectively. The results are summarized in Multimedia Appendix 8. Information for other measures not included in the meta-analysis is provided in Multimedia Appendix 14.

**Figure 3.** Summary Receiver Operating Characteristics curve for all 53 samples. Note that the confidence region is the 95% confidence region around the summary sensitivity and specificity points, and the prediction region is the 95% prediction of the true sensitivity and specificity interval for future observations. SROC: Summary Receiver Operating Characteristics.
Figure 4. Summary Receiver Operating Characteristics curve for structural magnetic resonance imaging subgroup (12 samples). Note that the confidence region is the 95% confidence region around the summary sensitivity and specificity points, and the prediction region is the 95% prediction of the true sensitivity and specificity interval for future observations. SROC: Summary Receiver Operating Characteristics.
Figure 5.
Table 2. Sensitivity and specificity of structural and functional magnetic resonance imaging subgroups.

<table>
<thead>
<tr>
<th>MRI group</th>
<th>Sample size (n)</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structural MRI subgroup</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hazlett et al (2017) [23]</td>
<td>179</td>
<td>0.87 (0.72-0.95)</td>
<td>0.95 (0.90-0.97)</td>
</tr>
<tr>
<td>Chaddad et al (2017) [24]</td>
<td>28</td>
<td>0.70 (0.45-0.87)</td>
<td>0.63 (0.39-0.83)</td>
</tr>
<tr>
<td>Chaddad et al (2017) [24]</td>
<td>36</td>
<td>0.83 (0.63-0.94)</td>
<td>0.62 (0.39-0.81)</td>
</tr>
<tr>
<td>Wee et al (2014) [25]</td>
<td>117</td>
<td>0.94 (0.85-0.98)</td>
<td>0.96 (0.88-0.99)</td>
</tr>
<tr>
<td>Ecker et al (2010) [26]</td>
<td>44</td>
<td>0.85 (0.65-0.94)</td>
<td>0.85 (0.65-0.94)</td>
</tr>
<tr>
<td>Ecker et al (2010) [27]</td>
<td>40</td>
<td>0.88 (0.68-0.96)</td>
<td>0.88 (0.68-0.96)</td>
</tr>
<tr>
<td>Xiao et al (2017) [28]</td>
<td>85</td>
<td>0.80 (0.66-0.89)</td>
<td>0.81 (0.67-0.90)</td>
</tr>
<tr>
<td>Katuwal et al (2015) [29]</td>
<td>734</td>
<td>0.57 (0.52-0.62)</td>
<td>0.64 (0.59-0.69)</td>
</tr>
<tr>
<td>Jiao et al (2010) [30]</td>
<td>38</td>
<td>0.89 (0.71-0.97)</td>
<td>0.74 (0.50-0.89)</td>
</tr>
<tr>
<td>Neeley et al (2007) [31]</td>
<td>57</td>
<td>0.84 (0.68-0.93)</td>
<td>0.82 (0.63-0.92)</td>
</tr>
<tr>
<td>Kong et al (2019) [32]</td>
<td>182</td>
<td>0.84 (0.75-0.91)</td>
<td>0.96 (0.90-0.98)</td>
</tr>
<tr>
<td>Shen et al (2018) [33]</td>
<td>236</td>
<td>0.83 (0.77-0.88)</td>
<td>0.65 (0.54-0.74)</td>
</tr>
<tr>
<td>Subtotal by range and pooled estimate from meta-analysis</td>
<td>1776</td>
<td>0.57-0.94; 0.83 (0.76-0.89)</td>
<td>0.62-0.96; 0.84 (0.74-0.91)</td>
</tr>
<tr>
<td><strong>Functional MRI subgroup</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li et al (2018) [34]</td>
<td>113</td>
<td>0.68 (0.54-0.80)</td>
<td>0.67 (0.55-0.78)</td>
</tr>
<tr>
<td>Li et al (2018) [34]</td>
<td>75</td>
<td>0.55 (0.40-0.70)</td>
<td>0.69 (0.53-0.81)</td>
</tr>
<tr>
<td>Li et al (2018) [34]</td>
<td>61</td>
<td>0.73 (0.58-0.84)</td>
<td>0.65 (0.45-0.80)</td>
</tr>
<tr>
<td>Li et al (2018) [34]</td>
<td>61</td>
<td>0.66 (0.48-0.81)</td>
<td>0.70 (0.54-0.83)</td>
</tr>
<tr>
<td>Heinsfeld et al (2018) [35]</td>
<td>1035</td>
<td>0.74 (0.70-0.78)</td>
<td>0.63 (0.59-0.67)</td>
</tr>
<tr>
<td>Dekhil et al (2018) [36]</td>
<td>283</td>
<td>0.90 (0.83-0.94)</td>
<td>0.88 (0.82-0.92)</td>
</tr>
<tr>
<td>Bernas et al (2018) [37]</td>
<td>30</td>
<td>0.89 (0.62-0.97)</td>
<td>0.81 (0.54-0.94)</td>
</tr>
<tr>
<td>Mastrovito et al (2018) [38]</td>
<td>54</td>
<td>0.73 (0.55-0.86)</td>
<td>0.88 (0.71-0.95)</td>
</tr>
<tr>
<td>Emerson et al (2017) [39]</td>
<td>59</td>
<td>0.82 (0.56-0.94)</td>
<td>0.99 (0.91-1.00)</td>
</tr>
<tr>
<td>Price et al (2014) [40]</td>
<td>60</td>
<td>0.86 (0.69-0.94)</td>
<td>0.92 (0.77-0.98)</td>
</tr>
<tr>
<td>Uddin et al (2013) [41]</td>
<td>40</td>
<td>0.74 (0.53-0.88)</td>
<td>0.79 (0.57-0.91)</td>
</tr>
<tr>
<td>Uddin et al (2013) [41]</td>
<td>30</td>
<td>0.66 (0.42-0.84)</td>
<td>0.97 (0.76-1.00)</td>
</tr>
<tr>
<td>Wang et al (2012) [42]</td>
<td>58</td>
<td>0.82 (0.65-0.92)</td>
<td>0.82 (0.65-0.92)</td>
</tr>
<tr>
<td>Bernas et al (2018) [37]</td>
<td>24</td>
<td>0.81 (0.54-0.94)</td>
<td>0.87 (0.66-0.96)</td>
</tr>
<tr>
<td>Lidaka (2015) [43]</td>
<td>640</td>
<td>0.92 (0.89-0.95)</td>
<td>0.88 (0.84-0.91)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>2623</td>
<td>0.55-0.92</td>
<td>0.63-0.99</td>
</tr>
<tr>
<td><strong>Overall (sMRI+fMRI)</strong></td>
<td>4399</td>
<td>0.55-0.94</td>
<td>0.62-0.99</td>
</tr>
</tbody>
</table>

aMRI: magnetic resonance imaging.
bAutism Brain Imaging Data Exchange-University of Michigan sample.
cAutism Brain Imaging Data Exchange-University of Pittsburgh sample.
dSame author years but different (independent) studies.
eAutism Brain Imaging Data Exchange-University of California Los Angeles sample.
fAutism Brain Imaging Data Exchange-University of Utah School of Medicine.
gAutism Brain Imaging Data Exchange-Katholieke Universiteit Leuven.
hNational Database for Autism Research sample.
Discussion

Principal Findings

On the basis of the meta-analysis in this study, the summary sensitivity and specificity of the accuracy for use of machine learning algorithms in ASD diagnosis are 0.83 (95% CI 0.76-0.89) and 0.84 (0.74-0.91), respectively, whereas the accuracy value based on AUC/pAUC is 0.90/0.83. On the basis of the opinion that the AUC/pAUC value is considered acceptable when above 0.7, both the AUC/pAUC values can be thought to be acceptable for the sMRI subgroup [44]. However, given the wide confidence interval for each summary sensitivity and specificity, the clinical usefulness of those values can be difficult to determine. In addition, precaution is warranted for interpreting the accuracy results, as the 95% predictive region is larger than the 95% CI region on the SROC curve, indicating a high degree of uncertainty for the pooled sensitivity and specificity calculated [19]. In addition, only one sample from the sMRI subgroup utilized an external validation method, where demographic characteristics of the training dataset were independent of those of the validation dataset. In other words, the rest of the samples in the sMRI subgroup built their validation datasets from participants who were similar to or the same as those recruited in the training datasets. Hence, those samples are believed to have high risks of overfitting, compromising the generalizability of machine learning models and overestimating the results of the meta-analysis of the sMRI subgroup [15].

Machine learning algorithms can be divided into supervised, unsupervised, or reinforcement learning by learning pattern [9]. SVM, for which subgroup analysis was performed for sMRI, is the oldest method of supervised learning, whereas DNN, for which subgroup analysis was conducted for fMRI, is the most advanced of the neural network methods (supervised learning), modeled after the mechanism of neurons [9]. On the contrary, the accuracy values for the fMRI subgroup using one of the latest machine learning algorithms, DNN, were found to be lower than those for the sMRI subgroup. This may, in part, be attributable to possible overestimation secondary to the overfitting in the sMRI subgroup. In addition, one of the studies in the fMRI/DNN sub-subgroup composed their dataset by recruiting over 1000 participants from various sites to minimize limitations such as overfitting in their analysis.

Limitations

Our study has several limitations. Of the final selection of 43 studies, 33 did not provide clear information regarding the process of obtaining an original database or a recruiting training/validation dataset from the real clinical world, or raw data such as basic demographic characteristics of the participants before the input process, thus increasing the RoB in the patient selection processes. For example, more than half the finally selected studies did not match the samples for age or gender, and the number of images or signals per participant was not specified in most of the neuroimaging and EEG studies. Subgroups other than the sMRI subgroup included studies that used the same database, thus raising concerns for possible sample overlap, which was challenging to process statistically owing to the lack or absence of information on the patient selection process. If datasets overlapped and lowered the accuracy, the subgroup meta-analysis would have been underestimated and vice versa. In addition, behavior, EEG, and voice/text subgroups did not consist of enough studies to attempt to resolve the heterogeneity and provide pooled accuracy values. Furthermore, owing to the heterogeneity, summary accuracy values could not be obtained for adult (aged over 18 years), school-age (between 6 and 18 years), and preschool-age (less than 6 years) subgroups, thus limiting the ability to draw a conclusion on accuracy by age groups. Corresponding authors for individual studies with small and high TP values (ie, 100% accurate machine learning test) were reached out to, and one responded. Even if more had responded, to our knowledge, there would not have been any way to perform the aggregation.

Comparison With Prior Work

To our knowledge, there is currently no study that has performed a systematic review and/or a meta-analysis on diagnostic test accuracy for the use of machine learning in diagnosing ASD and suggested its pooled estimate accuracies. In this analysis, many individual studies reported small TP and high TP (ie, 100% accurate machine learning test) and caused significant heterogeneity for a meta-analysis (see Figure 3). Authors resolved the heterogeneity by using subgroup analyses. As a result, individual studies with small and high TP values (ie, 100% accurate machine learning test) were barely included in fMRI and sMRI subgroup analyses, thereby resolving the heterogeneity and allowing conduct of the meta-analysis. Nevertheless, recommendations from our results may improve the quality of prospective studies using machine learning algorithms in ASD diagnosis. First, Standards for Reporting of Diagnostic Accuracy Studies (STARD) can guide machine learning diagnostic studies to enhance the reporting of patient selection processes. In addition, there is the comprehensive guideline for algorithm developers in terms of choosing an adequate predictive model for a target sample; setting the parameters, definition, or threshold; and minimizing errors such as overfitting and perfect separation [45]. Use of the STARD and other guidelines [45] would facilitate more transparent and comprehensive work in this space. Although not discussed in the studies included in our analysis, decision or running time for a machine learning algorithm in ASD diagnosis could become an important quality measure in the near future when these algorithms might be employed in a busy daily clinical practice.

Conclusions

The accuracy of diagnosing ASD by machine learning algorithms was found to be acceptable by select accuracy measures only in studies that utilized sMRI. However, because of the high heterogeneity in the analyzed studies, it is impossible
to draw a conclusion on any subgroups that used behavior traits or biochemical markers as predictors. There is a clear need for new studies with more comprehensive reporting of the selection process and dataset to draw a more accurate conclusion.
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Abstract

Background: New technologies are set to profoundly change the way we understand and manage psychiatric disorders, including obsessive-compulsive disorder (OCD). Developments in imaging and biomarkers, along with medical informatics, may well allow for better assessments and interventions in the future. Recent advances in the concept of digital phenotype, which involves using computerized measurement tools to capture the characteristics of a given psychiatric disorder, is one paradigmatic example.

Objective: The impact of new technologies on health professionals’ practice in OCD care remains to be determined. Recent developments could disrupt not just their clinical practices, but also their beliefs, ethics, and representations, even going so far as to question their professional culture. This study aimed to conduct an extensive review of new technologies in OCD.


Results: We analyzed 364 articles, of which 62 were included. Our review was divided into 3 parts: prediction, assessment (including diagnosis, screening, and monitoring), and intervention.

Conclusions: The review showed that the place of connected objects, machine learning, and remote monitoring has yet to be defined in OCD. Smartphone assessment apps and the Web Screening Questionnaire demonstrated good sensitivity and adequate specificity for detecting OCD symptoms when compared with a full-length structured clinical interview. The ecological momentary assessment procedure may also represent a worthy addition to the current suite of assessment tools. In the field of intervention, CBT supported by smartphone, internet, or computer may not be more effective than that delivered by a qualified practitioner, but it is easy to use, well accepted by patients, reproducible, and cost-effective. Finally, new technologies are enabling the development of new therapies, including biofeedback and virtual reality, which focus on the learning of coping skills. For them to be used, these tools must be properly explained and tailored to individual physician and patient profiles.

(JMIR Ment Health 2019;6(12):e11643) doi:10.2196/11643)
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obsessive-compulsive disorder; ecological momentary assessment; biofeedback; digital biomarkers; digital phenotyping; mobile health; virtual reality; machine learning

Introduction

Background

Obsessive-compulsive disorder (OCD) is a severe and frequent disorder with an estimated lifetime prevalence of 2.3% [1]. It has a poor outcome, with a remission rate of just 53% (95% CI 42-65) [2]. OCD typically runs a chronic course, with sequential periods of remission and relapse, and is associated with disabling comorbidities, including major depressive disorder (15%), social anxiety disorder (14%), generalized anxiety disorder (13%), persistent depressive disorder (13%), body dysmorphic disorder (8.71%), and self-harming behavior (7.43%) [3]. Major functional and emotional impairments are often seen, with an impact on quality of life. In this context, being able to predict the outcome, accurately assess OCD, and intervene in OCD are a major health issue.

New technologies are set to profoundly change our way of practicing psychiatry. At the interface of e-health, new technologies, and clinical observation, a large number of new tools are currently being developed for the assessment and treatment of several psychiatric disorders. Applied to the OCD field, we can talk about “e-OCD” for “e-health technology applied to OCD” just as we can talk about e-PTSD (for posttraumatic stress disorder stress) or e-Addictology (in the field of addictive disorders). Clinicians currently rely on conventional assessment methods, based on the systematic collection of clinical data during consultations, sometimes using standardized assessment tools (eg, Yale-Brown Obsessive-Compulsive Scale, Y-BOCS) [4]. New tools are disrupting this classical psychiatry. The recent development of digital phenotyping [5], which involves the extraction of psychiatric disorder characteristics by computerized measurement tools via a smartphone or connected device, is one paradigmatic example. Several digital phenotype models are now emerging for schizophrenia [6] and mood disorders [7]. Some behaviors can now be digitally objectified: hyperactivity can be picked up by an accelerometer, manic graphorrhea (a symptom of motor excitement exhibited as continual and incoherent writing) manifests itself in an increase in the number of text messages sent, and even reckless spending can be monitored by a smartphone app. For example, the frequent or excessive hand washing that occurs in some people with OCD could be assessed with a connected wristband.

In OCD, detailed behavioral assessments have been made possible by the ubiquitous use of smartphones to collect large amounts of data that, until recently, were not available to psychiatrists. New methods of data collection can be classified as either active or passive [8]: active (or live) data collection refers to all self-assessment procedures that can be implemented on a computer or smartphone (requiring input from the patient); passive data collection, via motion detection, smartphone use, and so on, involves background tasks in which patients do not know when data are being collected, thus minimizing the observer’s influence. In the field of care, the expansion of Web-based and smartphone-based interventions holds out the prospect of having a therapist in the pocket [9], and the accessibility of virtual reality (VR) [10] also appears useful in OCD. Machine learning (ML), a special form of artificial intelligence (AI) that classifies data according to a number of variables, allows of patterns to be identified that can then be used to predict treatment outcome [11].

Objective

Recent reviews of how new technologies can improve prediction, assessment, and intervention in posttraumatic stress disorder (PTSD) [12] or addictive behaviors [13] have shown that, although they have the ability to profoundly change the way we practice psychiatry, the likely impact of these new technologies on health professionals’ practice has yet to be determined [14]. All these innovations, although being at very different stages of development, have the potential to disrupt current practices. To inform health care practitioners about the opportunities and future challenges offered by these new technologies, and their shortcomings, we conducted a review of the technologies that can be used for treatment outcome prediction, assessment, and intervention in OCD.

Methods


The following inclusion criteria were used to identify studies involving OCD prediction, assessment, and intervention: eHealth apps (ie, computer-, smartphone-, or tablet-based apps), including telemedicine (ie, videoconferencing or phone-delivered cognitive behavioral therapy, CBT); wearable device (ie, smartphone sensor or electrocardiogram, ECG); or machine learning–based categorization.

Exclusion criteria were OCD symptoms not included as a primary or secondary outcome measure and focus on conventional media (ie, television, radio, or telephone).

Two authors, AB and FF, separately screened 364 abstracts, and 62 articles were included. This narrative review was divided into 3 parts: assessment, intervention, and treatment outcome prediction. See the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) diagram in Figure 1.

This paper is not about a study that included patients. It was therefore not submitted to an ethics committee.
Results

Given the fact that those technologies were at different stages of development, we present them from the most developed to the least developed.

Assessment

Three new assessment methods emerged from our review: electronic health (eHealth)-based assessment (using smartphone or internet apps), VR, and ML classification.

Electronic Health–Based Assessment

Smartphone assessment apps can either use a digital version of a validated scale or an ecological momentary assessment (EMA). Several apps are available or under development, but no study has so far validated assessment apps for OCD, and the use of Y-BOCS apps is not yet supported by research evidence [15]. The administration of psychological questionnaires via the internet is another form of assessment that may reduce the burden on patients and providers. These can be used for screening or for monitoring symptoms. The Web Screening Questionnaire is based on the Y-BOCS and can be completed in 2 min. It was found to have good sensitivity and adequate specificity for the detection of OCD symptoms when compared with a full-length structured clinical interview [16,17]. OCD can be identified using a Web-based test that mimics a structured interview: the Web-Based Depression and Anxiety Test has adequate sensitivity for OCD diagnosis (0.71) and good specificity (0.97), when compared with the Structured Clinical Interview for Diagnostic and Statistical Manual Mental Disorders [18]. Furthermore, the electronic Psychological Assessment System, a Web-based, self-report, multidisorder, clinical assessment and referral system showed a fair agreement with the clinical interview for OCD (kappa=0.39) [19].
With an EMA, patients respond to a series of questions based on their reported symptoms. This evaluation of symptoms daily in the patient’s usual environment is theoretically free from recall biases, as the patient self-assesses “right then, not later; right there, not elsewhere” [20]. This new method using active data (supplied by the patient) profoundly modifies the assessment procedure, by introducing a computerized third party between a doctor and patient. The use of dedicated smartphone apps allows patients to keep an accurate diary of their symptoms and behaviors. In a clinical case study of EMA use in 3 adults diagnosed with OCD, Tilley and Rees [21] compared the numbers and types of obsessions and compulsions captured using the Y-BOCS, compared with an SMS-based EMA. Participants were told to record their experiences across a 12-hour period, in reply to text message prompts. The EMA approach yielded a lower number of obsessive and compulsive symptoms but produced additional types of obsessions and compulsions that had not been identified before by the Y-BOCS. The authors concluded that the EMA-OCD procedure may represent a worthy addition to the suite of assessment tools but requires research with larger samples.

**Virtual Reality–Based Assessment**

There are many definitions of VR, the most common being that it “refers to immersive, interactive, multi-sensory, viewer-centered, three-dimensional computer-generated environments and the combination of technologies required to build these environments” [22]. There is growing interest in VR as a key tool for investigating and assessing psychiatric disorders, as shown by the number of scientific articles with the term virtual reality in their title or abstract that are published in MEDLINE every year on this topic, which increased from 5 in 1991 to 842 in 2017.

Until recently, VR was limited by its cost and by the quality of the multimedia display technology. The recent democratization of these systems (Oculus Rift, PlayStation VR, HTC Vive, Samsung Gear) means that VR can now be used to perform neuropsychological assessments in real time [23]. The environment and the perceptual stimuli can be manipulated to trigger pathological behaviors (eg, checking behavior). This allows the clinician to assess behavioral responses to a situation that can elicit distress and to train patients how to cope with their symptoms.

Most research has focused on environmental trigger disorders (anxiety disorders in particular) [24], and we only found 3 studies of VR-based OCD assessment. This is difficult to understand, as this disorder seems an ideal candidate for this method, insofar as it is characterized by obsessions that are regularly induced by environmental triggers. A research group showed that the degree of VR-generated anxiety of individuals with OCD is positively correlated with their symptom and immersive tendency scores, suggesting that VR technology could be a useful anxiety-provoking tool [25]. When the same team replicated their study, they demonstrated that patients with OCD had significantly greater problems with compulsive checking than controls in a VR environment. Their results support the use of VR as a possible new behavioral measure of compulsive checking behavior [26].

Van Bennekom et al created a VR game from a first-person perspective that allowed patients to walk through a house where 15 OCD-related items were displayed, while simultaneously measuring their OCD symptoms (compulsions, anxiety, tension, uncertainty, and urge to control). A pilot study comparing 8 patients with OCD and 8 healthy controls showed that VR is capable of triggering OCD symptoms in patients, allowing clinicians to directly observe and assess OCD symptoms [27].

**Machine Learning–Based Assessment**

ML is the scientific discipline that focuses on how computers learn from data, using statistics to find relationships between them and efficient computing algorithms to accurately detect classification patterns [28]. This form of AI uses 2 different kinds of classification process: supervised and unsupervised. The former identifies rules from databases containing cases that have already been validated, while the latter looks for patterns in unlabeled data to find new structures. The coupling of ML with magnetic resonance imaging (MRI), electroencephalogram (EEG), or even blood tests can reveal patterns that allow patients to be divided into different groups (eg, patients at risk of relapse or patients with active disease). For example, ML is already showing considerable promise for predicting psychotic transition in patients in an at-risk mental state [29], and in the field of mood disorders [30].

We identified 5 studies in OCD, of which 3 were related to neuroanatomical data, 1 to EEG, and 1 to a set of both clinical and imaging data.

Hoexter et al applied support vector regression (SVR) to cortical volumes in individual structural MRI datasets of patients with OCD to predict symptom severity by identifying neurobiological markers. They found that the left medial orbitofrontal cortex (OFC) and left putamen contained the most discriminative information. Pearson correlation coefficient between predicted (with SVR) and observed (with Y-BOCS) symptom severity scores was 0.44 (P=.006), which is considered to be moderately positive [31].

Another study analyzed cortical and subcortical structures from MRI data of 38 patients with OCD and 36 controls and used different ML algorithms either without or with a feature selection algorithm (which is the process of selecting a subset of relevant features such as variables or predictors for use in model construction) to achieve an accurate distinction between patients and controls. Classification accuracy ranged from 52.56% (no feature selection) to 71.64% (t test with feature selection) [32].

Hu et al studied the application of multivariate pattern analysis to high-resolution T1-weighted MRI images acquired from 33 patients with OCD and 33 controls. The highest classification accuracy (81.82%) was achieved by a support vector machine (SVM) classifier using white matter information [33].

ML-based EEG classification is gaining interest for several psychiatric disorders, as it has very high classification accuracy among mood disorders, up to 98.95% classification accuracy for bipolar disorder versus schizophrenia [34], and 80.19% for unipolar versus bipolar depressive disorder [30]. High classification accuracy has also been found for OCD. Examining
single-channel EEG and 2-channel interhemispheric dependency measurements to distinguish between patients with OCD (n=10) and controls (n=10), using SVM classifiers, resulted in 85% (SD 5.2) classification accuracy [35].

Mas et al applied 2 supervised classification methods of ML-based class prediction to a dataset that included structural MRI, diffusion tensor imaging, neuropsychological, and genetic (single-nucleotide polymorphisms) data to predict early onset OCD severity. Their model classified child and adolescent patients with OCD by disease severity with an accuracy of 90% in the test set and 70% in the validation sample [36].

Interventions

Many treatments are offered in daily practice, but only 2 have been scientifically validated for OCD: pharmacotherapy (antidepressant) and CBT, including exposure and response prevention (ERP). It is easy to digitally transpose CBT using personalized modular programs in a smartphone app or on the internet. These technologies can also be used to augment traditional CBT [38,39], and could address issues of accessibility and effectiveness by increasing treatment adherence. Some authors refer to this type of treatment as tCBT, for technology-empowered CBT, or cCBT, for computerized CBT [40]. A review assessing the comparative efficacy of tCBT versus therapist-administered CBT (TA-CBT) found that tCBT and TA-CBT did not differ significantly in their efficacy on OCD symptoms, although there was a trend favoring TA-CBT [41]. Their study used mixed different technologies (self-help books, leaflets, bibliotherapy, internet, webcams, telephones, phone-delivered interactive voice response systems, and CD-ROMs), thereby making it impossible to disentangle the specific effects of the new technologies (smartphone in particular) delivering CBT. In addition, biofeedback, a new type of treatment using a computer, is starting to emerge, but was not included in any of the previous reviews [37].

Articles were divided in 5 categories: smartphone-based, Web-based (online program) or computer-based (ie, software) interventions, VR, and biofeedback. These categories were chosen because they correspond to the most innovative topics and are most often reported in studies of new technologies in psychiatry.

Telemedicine-Based Interventions

We found 9 studies, 2 case series reports, and 6 trials. All trials concluded that the videoconference intervention was effective and very acceptable for patients with OCD. However, face-to-face control design studies are lacking. One open-label trial concluded that a videoconferencing-based intervention is effective in the treatment of OCD in adults [42]. Among 5 randomized trials, 2 focused on the young with OCD [43,44], with 1 trial having control waitlist, and 1 trial having control consisting of face-to-face family-based CBT. The results are summarized in Table 1.
### Table 1. Videoconferencing-based interventions.

<table>
<thead>
<tr>
<th>Study, year</th>
<th>Aim</th>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storch et al [43], 2011</td>
<td>To assess the efficacy of a 12-week webcam-delivered CBT with therapist (14 sessions of 60-90 min) plus a brief initial face-to-face session in young OCDs.</td>
<td>31 youth with OCD (range=7-16 years; 19 male) were randomly assigned to webcam-delivered CBT or a waitlist control. Assessments were conducted immediately before and after treatment, and at a 3-month follow-up (for webcam-delivered CBT arm only). Primary outcomes included CY-BOCS, CGI rates, and remission status.</td>
<td>Webcam-delivered CBT was superior to the waitlist control on all primary outcome measures with large effect sizes (Cohen $d=1.36$) and at follow-up within group (Cohen $d=1.98$). In all, 13 of 16 participants of the treatment group reached at least 30% CY-BOCS reduction and were considered as responders.</td>
</tr>
<tr>
<td>Goetter et al [42], 2014</td>
<td>To assess the efficacy of videoconference-mediated (16-18 twice-weekly, 90-min, individual sessions with between-session phone check-ins), in adult OCDs.</td>
<td>Open trial involving 15 participants. Assessment at four different times: pretreatment, midtreatment, posttreatment, and 3-month follow-up. Primary outcomes included Y-BOCS, CGI rate and Quality of Life Enjoyment and Satisfaction Questionnaire short form score.</td>
<td>The pre and post effect sizes were significant for the OCD symptom severity (Hedges $g=2.56$) and quality of life (Hedges $g=1.27$), and 80% of participants were rated as very much or much improved on the CGI. A total of 30% participants no longer met DSM-IV-TR criteria for OCD among the 10 individuals who completed the 3-month follow-up assessment.</td>
</tr>
<tr>
<td>Vogel et al [45], 2014</td>
<td>To assess the efficacy and working alliance of technology along with telephone calls in adult OCDs: 6 tablet-based videoconferencing sessions (N=6) or studio-based videoconference (N=4), and 9 telephone sessions.</td>
<td>30 adults were randomized to 12-week videoconference-assisted ERP (N=10), self-help ERP (N=10), or a waitlist condition (N=10). Primary outcome included Y-BOCS score, and Working Alliance Inventory. Assessments were conducted before and after treatment (12 weeks) by a psychologist blinded to treatment condition.</td>
<td>Videoconferencing treatment produced significantly greater reductions in obsessive-compulsive symptoms compared with the 2 control conditions (post hoc analysis videoconferencing treatment compared with self-help, $P=.01$, and waitlist, $P=.01$). Patients rated the videoconferencing format as natural and reported strong working alliances with their therapists.</td>
</tr>
<tr>
<td>Herbst et al [46], 2014</td>
<td>To assess the efficacy of a Web-based writing therapy with therapeutic interaction based on the concept of CBT (iCBT; 8-week treatment of 14 sessions) for adult OCD.</td>
<td>34 adults were randomized according to a waitlist control design with follow-up measures at 8 weeks and 6 months. The primary outcome was the change in the severity of OCD symptoms (Y-BOCS, self-report, and Obsessive-Compulsive Inventory-Revised OCI-R).</td>
<td>iCBT treatment produced significantly greater reductions in obsessive-compulsive symptoms compared with the waitlist control group (Cohen $d=0.82$ Y-BOCS SR and $d=0.87$ OCI-R), using an intention-to-treat analysis. This effect remained stable at the 6-month follow-up. Of the 30 completers, 90% rated their condition as improved and would recommend the program to their friends.</td>
</tr>
<tr>
<td>Herbst et al [47], 2016</td>
<td>To assess the patient-therapist relation of a Web-based writing therapy with therapist guidance based on the concept of CBT (iCBT; 8-week treatment of 14 sessions) for adult OCD.</td>
<td>30 adults were randomized according to a waitlist control design with follow-up measures at 8 weeks. Primary outcome focused on Working Alliance Inventory self-report post-treatment within group.</td>
<td>The posttreatment Working Alliance Inventory-SR composite score represented 77% of the maximum scale value, which indicates a high working alliance.</td>
</tr>
<tr>
<td>Comer et al [44], 2017</td>
<td>To assess the working alliance and treatment satisfaction of videoconferencing in early OCD youth.</td>
<td>22 young patients with OCD (aged between 4-8 years) were randomized into videoconference-delivered family-based CBT or clinic-based family-based CBT. Pre-and posttreatment, and 6-month follow-up assessments masked to treatment condition. Primary outcomes were scores on working alliance and treatment satisfaction (Client Satisfaction Questionnaire).</td>
<td>Treatment alliance and satisfaction were high across conditions. At posttreatment, 72.7% of internet cases and 60% of clinic cases showed “excellent response,” and at follow-up, 90% of internet cases and 66.7% of clinic cases showed “excellent response” (defined as a 1 or 2 on the CGI Scale). Differences between conditions on clinical significance responder status were nonsignificant.</td>
</tr>
</tbody>
</table>

---

*aCBT: cognitive behavioral therapy.
*bOCD: obsessive-compulsive disorder.
*cCY-BOCS: Children’s Yale-Brown Obsessive-Compulsive Scale.
*dCGI: Clinical Global Impression Scale.
*fDSM-IV-TR: Diagnostic and Statistical Manual of Mental Disorders fourth edition.
*gERP: exposure and response prevention.
*hICBT: Web-based cognitive behavioral therapy.
**Smartphone-Based Interventions**

A recent review analyzed the current status of eHealth apps in the field of depressive and anxiety disorders, including OCD [15]. The authors highlighted the lack of a smartphone app in this field for intervention, as they only found one study—a case report that discussed the utility of a smartphone-based geofeedback app for patients with excessive outdoor checking behavior. This app delivers an audio message (recorded alarm signal) if a compulsive behavior is suspected (ie, if the patient takes too long to cover a predefined distance) [48]. The goal of reducing the time taken to get to appointments was reached (from 2 hours down to 20 min), not because of the app itself, but because the patient did not want to attract the attention of people around him.

In the wake of this review, an open pilot trial investigated the feasibility, acceptability, and efficacy of an ERP app (LiveOCDFree) among 21 patients with mild to moderate symptoms [49]. This showed that smartphone-guided ERP is feasible and acceptable, with high rates of retention and satisfaction, as participants reported significant improvements in OCD symptoms, showing 4.25-point improvement on self-report Y-BOCS ($F_{2,40}=4.25$, $P=0.02$), and 3.96-point improvement on Beck Anxiety Inventory ($F_{1,31,26.13}=3.96$, $P=0.047$), although not in depressive symptoms or quality of life. However, symptom amelioration only occurred within the first 6 weeks of this treatment, and there was no further improvement after midtreatment.

**Web-Based Interventions**

We found 19 studies on this topic. Most concluded that a Web-based treatment is effective, highly acceptable to patients with OCD [50], and may reduce barriers to treatment access [51]. The results are summarized in Multimedia Appendix 1 [52-62].

Regarding the patient-therapist relationship, a systematic review found no differences between Web-based CBT (iCBT) and face-to-face therapy [63].

**Computer-Based Interventions**

Few studies have specifically focused on computerized CBT for OCD, of which 6 [64-69] featured computer-driven telephone interview system (BT Steps). Y-BOCS effect sizes (mean Cohen $d=0.84$) were smaller than those for therapist-led CBT (mean Cohen $d=1.22$) [70]. The most recent study [68] randomly assigned 87 patients to 12 weeks of treatment with either BT Steps alone (n=28), BT Steps with nontherapist coaching (n=28), or BT Steps with CBT therapist coaching (n=31). All 3 interventions brought about a significant reduction in Y-BOCS scores, with effect sizes (Cohen $d$) of 1.16, 1.41, and 1.12, respectively. The main finding of this study was that when patients were asked which method of therapy (computer vs clinician) they preferred, they chose iCBT (computer: 48%; face-to-face therapy: 33%; and no stated preference: 19%). For a review see Lovell and Bee [71]. It should be noted that BT Steps was subsequently modified to be used online, and its name was changed to OCFighter [57], but Lovell et al found that, when used with low intensity, OCFighter does not lead to clinically significant benefits, although it may reduce uptake of therapist-led CBT [72].

In another study, patients underwent three 45-min sessions at weekly intervals on an interactive computer program that provided vicarious exposure and response prevention for OCD, but no significant change in Y-BOCS scores was reported, although a significant change in depressive symptoms was observed [73].

One study focused on a computerized psychoeducative tool as an add-on to standard CBT, reporting variable acceptance across patients and no difference in the Y-BOCS score reduction when compared with a group using standard CBT alone [74].

Kalanthroff et al [75] developed a program called *Personalized-Computerized Inhibitory Training* (P-CIT) that sought to improve patients’ ability to inhibit responses when exposed to images that were related to their specific OCD symptoms. They combined P-CIT and ERP in an 11-patient study involving training with P-CIT in 3 sessions of 15 min for 7 consecutive days, followed by 8 in-person 60-min ERP sessions with a trained therapist delivered over 2 or 3 weeks, all the while continuing P-CIT. The Y-BOCS score change was estimated over time, at weeks 0, 1, and 3. Y-BOCS scores decreased significantly over time ($b=-3.47/week$, $t_{10}=-7.46$, $P<0.001$), and all patients save one achieved remission, with a Y-BOCS reduction of at least a 35% (mean reduction of 11 points).

**Virtual Reality–Based Interventions**

Kim et al [76] used a virtual environment to produce variations in arrangement anxiety in 24 patients with compulsive arranging symptoms. Patients performed virtual arrangement tasks 3 times, at 3-day intervals, and results showed that arrangement-related anxiety levels decreased significantly between the first and last days. No Y-BOCS scoring was used in this study.

Lafont et al [77] enrolled 3 adults with contamination OCD and exposed them to 2 virtual environments: a training environment (*neutral*) and an experimental (*contaminated*) environment. They assessed the presence and intensity of obsessions and compulsions (baseline, 3, 4, and 5 weeks, and at the end of a 12-session treatment). Exposure in VR (ie, touching walls and toilet bowls with varying degrees of filthiness) was discussed during a CBT session (reviewing the exposure session, performing cognitive restructuring of dysfunctional thoughts, and discussing upcoming homework assignments). The authors found a significant improvement in all 3 participants: pretreatment Y-BOCS scores were 22, 31, and 30, respectively, and at the 4-month follow-up were 16, 11, and 23, respectively. It should be noted that at the 8-month follow-up, Patient 2 still had a reduced Y-BOCS score, but the Y-BOCS scores of the other 2 patients had risen to 21 and 27.

**Biofeedback-Based Interventions**

Developed in the 1970s [78], biofeedback is a painless, noninvasive procedure that consists of capturing biometric data such as EEG, ECG, electromyogram (EMG), skin conductance, and temperature, and immediately feeding them back to the patient. The objective is to model the patient’s brain activity in...
real time as an image (video game type) or sound. Based on CBT techniques and relaxation, patients gradually learn to promote brain activity corresponding to the therapeutic target, through positive reinforcement. When activity in a desirable frequency band increases, the symbol modeling the brain activity changes in one direction, and when activity in an unfavorable band increases, the symbol changes in the opposite direction. Patients gradually learn the new brainwave, taking a wave corresponding to what is observed in healthy individuals as their model.

The first use of biofeedback in the field of OCD goes back to 1977, when a 25-year-old woman was treated with systematic desensitization in which EMG biofeedback was used to achieve relaxation [79].

Sürmeli and Ertem used quantitative EEG-guided neurofeedback (NF) in a case series of 36 treatment-resistant patients with OCD. The NF intervention consisted of inhibiting (keeping the activity below a set threshold) EEG theta or alpha rhythms on frontal, prefrontal and frontotemporal deviations. All participants underwent daily 60-min sessions for 9 to 84 days. Results showed that 91% of participants who received NF training showed a clinical improvement, according to the Y-BOCS and Clinical Global Impression (CGI) Scale, and 52% of participants maintained the improvements in their OCD symptoms at the 26-month follow-up [80].

Another study assessed NF efficacy in a randomized, double-blind, parallel design, involving 20 inpatients with OCD who underwent 25 sessions of either NF or sham (placebo) feedback (SF). The aim of the NF intervention was to reduce EEG activity in an independent component previously reported to be abnormal for this diagnosis. Although a pre- versus posttreatment comparison of the trained component and frequency did not yield significant results, the NF group had a significantly greater reduction in compulsions, compared with the SF group ($P=0.015$) [81].

Deng et al used EEG biofeedback training as an adjunct to standardized treatment (antidepressant medication plus CBT) in a randomized controlled trial involving 79 patients with OCD. Of these, 40 were randomly assigned to the study group (antidepressant medication plus 8-week CBT plus NF sessions 5 times/week), and 39 were randomly assigned to the control group (antidepressant medication plus 8-week CBT). At 8 weeks, treatment was considered effective in 86.5% of participants in the study group and in 62.9% of participants in the control group, with mean decreases in the Y-BOCS score of 14.44 (study group) and 13.2 (control group)—a statistically significant ($P=0.003$) but clinically irrelevant difference [82].

**Machine Learning–Based Prediction**

Five studies investigated whether ML approaches can predict treatment response or symptom severity.

Salomoni et al studied 130 participants under pharmacotherapy with selective serotonin reuptake inhibitors (SSRI, alone or SSRI plus low-dose risperidone) and/or CBT (ERP mostly), using 3 variables (Y-BOCS symptoms dimension, neuropsychological performances, and epidemiological data) to predict treatment outcome at 3 or 6 months. When a multilayer perceptron (ie, supervised artificial neural network) was compared with a classic logistic regression model, it was found to have a considerably better predictive performance (93.3% vs 61.5%), when it came to correctly classifying patients as nonresponders to treatment (46.9% of participants) [83].

Another team used SVR to assess whether structural MRI assessing volumetric brain matter could predict symptom severity in 37 patients with no prior treatment. They found weak Pearson correlation coefficients (0.44-0.49) between observed and predicted severity using the Y-BOCS and dimensional Y-BOCS. The main value of this study was to highlight the ability of ML to identify neurobiological markers of OCD, as some regions contained more discriminative information than others: the left medial OFC) and left putamen were associated with severity, while the best predictors of the sexual/religious OCD subtype were the left medial OFC, right lateral OFC, and left anterior cingulate cortex [31].

Yun et al also used structural MRI to individualize biomarkers (cortical morphology) of treatment response to SSRI-based pharmacotherapy using SVM. A total of 56 treatment-naïve patients with OCD and 75 healthy controls underwent T1-weighted MRI at baseline and after 4 months of newly introduced SSRI treatment (patients only). The SVM algorithm correctly classified the responders and nonresponders (based on variation in Y-BOCS score) with 90.7% to 95.6% accuracy (sensitivity=90.8%-96.2%; specificity=91.1%-95%) [84].

Askland et al used several variables (including Y-BOCS items, Neuroticism, Extraversion, and Openness to Experience-Five Factor Inventory items and subscale scores, Y-BOCS symptom checklist cleaning/washing compulsion score, and several self-report items from social adjustment scales), implemented in a Random Forest ML algorithm to predict remission outcome. Using 26 high-confidence features to predict a binary outcome (remitted vs never remitted), the algorithm correctly classified the patients (N=296) in 76.18% of cases (error rate=23.82%; bootstrap CI 22.10-25.45) [85].

Lenhard et al tested the ability of 4 different ML methods to predict treatment response to iCBT in a sample of 61 adolescents (12-17 years of age) with OCD. Participants were enrolled in a randomized controlled trial and received either immediate iCBT or delayed iCBT. The authors compared multivariate logistic regression with 4 ML algorithms (1 linear model with best subset predictor selection, and 3 flexible models: LASSO, Random Forest, and SVM) implemented with 46 demographic and clinical baseline variables (eg, Children’s Y-BOCS score, OCD onset, OCD duration, symptom dimension, and CGI). The multivariate logistic regression was unable to detect significant predictors, whereas the 4 ML algorithms allowed treatment response to be predicted with between 75% (LASSO, Random Forest, and SVM) and 83% (linear model with best subset predictor selection) accuracy [86].

**Discussion**

**Principal Findings**

There is a constantly growing body of knowledge in the field of OCD care, and it is becoming increasingly complicated to...
handle all these data on a daily basis. Our systematic review shows that the evaluation of new innovative technologies in the OCD is heterogeneous. Thus, the number of randomized studies available is low. With 5 randomized studies, telemedicine and the Web-based interventions are the most robustly evaluated.

In addition, more validated tools are needed to optimize the management of OCD. In the present review, we highlighted the diversity of new technologies used in psychiatry and their application to OCD for the purposes of prediction, diagnosis, and intervention. e-psychiatry is already booming, and some even talk about a digital mental health revolution [87]. These conclusions agree with the other reviews carried out in the field of psychiatric disorders (in particular PTSD and addictions) which highlight the interest of these new technologies [12,13].

**Strengths and Limitations**

However, EMA provide additional data but do not replace passing a scale with a trained clinician, and the reviewed studies does not bring systematic information about EMAs sensitivity and specificity. The timing (screening, evolution) or frequency of their use is not well defined. In addition, the absence of external contributor does not make it possible to ensure the veracity of the data collected.

As we have seen, VR seems very promising in OCD but in practice, in vivo exposure can hardly be proposed to all patients, and so does virtual exposure. Furthermore, an important limitation concerns the possibility of customizing the environment and the device tolerance since some side effects (such as dizziness, nausea, headache, and eyestrain) are not enough evaluated. As for the EMA, the optimal therapeutic protocol is not yet clearly defined (duration, number of sessions) as well as the duration in time of the effect, or the use in children. CBT supported by smartphone, internet, or computer clearly offers new therapeutic opportunities, but they may suffer from a lack of human interaction with more uncertain adherence (therapeutic alliance). The impossibility of finely adjusting coping strategies to progress is also a shortcoming. The question of self-administration of a treatment is also a significant risk. These risks seem lower with telemedicine, an older practice that also benefits from recent technological developments. It also provides solutions to the difficulties of access to care. Interaction with a health professional reduces the risk of poor compliance and allows better therapeutic adaptation.

In the end, few data are available on the severe forms of the disorder, classically excluded from studies.

The acceptability of these technologies must therefore be assessed at different levels [14,88]. This assessment is generally based on several major criteria: usability (device’s flexibility and ease of learning), utility (technology’s contribution), and satisfaction and reliability (including accuracy, effectiveness, and efficiency). Cost, though fundamental, is a secondary consideration. Finally, the concept of risk impinges on acceptability and constitutes an important dimension of medical reasoning. It must therefore be taken into account when these technologies are being assessed (impact of false positives or false negatives, ethical issues).

In addition to the concerns of acceptability, validity, cost, and data security, it is necessary to consider the specific problems of patients with OCD. The major component of this disorder is the verification ritual, which is performed to relieve the anxiety associated with obsessive ideas and intrusive doubt [89]. Even if this is not reported in studies, care should be taken to ensure that users do not develop digital stress or become a slave to an app or VR software.

The data on detection may not have the same impact as in other areas of psychiatry, in which delayed diagnoses are more common (eg, mood disorder or psychotic transition). However, new forms of assessment (EMA, VR- or ML-based assessment) perform better than standardized tests, and sometimes even better than therapist interviews.

The data that are currently available indicate that these new technologies could be extremely valuable in the field of treatment. Although they are not necessarily more effective than qualified practitioners, these new tools allow for the democratization of access to recommended therapies, including CBT and iCBT (via smartphone, internet, or computer), are easy to use, well accepted by patients, reproducible, and cost-effective. Enhanced CBT with VR makes exposure therapy possible without moving out of the clinical setting but needs a high degree of personalization to be effective. Furthermore, the VR could trigger the stimulus-response OCD pattern of the patient, and therefore, if not enough guided by a trained therapist, it could be a risk needed to be considered. NF, which is in an early stage development compared with other interventions, has however proved to be useful in reducing compulsion in some patients. Finally, in the field of prediction, severity or treatment success can be predicted with a good degree of accuracy. Being able to predict the response to a treatment will promote personalized medicine. Furthermore, given the current development of new technology in the psychiatric field, it seems important to increase training measures on these technologies, particularly by integrating them into the resident teaching program. Many ethical issues, data security, data storage, privacy, and hacking risk have yet to be resolved. Disease detection or risk prediction of OCD could be stressful for patients and brings the risk of excessive focus and anxious counter reaction. It is essential for psychiatrists to be involved in the development of these technologies, and developers have a major interest in communicating better about the design of these tools and the algorithms they want us to use in the near future.

**Conclusions**

Confidence in eHealth among patients with addictions and health care professionals is a major issue [90]. Studies have highlighted good acceptability and patient compliance. ML is revolutionizing fundamental research, by allowing for better classification of patients, based not only on clinical data but also on biological or neuroimaging-derived data. It is becoming reasonable to talk about genuinely complementary examinations in behavioral studies. Finally, these new technologies are enabling the development of new therapies, including biofeedback and VR, that focus on the learning of coping skills.
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Abstract

Background: Social media data can be explored as a tool to detect sleep deprivation. First-year undergraduate students in their first quarter were invited to wear sleep-tracking devices (Basis; Intel), allow us to follow them on Twitter, and complete weekly surveys regarding their sleep.

Objective: This study aimed to determine whether social media data can be used to monitor sleep deprivation.

Methods: The sleep data obtained from the device were utilized to create a tiredness model that aided in labeling the tweets as sleep deprived or not at the time of posting. Labeled data were used to train and test a gated recurrent unit (GRU) neural network as to whether or not study participants were sleep deprived at the time of posting.

Results: Results from the GRU neural network suggest that it is possible to classify the sleep-deprivation status of a tweet’s author with an average area under the curve of 0.68.

Conclusions: It is feasible to use social media to identify students’ sleep deprivation. The results add to the body of research suggesting that social media data should be further explored as a potential source for monitoring health.

(JMIR Ment Health 2019;6(12):e13076) doi:10.2196/13076
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Introduction

Background

Sleeping fewer than 7 hours per night (ie, sleep deprivation) has been associated with a large number of public health concerns, including elevated blood pressure, weight gain, impaired glucose tolerance, type 2 diabetes mellitus, increased anxiety levels, and cardiovascular disease [1-6]. Poor sleep has also been associated with cognitive and motor performance deficiencies, which can lead to car accidents [7], plane crashes [8,9], and medical errors [10]. Unfortunately, the prevalence of sleep deprivation has increased by 31% (31/100) from 1985 to 2012 [11]. In 2014, 34.8% (348/1000) of US adults received, on average, 6 hours of sleep or less in a 24-hour period [12]. Sleep deprivation is difficult to measure because of limited measurement tools. Owing to the difficulty in recruiting participants to sleep in a sleep laboratory for long periods where they can be objectively studied, most sleep studies typically use self-reported items that carry subjective bias [13,14]. For example, according to the Behavioral Risk Factor Surveillance System, during 2009-2010, an estimated 1 in 25 adult drivers (aged 18 years or older) reported having fallen asleep while...
Methods

Study and Participants
In 2015, between October and December, 197 first-year undergraduate students from the University of California Los Angeles (UCLA) enrolled to participate in a study aimed to analyze sleep and stress patterns among university undergraduates. Students were targeted for this study because they were a convenience sample and would provide the necessary data; 94.1% (941/1000) of college students use social networking sites [28], and the average college student spends 94.6 min per day doing various mobile phone activities, such as checking their social media networks, texting, and checking or sending emails [29].

To qualify for the study, students had to meet the following criteria: be 18 years of age or older and younger than 21 years of age, be a first-year or first-year transfer student, be in their first semester at UCLA, and have at least three posts per week on Twitter. Students self-reported these criteria, and then a research assistant verified their student status through their student ID card and verified their Twitter use by accessing their Twitter profile. The participants allowed us to follow them on Twitter to collect their tweets during the course of this study. Subjects were provided US $5 for each completed survey and an additional US $5 if all surveys were completed in a month. The total was disbursed to students after the study ended in the form of an Amazon gift card. The UCLA institutional review board approved the study protocol.

Students were asked to wear an Intel Basis sleep monitoring device, allow us to follow them on Twitter, and complete weekly Web-based surveys to self-assess psychological and sleep health, including sleep quality, stressors that week, ability to deal with these stressors, and their emotions. Owing to the subjective nature of sleep deprivation [30], several scales have been used in the clinical and scientific community to clarify the definition of sleep deprivation. These surveys assessed perceived sleep deprivation by determining the quality of sleep during the previous week and the previous night on a 5-point Likert scale of very bad, bad, average, good, and very good. Out of the 197 students who originally signed up for the study, 86 students tweeted at least once, took at least one survey, and got at least one read on their smart wristband. However, only 64 students consistently tweeted every week throughout the study. All 86 student tweets had 17,889 unique words where the average word (which includes URLs, hashtags, and mentions) length was 10.023 (SD 6.416).

Finally, participants’ tweets were gathered while they were enrolled in the study using Twitter representational state transfer application program interface.

Data Classification
The goal of this study was to use Twitter data to create a model to classify whether a tweet was made by a person who was sleep deprived at the time it was posted. To accomplish this goal, we first had to develop a data processing method to properly label every tweet as to whether the author was sleep derived at the

developing the previous 30 days, suggesting limitations in self-reports of tiredness as people are not aware of their tiredness state or the impact it may have on their performance [15,16]. Although more objective technological advancements such as actigraphy and home polysomnography are available for use in research, there are limitations in applying these research-grade devices in large epidemiological and real-world settings. Therefore, new methods and tools are needed to help determine whether and when a person is sleep deprived.

Consumer-wearable smart watches and social media might be able to be used as an easy-to-integrate and more objective measure to monitor whether people are sleep deprived [17]. Unlike research-grade sleep-tracking devices, consumer wearables have the potential to monitor sleep in an unobtrusive way as consumers are naturally wearing them in daily life. However, a limitation of wearable devices is that people often choose to not wear them, thereby reducing the ability to gain sleep-tracking data.

In addition, one could use mobile phone to track their sleep; however, for many mobile phone sleep apps to work successfully, the phone has to stay on the bed the whole night to measure, there can only be one person in the bed, and the phone has to have sufficient amount of power to run an app throughout the night. Therefore, social media, which has been found to be useful as a tool for remote monitoring of behaviors, might be able to address this limitation and be used as an additional sleep monitoring tool. For example, researchers have already shown it is possible to mine text data within social media sites such as Facebook and Twitter to monitor and predict health outcomes, such as foodborne illness, influenza outbreaks, and HIV [18-20], and to monitor health behaviors [21-25]. Social media text might be similarly mined and studied to monitor sleep deprivation.

In addition, studies support that language skills appear to be affected by sleep deprivation, providing further support to our hypothesis that social media text data could be used to identify sleep deprivation [26]. For example, Harrison and Horne showed that sleep-deprived individuals generate fewer words and use less novel word associations when performing a word association task [27]. Therefore, it was hypothesized that linguistic features could passively and nondirectly characterize the tiredness state of the author at the time they created the text.

Objective
This study sought to determine the feasibility of integrating wearable smart watches and social media to monitor and verify sleep deprivation among first-year students in college. We further explored whether wearable device data and social media data could be used as tools for remotely monitoring tiredness. We hypothesized that students would tweet differently when they were sleep deprived compared with when they were not and that tweet data could therefore be used as a method for identifying sleep deprivation among students. Our method leverages the use of machine learning in sleep-deprivation linguistic characteristics in digital communications [27]. Machine learning algorithms have been used in several areas of health [20]; however, these methods have not been previously applied to sleep research.
time of the post or not. Then, a model had to be trained to classify these tweets to their correct category.

**Data Preprocessing**

The concept of **tiredness** is a complex notion that rises and falls throughout the day depending on a variety of factors such as quantity of sleep the night before. The Intel Basis bands provided minute-level sleep-tracking data, allowing us to use it to estimate an initial model of how tired a person is throughout their day. On the basis of the work by Pressman [31], we defined sleep deprivation as sleeping for fewer than 6 hours within 24 hours.

A sleep-labeling algorithm was created based on a simple linear model \( f(x)=mx+b \), where the start of every line begins at the end of a **new-day sleep**. A **new-day sleep** refers to the sleep duration that starts on one day and ends on the next day, or it starts the day after the last new-day sleep ended. All nap durations that were within that new-day plus the new-day sleep total duration were combined for the total estimate of sleep duration after the new-day sleep. Therefore, a student with a total amount of sleep greater than 6 hours (360 min) at the end of a new-day sleep was seen as starting out their day with a tiredness level (TL) of zero. This resetting is based on Pressman’s [31] work on sleep deprivation and is a simplification of the real-world tiredness model; however, our method will show to be sufficient for our needs. Any other duration of sleep less than 6 hours started out with a TL of \( 360 - \gamma \), where \( \gamma \) represents the total amount of the student’s sleep in minutes. Therefore, the equation to determine the minimum TL after a new-day sleep is max \( 360 - \gamma,0 \).

A simple linear model is used to describe a person’s cognitive ability as a person grows more sleep deprived. This type of model was used because Dawson and Reid [32] showed a form of linear digression of a person’s cognitive performance over a period, where at 16 hours, it is equivalent to the performance of a person with a 0.02 g/dL blood alcohol level, which, for context, is greater than the US California blood alcohol limit for a person younger than 21 years. Finally, the TL threshold for sleep deprivation is considered 360 because if a person gets the minimum amount of sleep (ie, 1 min of sleep), then they will start out with the maximum TL and will be considered sleep deprived (SLD). Therefore, the slope of every linear segment is then \( m=(\max_{TI}-\min_{TL})/(\t_{SLD}-t_{wake}) \) where \( \max_{TL} \) is the maximum TL after a subject has been awake for over 16 hours after a perfect new-day sleep, \( \min_{TL} \) is the minimum TL after a perfect new-day sleep, \( t_{SLD} \) is the amount of time it takes, in minutes, for a person to become sleep deprived after a perfect amount of sleep, and \( t_{wake} \) is the amount of time, in minutes, that has lapsed since the start of the new-day sleep. The \( \min_{TL} \) after a perfect night’s sleep will always be zero. In addition, the time lapsed after a person just woke up will always be zero as well. Therefore, every linear segment will have the slope of \( m=(\max_{TL}-\min_{TL})/(\t_{SLD}-t_{wake})=360/(16*60)=3/8 \).

For example, as portrayed in Figure 1, a student sleeps a full 7 hours. As this sleep is the first sleep, we assume that it is the **new-day** sleep and start the tiredness model’s linear segment when the student wakes up that morning at 07:00. The student received 7 hours of sleep (420 min) the first night; thus, the y-intercept variable in \( f(x)=(3/8) x+b \) is max \( (360-420),0 \)=0. After 16 hours, the student is considered sleep deprived until they fall asleep for another new-day sleep, which approximately happens between the hours of 23:00 and 00:00 in this example.

**Figure 1.** This shows a numeric model example of a student’s tiredness throughout their day. To label student tweets at any given minute, a simple tiredness model was created to help define when an author of a post was sleep deprived and when they were sleep sufficient. If a tweet was posted during the time a person was in their sleep deprived state (during the moment in time that the linear segment was above a tiredness level of 360), those tweets were labeled as sleep deprived while all others were labeled as sleep sufficient.
Any tweets during the student’s sleep-deprived time will be labeled as *sleep deprived*, whereas all tweets that occurred between the hours of 07:00 and 23:00 will be labeled as *sleep sufficient*.

The start of the student’s next sleeping period occurs on the next day after the student wakes up from their last new-day sleep. Therefore, the second sleeping period shown in this example is considered a new-day sleep. The student, in this example, received only 4 hours of sleep (240 min), thus the y-intercept variable in \( f(x) = (3/8)x + b \) is \( \max(360-240,0) = 120 \). The student did not sleep enough that night, so they took a nap around 13:30 for approximately 1.5 hours. As this sleep does not start a day after the last new-day sleep occurred nor does this sleeping period end in the next day, this period of rest is considered a nap and will be added to the following new-day sleep.

Therefore, the time this student was sleep deprived, based upon our definition, would be between 14:40 and 03:00 the next day, when the student started their next new-day sleep. Any tweets by that student between that period will be labeled as *sleep deprived*.

**Data Classification Model**

After the data are labeled, we can then use supervised models to classify whether a student is sleep deprived or not based upon their Twitter posts. Out of all supervised methods, gated recurrent unit (GRU) [33], a type of recurrent neural network, was chosen to classify tweets based upon its abilities to take a tensor as an input and to consider the ordering of words into the calculation of the final classifier [34]. These key unique characteristics of the GRU are what aided this model’s ability to prove its superior performance compared with other supervised methods.

For most supervised methods, the input must be a matrix in the domain \( \mathbb{R}^{n \times m} \). Originally, this study created an input matrix in the domain \( \mathbb{R}^{n \times m} \) where each row represents a tweet and each element (ie, word) in the row is represented by the bag-of-words method. The bag-of-words model counts frequency of terms and does not consider the order of the words or their similarity in meaning to other words. Therefore, to add correspondence of word meaning while also maintaining word ordering, the input matrix was extended to an input tensor. Similar to the input matrix in the domain \( \mathbb{R}^{n \times m} \), each row represents a tweet. However, instead of a bag-of-words term frequency representation of a word, each word is represented by a word vector, and the ordering of the words in the sentence is maintained. Hence, the input was represented by a tensor \( I \) in the domain \( \mathbb{R}^{\delta \times \kappa \times \xi} \) where \( \delta \) is the number of tweets, \( \kappa \) is the maximum tweet length of all the posts in the dataset, and \( \xi \) is the length of the word vectors used plus 3. The additional 3 is to account for the concatenation of the hour of the post, the sentiment of the post, and subjectivity of post integers to the word vector (see Figure 2).

**Figure 2.** Input tensor description of each dimension. Each row of the input tensor represents a tweet while each column of the tensor is a word in the tweet (not including stopwords or non-English characters). Lastly, the third dimension is the numeric vector representation of a word concatenated with the sentiment of the tweet, the subjectivity of the tweet, and the hour the tweet was posted.
To elaborate further, every row of the input matrix \( I \) represents a tweet without stop words (i.e., words that give no meaning such as the and a) and non-English characters and each word in that tweet was represented by a continuous bag-of-words (CBOW) word vector [35] that extends along the third dimension (see Figure 3). The next layer in the third dimension was the sentiment polarity where the range \((0, +1)\) is a positive tweet, \((-1, 0)\) is a negative tweet, and 0 is a neutral tweet. In addition, the next layer is the tweet’s subjectivity that ranges from 0 to 1 where 0 is very objective and 1 is very subjective. Both the sentiment and the subjectivity were calculated using the TextBlob sentiment analysis library [36]. The last layer, the third dimension, is the hour of the tweet post in a 24-hour representation (HH). Finally, if a tweet has fewer words within it than \( k \), then the rest of the row is filled with zeros.

Figure 3. Example tweet converted to the matrix format that represents two dimensions of the input tensor. This example will represent what will be the slice of our input tensor labeled as tweet subscript \( k \) in Figure 2. The stopwords (i.e., words that have no meaning such as the and a) are removed thus only three words remain. Each word has a word vector associated with it from a trained continuous bag-of-words model. Lastly, word vector representation is concatenated with a holistic tweet feature: the sentiment polarity, subjectivity, and hour of post.

Results

Experiment Setup and Data

All tweets in this study were gathered from the UCLA first-year student study and were labeled using the simple linear model created from their Basis band data (described in the Data Preprocessing subsection). Each word in the UCLA first-year students’ tweets was associated with a word vector; however, the freshmen Twitter dataset was not large enough to create a semantically accurate word vector representation. Therefore, all word vectors were trained on a larger Twitter dataset from the University of California, Irvine [37], covering a duration of 7 months and consisting of 720 million tweets, 6.6 billion words, and 3.9 million unique words. The word vectors were trained using the CBOW Word2Vec algorithm, with a dimension of 100 and a window of length 5. In addition, rare words, occurring fewer than 5 times, were removed.

The classification algorithm had 18,394 labeled UCLA freshmen’s tweets, where 8,068 were sleep deprived tweets and 10,326 were sleep-sufficient tweets. The maximum sentence size with Spanish and English stop words removed was 34. The training/validation and testing dataset were split from the previous 90 into another 90/10 split. Finally, the GRU’s dense layer had a dropout rate of 0.5 for generalization purposes.

To keep from misclassifying tweets, it was assumed that a participant must sleep within 28 hours of their last new-day sleep. This threshold of 28 hours was determined based on the 2017 Accreditation Council for Graduate Medical Education regulation of a maximum shift length. This threshold seemed reasonable because studies are performed to create this threshold for medical students, and it was assumed that a freshman student would not stay awake (even if it is only for a 15-min nap) any longer than this maximum shift length. Therefore, if the sensor exhibited a student staying awake for over 28 hours, this student is showing signs of missing data, and every tweet after that 28th hour and before the next new sleep is removed from the dataset.

Experiment Results

The final metric of success was calculated using the area under the receiver operating characteristic curve (AUC) to get a fair comparison of the imbalanced dataset where 0.5 is a performance metric as good as random. With the above parameters, the GRU showed the best results, with an average AUC of 0.68 with 0.003 SD. This result shows promise that it
is possible to identify when a student is sleep deprived based solely on their Twitter posts.

Discussion

Principal Findings

The findings suggest the feasibility of integrating wearable device data and social media data to monitor sleep deprivation.

We identified 2 key points from this study. First, for researchers to be able to use wearable devices as a method of monitoring tiredness, models need to be created that can use wearable devices to monitor sleep quality and quantity to identify when a person is at a high TL to be considered sleep deprived. As, to our knowledge, there are no current numerical models tracking a person’s real-time levels of tiredness, there is a lack of ground truth determining when a person is sleep deprived. This study defines tiredness using a simple linear model based on the student’s Intel Basis band data to create data labels for the student’s tweets. Future researchers can build on this attempt to model tiredness to more accurately identify TLs.

This study is one of the first to integrate multiple sources of remote data, including social media, self-reported Web-based surveys, and Intel Basis band data. We integrate these different data sources to develop a tiredness model and to passively monitor sleep deprivation from nonsensor devices such as social media. Results suggest the feasibility of using wearable smart watches and social media (i.e., Twitter) data for monitoring sleep deprivation among undergraduate students. We found, in our study, that we were able to train and test a model that used Twitter data and could predict student’s objective level of sleep, as measured by a sleep monitoring device. Therefore, because of the popularity of social media and the predicted accuracy of the results, a novel technique to assess global sleep sufficiency and deprivation has been shown.

Limitations and Future Work

Although our early results look promising, there are limitations to this study. First, because of the requirements that the participating student must have worn their sleep-tracking device, taken a Web-based survey, and tweeted at least 3 times per week, this pilot feasibility study was limited to a final sample size of 86 out of 197 freshmen students. Second, data were only recorded during the fall semester, thus limiting this classification model to a specific demographic in a specific time window. In the future, research can expand upon this work to include an entire school year and across several other universities to obtain more generalizable sleep-deprivation results.

In addition, we recognize that student populations have different behaviors and related sleep factors (e.g., feeling the need to stay up all night to study for tests) that can affect tiredness and sleep deprivation differently from other occupations, thus reducing the ability to generalize these findings to all people and populations.

A further limitation to this study is that we used Twitter as the only social media platform. Participants were screened to include those who frequently use Twitter because Twitter is a frequently used data source in modeling research. It is possible that people tweet differently than they use Instagram or Facebook, so there may be signs of sleep deprivation that were missed because other social media platforms were not used in this study. This question can be studied in future research and has been added as a recommendation for future research.

It is also noted that it is possible that students changed their Twitter behavior because they had knowledge of being observed. Therefore, another limitation in this study is that we have no way to know whether a student varied their language based on being observed or not; as a result, it is assumed that the language was not altered. The study of how sleep-deprived and sleep-sufficient language changes when being observed or not observed is left for future research.

In addition, more research needs to be performed in verifying the device and identifying its average error as we used bands provided to us and did not conduct validation methods to assess the accuracy of the readings for each band. Furthermore, there was no metric available to determine how tired a person is throughout every minute of their day; therefore, a simplistic model was created to best define a student’s tiredness based upon their previous night’s sleep. This model limits the accuracy of the classification model through the numeric model’s rough approximation of the sleep-deprived period. Similarly, sleep deprivation is subjective (i.e., people have differing levels of sleep needed), making it difficult to evaluate sleep deprivation objectively. We attempted to address this issue by validating the study participant data by corresponding one night or less a week wearable (objective) data to a weekly survey (subjective) measurement asking how the student slept the night before. Future research can build and improve on these methods for more accurate classification.

Finally, the numeric model was limited to only including sleep quantity to determine the beginning tiredness/sleep-deprivation level of the student in the morning. This model could be further improved by incorporating sleep quality, types of beverages, and food consumed throughout the day; types of medications taken; and exercise duration and type into the model. For determining tiredness at the beginning of the student’s day, sleep quality could be quantitatively measured using data captured by smart wearables. Studies have shown that the number of interruptions in sleep and the percentage of each sleep stage throughout the night determine the sleep quality [38]. However, more research needs to be performed to numerically model sleep quality and determine how it affects the TL variance throughout the day.

Conclusions

This pilot study suggests the feasibility of (1) modeling a student’s TL throughout the duration of their day from smart wristband devices and (2) determining whether a student is sleep deprived based on their social media behavior. Future research should further explore the integration of multiple data sources to monitor real-time changes in tiredness.
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Abstract

Background: Anxiety levels before cesarean delivery (CD) can lead to a negative birth experience, which may influence several aspects of the woman’s life in the long term. Improving preoperative information may lower preoperative anxiety and lead to a more positive birth experience.

Objective: This study aimed to determine whether a virtual reality (VR) video in addition to standard preoperative information decreases anxiety levels before a planned CD.

Methods: Women scheduled to undergo term elective CD were recruited from the outpatient clinic. They were randomized and stratified based on history of emergency CD (yes or no). All participants received standard preoperative information (folder leaflets and counseling by the obstetrician); the VR group additionally watched the VR video showing all aspects of CD such as the ward admission, operating theater, spinal analgesia, and moment of birth. The primary outcome measure was a change in score on the Visual Analogue Scale for Anxiety (ΔVAS-A) measured at admission for CD, compared with the baseline VAS-A score.

Results: A total of 97 women were included for analysis. The baseline characteristics were similar in both groups, except for a significantly higher level of education in the control group. There was no significant decrease in the VAS-A score of the women in the VR group (n=49) compared with those in the control group (n=48; ΔVAS-A=1.0; P=.08; 95% CI −0.1 to 2.0). Subgroup analysis for the group of women with a history of emergency CD showed a trend toward decreased preoperative anxiety, despite the small sample size of this subgroup (n=17; P=.06). Of the 26 participants who provided completed questionnaires, 22 (85%) in the VR group reported feeling more prepared after seeing the VR video; of the 24 participants’ partners who completed the questionnaires, 19 (79%) agreed with the participants. No discomfort or motion sickness was reported.

Conclusions: A VR video may help patients and their partners feel better prepared when planning a CD. This study showed that VR does not lead to a decrease in preoperative anxiety. However, subgroups such as women with a history of emergency CD may benefit from VR videos.

Trial Registration: International Standard Randomised Controlled Trial Number (ISRCTN) 74794447; http://www.isrctn.com/ISRCTN74794447 (retrospectively registered)
virtual reality; cesarean section; counseling; preoperative care; surgery; anxiety; childbirth

Introduction

Background

A cesarean delivery (CD) is one of the most commonly performed surgeries in obstetrics, and the number of CDs performed is still increasing worldwide [1]. In 2017, 14% of all term deliveries in the Netherlands were performed via a CD, of which half were planned [2]. Data about the physical risks of the surgical procedure, such as infection and bleeding, are well known and should be part of the process of gaining informed consent. In the last few years, there is growing awareness about the psychological impact of CD [3].

The CD procedure is mostly performed under regional anesthesia, without sedatives or anxiolytics, to facilitate a conscious birth experience for the mother, prevent depression of the neonate, and promote immediate (skin-to-skin) contact between the mother and her baby [4].

Previous research demonstrated that the level of anxiety and fear of childbirth are known to be associated with the incidence of postpartum depression. Women who deliver by a CD are at risk for both increased fear of childbirth and postpartum depression [5]. It is essential to minimize preoperative anxiety for these patients because lower preoperative anxiety has been shown to lead to greater maternal satisfaction with CD and thus a more positive birth experience.

This is important because a negative birth experience is associated with serious negative long-term effects on several aspects of a woman’s life, such as the relationship with her partner and the baby and delay or even avoidance of future pregnancies [6,7]. Information provision has been shown to be a key element for quality of care, as perceived by women who gave birth [8].

Partners of women report anxiety and fear related to childbirth as well, especially with respect to a CD [9,10]. Providing both patients and their partners with good-quality information for CD might reduce preoperative fear and anxiety and thus improve satisfaction and recovery. Furthermore, it might minimize the possible negative long-term sequelae of a negative birth experience for both [11].

Currently, preoperative information is provided by the treating physician and through information folders. Ideally, a life guided tour and step-by-step explanation of the course of the procedure during the day should be part of the program for preparation. However, this elaborate preparation would require valuable time from the hospital personnel, and time is nowadays scarce and expensive. Owing to sterility issues, it is impossible to have a life guided tour through the operating room. Video education for surgery and medical interventions, as an alternative approach for a life guided tour, has been proven to improve immediate and short-term knowledge [12]. However, a difference in general anxiety (and anxiety and satisfaction with the consent process) is not uniformly shown [12]. Therefore, new technologies such as virtual reality (VR) may be of additional value, as patients can virtually experience the operating room and be better prepared for their surgery.

Objectives

To our knowledge, this is the first study to investigate the effect of VR in addition to conventional information provision on the preoperative anxiety levels of women undergoing a planned CD. Our primary hypothesis was that adding the VR video to standard preoperative information would show a statistically significant decrease in preoperative anxiety compared with providing the standard preoperative information without a VR video. In addition, we expected a positive effect of VR on patients’ levels of anxiety and patient satisfaction scores of both women and their partners. Furthermore, this study aimed to determine whether VR would be feasible to implement, without causing any harmful side effects such as motion sickness.

Methods

Video Development

A total of eight women at the outpatient clinic who were scheduled to undergo a CD were interviewed. During this interview, we asked the women to describe their feelings in general and in terms of anxiety toward the planned CD as well as the way they received information about CD, their satisfaction with completeness of the information, and any possible improvements. We also asked for their opinion of the use of video and VR as possible information tools. All these women received information from their gynecologist and the internet, and one of them searched and watched a Web-based conventional video. Four women indicated that they would see additional value of information in a 2D video, whereas five women felt the same about VR. In addition, one woman indicated that she did not want to see a 2D video but was positive about a VR video because of the possibility of watching away. Of the women we interviewed, four did not expect a VR video to reduce their preoperative anxiety, three did not know what the effect of a VR video would be on their preoperative tension, and one thought a VR video might reduce preoperative stress. On the basis of this information, we developed a VR video, which can be viewed in the Infor-Med app (Infor-Med BV) on a smartphone or tablet.

The 360° VR video shows all the aspects of a CD, including the admission on the ward, the operating room, placement of spinal analgesia, and the birth of the baby when the gynecologist lifts the baby above the sterile environment (Figure 1). Instructions on viewing and downloading the VR video can be found on the website [13]. The video did not show any surgical content such as the area of incision. The video was recorded from the partner’s perspective in the operating room. The video ends at the ward, where the family is reunited. The video lasts 285 seconds and is narrated with a Dutch voice-over. Patients
and their partners were continuously involved during the development of the video to allow us to include their feedback on the images, text, and changing the sequence.

Figure 1. Screenshot from the 360 virtual reality video at the moment of birth.

Study Design and Population

This randomized controlled trial included 80 women, enrolled from November 2016 to January 2018, who were scheduled for elective CD at Máxima Medical Center in Veldhoven, the Netherlands. We received a statement from our local institutional review board that no ethical approval was required (N17.017). Women were eligible for inclusion if they were aged 18 years or older, had planned for elective CD after 37 weeks of gestation, and had sufficient knowledge of the Dutch language. Exclusion criteria were prematurity (gestational age < 37 weeks), placenta previa, pre-eclampsia, and a suspected congenital anomaly. Patients were recruited from the outpatient clinic at our hospital. They were not explicitly informed that the study involved a VR video but were told that the intervention group received a novel method of information provision in addition to the standard information.

Randomization and Masking

Randomization was performed by the researcher (LN) using a Web-based computer randomizer generating a randomization list. Couples were randomized into two groups by means of stratified block randomization: the control group received standard information from their doctor through information leaflets and oral counseling, and the intervention group (VR group) received the standard information and an additional VR video. Randomization blocks of 10 were used. Stratification was used based on the following two subgroups: (1) women with no history of CD and (2) women with previous emergency CD. The latter group was chosen, as these women may not have received elaborate information about the procedure before their first delivery because a vaginal delivery was intended. Masking of the researcher and participants was not possible because of the nature of the intervention.

Procedures

After obtaining written informed consent, both women and their partners were asked to fill out the first questionnaire (time point 1). Subsequently, they were randomized into groups. If couples were randomized to the VR group, a VR video was shown using the Infor-Med app on the participant’s smartphone, and VR glasses (Figure 2) were supplied by the researcher at the outpatient clinic. Couples received a unique password to install and watch the video at the time of inclusion or later at home (unlimited views). By using a password, we prevented the possibility of patients in the control group gaining access to the VR video. The second questionnaire was filled out on the day of CD at admission to the ward (time point 2). If the woman was admitted earlier because of contractions, the questionnaire was filled out at that time. Couples were asked to fill out the third questionnaire 1-2 weeks after CD (time point 3). The questionnaire time schedule is shown in Figure 3. The primary outcome measure was the mean score on the Visual Analogue Scale for Anxiety (VAS-A) at hospital admission (time point 2). Data on the baseline characteristics were collected from the electronic patient file.
Figure 2. Illustration of the virtual reality glasses used.

Figure 3. Time schedule and measured variables. *The intervention group additionally watched the 360° virtual reality video. £The intervention group additionally filled out the Simulation Sickness Questionnaire after watching the virtual reality video. CD: cesarean delivery; CPS: Childbirth Perception Scale; PCQ: Pregnancy and Childbirth Questionnaire; SSQ: Simulation Sickness Questionnaire; TPDS: Tilburg Pregnancy Distress Scale; VAS-A: Visual Analogue Scale for Anxiety.

Questionnaires

The Simulation Sickness Questionnaire (SSQ) with 13 questions regarding the symptoms related to motion sickness was added to the first questionnaire for the VR group [14]. These symptoms were scaled from none (1) to severe (4).

The VAS-A was used in the first and second questionnaires to measure preoperative anxiety [15]. It comprises a 10-cm horizontal line, stating, on the left end, “not anxious at all” and, on the right end, “most anxious I can imagine.”

The Tilburg Pregnancy Distress Scale was used in the first and second questionnaires. This questionnaire consists of 16 items regarding the woman’s perception of her pregnancy, divided over two subscales: negative affect and partner involvement. Questions are formed in positive and negative statements. Items were recoded such that a higher score represents a higher level of distress [16]. The Childbirth Perception Scale (CPS) was used in the third questionnaire, which was filled out approximately 1 week after the CD. The CPS consists of 12 items with a perception of delivery subscale (6 items) and a perception of the first postpartum week subscale (6 items). Items were recoded such that a higher score corresponded with more...
distress and less positive perception [17]. Women were also asked to fill out the pregnancy subscale of the Pregnancy and Childbirth Questionnaire (PCQ) in the third questionnaire, consisting of seven items. Items were recoded such that higher scores indicate higher quality of care. This third questionnaire also contained a short questionnaire with five items for the partners, regarding their experience of this postpartum week. A translated version of this short questionnaire is presented in Multimedia Appendix 1. Furthermore, we asked participants if the preoperative information was sufficient. Participants in the VR group received the additional question if they felt more prepared for CD after seeing the VR video (response: yes or no).

Statistical Analyses
Sample size calculation was performed using the software G*power3 [18] and based on VAS-A scores from the literature [19]. Given a mean VAS-A score of 5.01 (SD 3.14) cm [19], 38 patients were included in each study arm to detect a decrease in VAS-A score of 2 cm. A sample size of 38 patients per study arm was determined based on detecting a decrease in VAS-A of 2 cm, with 80% power and a significance level of .05. To account for missing data, we set the sample size at 40 inclusions per study arm.

Statistical analyses were performed using SPSS (version 25; IBM Corporation, Armonk, New York). To test for differences in baseline characteristics between the two groups, a Student t test and Mann-Whitney U test were used for normally and nonnormally distributed data, respectively. For both women and their partners, the difference in VAS-A score at the second time point between the VR group and the control group was calculated using a Student t test, as these data were distributed normally. To test the influence of the VR video on the change in VAS-A score between the first and second time points for each study group, a linear regression analysis was performed. Thereafter, the history of CD was added as an independent factor in a multivariate regression analysis. The following variables were found to have an influence on the VAS-A score in previous literature: baseline VAS-A (time point 1), a psychiatric history of depression or anxiety disorder, level of education, previous CD, age, and marital status. Subsequently, randomization to the VR group was added as an independent factor in multivariate regression analysis for each variable that showed a significant contribution to the regression model.

As the history of emergency CD is known to be a predictor of preoperative anxiety, we performed a separate regression analysis to determine if there was a significant effect of the VR video in this subgroup alone. This was possible because of the stratified randomization applied.

For the same reason, differences in scores on the questionnaires were calculated separately for both the groups with and without a history of emergency CD. After recoding, the scores of the individual items were added to obtain an overall score. We calculated the difference between this overall score for each of the questionnaire subscales between the VR group and the control group using a Student t test.

Results
Participant Characteristics
A total of 99 patients were included. Owing to the high number of missing questionnaires at the start of the study, we decided to continue including patients until we reached 80 completed questionnaires at time point 2, which included our primary outcome measure. Moreover, two patients were excluded because of spontaneous vaginal delivery after randomization. From the remaining 97 patients, we received 94% (91/97) completed questionnaires at time point 1, 87% (84/97) completed questionnaires at time point 2, and 73% (71/97) completed questionnaires at time point 3. Figure 4 shows the flowchart of patient inclusion.
Baseline characteristics for both the VR group and the control group are shown in Table 1. There were no differences between the groups with respect to age, gestational age at delivery, parity, and the incidence of previous CD. We noticed a significant difference in the level of education, with a higher proportion of participants with a high level of education level in the control group ($P=.03$).
Table 1. Baseline characteristics of women undergoing cesarean delivery for both study groups (probability values were calculated using an independent t test for normally distributed data; otherwise, a Mann-Whitney U test was used).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Virtual reality group (n=49)</th>
<th>Control group (n=48)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>32.6 (3.9)</td>
<td>33.12 (4.3)</td>
</tr>
<tr>
<td>Gestational age (weeks) on delivery, mean (SD)</td>
<td>39.0 (0.7)</td>
<td>38.8 (0.8)</td>
</tr>
<tr>
<td>Gravidity, median (IQR(^a))</td>
<td>2 (1-3)</td>
<td>2 (1-2)</td>
</tr>
<tr>
<td>Parity, median (IQR)</td>
<td>1 (0-1)</td>
<td>1 (0-1)</td>
</tr>
<tr>
<td>Previous CD, n (%)</td>
<td>17 (35)</td>
<td>16 (33)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>30 (61)</td>
<td>24 (50)</td>
</tr>
<tr>
<td>Living together</td>
<td>15 (31)</td>
<td>19 (40)</td>
</tr>
<tr>
<td>Single</td>
<td>0 (0)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Missing</td>
<td>4 (8)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Body mass index (kg/m(^2)), median (IQR)</td>
<td>24.8 (22.9-29.2)</td>
<td>24.9 (22.2-27.5)</td>
</tr>
<tr>
<td>History of depression or anxiety, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13 (27)</td>
<td>10 (21)</td>
</tr>
<tr>
<td>No</td>
<td>33 (67)</td>
<td>35 (73)</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (6)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Level of education(^b), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>University/college</td>
<td>24 (49)</td>
<td>32 (67)</td>
</tr>
<tr>
<td>Secondary education</td>
<td>0 (0)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Vocational training</td>
<td>17 (35)</td>
<td>8 (17)</td>
</tr>
<tr>
<td>Prevocational education</td>
<td>5 (10)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>No education or primary education</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (6)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Indication for CD(^c), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Repeat CD</td>
<td>14 (29)</td>
<td>16 (33)</td>
</tr>
<tr>
<td>Fetal breech position</td>
<td>24 (49)</td>
<td>17 (35)</td>
</tr>
<tr>
<td>History of obstetric complications</td>
<td>5 (10)</td>
<td>8 (17)</td>
</tr>
<tr>
<td>Current obstetric complications</td>
<td>0 (0)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Medical history</td>
<td>4 (8)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Patient’s request</td>
<td>2 (4)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Information sources, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care professional</td>
<td>38 (78)</td>
<td>36 (75)</td>
</tr>
<tr>
<td>Patient folders</td>
<td>37 (76)</td>
<td>40 (83)</td>
</tr>
<tr>
<td>Experiences from friends/family</td>
<td>24 (49)</td>
<td>27 (56)</td>
</tr>
<tr>
<td>Internet</td>
<td>25 (51)</td>
<td>27 (56)</td>
</tr>
<tr>
<td>YouTube</td>
<td>8 (16)</td>
<td>10 (21)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (16)</td>
<td>6 (13)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.

\(^b\)Significant difference (P<.05) in ranks between the VR group and the control group as calculated with the Mann-Whitney U test.

\(^c\)CD: cesarean delivery.
**Primary Outcome Measures**

There was no significant difference in the mean VAS-A score at admission between the control group and the VR group for both women (4.6 [SD 2.3] vs 5.6 [SD 2.4], respectively; \( P=0.08 \)) and their partners (3.4 [SD 2.0] vs 3.9 [SD 2.5], respectively; \( P=0.30 \)). There was no difference between the control group and the VR group in terms of baseline VAS-A scores for the women (3.8 [SD 2.3] vs 4.1 [SD 2.3], respectively; \( P=0.52 \)) or their partners (2.5 [SD 1.9] vs 2.5 [SD 2.3], respectively; \( P=0.98 \)). There was an increase in the VAS-A score (ΔVAS-A) between the first and second measurements of 1.5 cm for the women in the VR group compared to 0.8 cm for women in the control group (95% CI −0.1 to 2.0; \( P=0.08 \)). For their partners, there was an increase of 1.4 cm in the VR group compared to 0.9 cm in the control group (95% CI −0.5 to 1.6; \( P=0.30 \)). Table 2 gives an overview of these results.

**Table 2.** Difference in the Visual Analogue Scale for Anxiety value at time point 2 (at admission) between the virtual reality and the control groups for both women and their partners (difference calculated using the Student t test).

<table>
<thead>
<tr>
<th>Study arm</th>
<th>VAS-A Q1 ( ^b ), mean (SD)</th>
<th>VAS-A Q2 ( ^c ), mean (SD)</th>
<th>Change in score on the Visual Analogue Scale for Anxiety</th>
<th>Mean difference ( ^d )</th>
<th>( P ) value ( ^d )</th>
<th>95% CI ( ^d )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>3.8 (2.3)</td>
<td>4.6 (2.5)</td>
<td>0.8</td>
<td>1.0</td>
<td>.08</td>
<td>−0.1 to 2.0</td>
</tr>
<tr>
<td>VR ( ^e ) group</td>
<td>4.1 (2.3)</td>
<td>5.6 (2.4)</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Partners</strong></td>
<td></td>
<td></td>
<td></td>
<td>0.6</td>
<td>.30</td>
<td>−0.5 to 1.6</td>
</tr>
<tr>
<td>Control group</td>
<td>2.5 (1.9)</td>
<td>3.4 (2.0)</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR group</td>
<td>2.5 (2.3)</td>
<td>3.9 (2.5)</td>
<td>1.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \)VAS-A: Visual Analogue Scale for Anxiety.  
\( ^b \)Q1: questionnaire time point 1.  
\( ^c \)Q2: questionnaire time point 2.  
\( ^d \)These values are given for the change in score on the Visual Analogue Scale for Anxiety between the control group and the VR group for both women and their partners.  
\( ^e \)VR: virtual reality.

The following variables showed a significant relation with ΔVAS-A: baseline VAS-A (\( F_{1,75}=8.4; P=0.01 \)) and history of CD (\( F_{1,75}=6.0; P=0.02 \)). These variables were incorporated in our multivariate regression, which significantly explained 16% of the variance in change in VAS-A score between time points 1 and 2.

As we used stratified randomization, we were able to perform a separate analysis based on the history of CD using an interaction term. Increase in the baseline VAS-A score at time point 2 (at admission) in women in the VR group with a history of emergency CD was 1.7 cm smaller than that in women with a history of emergency CD in the control group, although this effect was not significant (\( P=0.06 \)).

As there was a baseline difference in the level of education between both groups, we performed a regression analysis to analyze the effect of the different groups on the difference in VAS-A score, based on their level of education. By using dummy variables with university/college as a reference group, we were able to perform regression analysis on the categorical variables. If secondary education was the reference group, women had slightly lower VAS-A scores (0.2 cm). When vocational training or prevocational education was the reference group, the VAS-A scores were higher (0.5 and 0.2 cm, respectively). However, these results were not significant.

**Secondary Outcome Measures**

Median scores on the SSQ for motion sickness symptoms ranged from 1.0 to 1.5, reflecting the absence of discomfort caused by the VR video.

There was no significant difference in scores on the Tilburg Pregnancy Distress Scale subscales for both time points 1 and 2 between the VR group and the control group. The negative affect subscale showed higher scores at time point 2 than at time point 1 (control group, 25.2 [SD 3.9] vs 9.4 [SD 4.9]; VR group, 23.8 [SD 4.4] vs 9.1 [SD 4.4]), but this increase was equally present in both study arms.

For the PCQ questionnaire after delivery, we found a significantly higher score for the VR group without a history of emergency CD, indicating that they perceived a higher quality of care than the control group (10.2 [SD 3.8] vs 12.9 [SD 3.5]; \( P=0.02 \)). There was no significant difference between the control group and VR group of women with no history of emergency CD.

We received 26 completed questionnaires from time point 3 from women in which the question regarding the additional value of the VR video was filled in. Of the 26 women, 4 (15%) responded that they did not feel more prepared after seeing the VR video. The remaining 22 (85%) partners responded positively. From the partners, 24 questionnaires were completed equally present in both study arms.

**Discussion**

**Principal Findings**

In this study, we aimed to assess the effect of adding a VR video as part of standard preoperative information before planned CD...
on the information level of women and their partners and the woman’s level of anxiety. Our data showed that VR is not related to a significant decrease in self-reported preoperative anxiety for both women and their partners compared with a no VR condition. Only women with a history of emergency CD showed a trend toward decreased preoperative anxiety. With regard to the quality of care, women and their partners perceived a higher quality of care after watching the VR video.

**Comparison With Previous Studies**

Our preoperative VAS-A scores match those previously described in the literature [19,20]. As expected, anxiety levels were higher on the day of planned CD than at the baseline for both women and their partners, independent of the study arm. Differences in baseline characteristics of both groups, despite the randomized design of our study, might have influenced these results. Baseline anxiety level is an important predictor for preoperative anxiety, as stated in the literature and confirmed in our data. Baseline anxiety scores were slightly higher in the VR group compared with the control group for women in our study group, although this difference was not significant. In addition, there was a difference in the level of education between our VR and control groups at baseline, with the latter containing more women with a higher level of education. A higher level of education has previously been shown to be associated with increased preoperative fear [21]. Baseline anxiety scores were (nonsignificantly) higher in the VR group, although we would have expected the opposite based on the level of education. We could not reproduce this effect in our data through regression analysis. These baseline differences, therefore, probably did not significantly influence our primary outcome measure.

Besides the sociodemographic features (level of education and marital status), other factors such as presence of previous psychiatric disorders are known to influence preoperative anxiety. Women with a history of anxiety are more likely to experience fear of childbirth than others [22-25]. We could not reproduce this effect in our results. However, the percentage of women with a history of anxiety or depression included was low in both groups.

Another known risk factor for fear of childbirth is previous emergency CD [6]. In the case of emergency CD, women are rushed to the operating room because of complications that arise during labor, which creates a stressful situation. In the group of women with a history of emergency CD, adding the VR video to the standard preoperative information led to a 1.7 cm smaller increase in ΔVAS-A, with a P value at the border of significance (P=.06). However, given our cutoff value of 2 cm, we consider this result as not clinically relevant. Previous studies also reported lower preoperative anxiety in case of prior exposure to surgery [20,21,26,27]. Unfortunately, we have only taken into account previous (unplanned) CD and did not look at the history of surgery, in general, as a risk factor. Future studies should consider assessing for this confounder.

Literature about the use of (virtual) information videos in patient counseling report conflicting results of their effect on preoperative anxiety [28-33]. Anxiety is a multifactorial phenomenon, making it impossible to account for each interpersonal difference. Differences in study design concerning correction for confounding risk factors may influence the results. During the last two decades, there has been an increase in interest in the psychological impact of preoperative anxiety, both in general surgery and obstetrics. Besides (virtual) information videos, other methods to decrease preoperative anxiety have been studied, such as acupressure, intraoperative music therapy, and various information platforms [34-36]. VR has a big advantage of providing a visual reality–based experience. It offers a sense of having been there. This might help patients adjust their expectations toward the operation [37]. Furthermore, VR videos can be made in different languages very easily, and videos, in general, may be more acceptable than written information for people with low literacy. However, as VR is a multisensory experience, motion sickness can occur in users. These complaints are mostly short lived but can cause real discomfort for users [38]. No cases of motion sickness occurred during our study after watching the VR video.

**Recommendations**

Although there was no significant difference in the main outcome measure, we found a trend toward decreased preoperative anxiety in the subgroup of women with a history of emergency CD after watching the VR video. This indicates that this subgroup of patients may benefit from this method of preoperative information. Careful selection of subgroups is the next step before implementing this information medium as part of standard care. Offering the VR video without obligation as part of the preoperative information at the outpatient clinic could help in gaining insight into the target population. Through tracking which and how many patients watch the VR video, it may be possible to assess the characteristics of this patient population interested in the video. However, patient privacy regulations make it difficult to facilitate this. Anonymous feedback questions provided through the mobile app after watching the video may add in retrieving this information. In addition, in the group of patients who waive the possibility of watching the VR video, it is important to ask for their reasons, which can be used in optimizing the content of the VR video.

**Strengths and Limitations**

With the rise of this innovative modality, a guideline toward the setup of clinical studies concerning the use of VR has recently been published. The authors recommend a three-phase development and validation process to uniformize the development and validation of VR applications [39]. Although our study was conducted before these guidelines were published, we believe our study comprises elements from all three phases suggested in the guidelines: We involved patients in the development process of the VR video (VR 1 phase), we conducted a randomized controlled trial to study the effect of VR on preoperative anxiety (VR 3 phase), and we briefly asked participants about their experience with the VR video (VR 2 phase). For future studies, adherence to these guidelines is desirable to ensure uniformity within the VR science platform.

There are several limitations to this study. First, power calculations were made based on the primary outcome measure (preoperative VAS-A score). Therefore, this study may be underpowered to show significant differences in results from the questionnaires designed to measure psychological
functioning in the perinatal period. The only significant result was a higher score on the PCQ questionnaire for the VR group without a history of emergency CD, indicating that they perceived a higher quality of care than the control group. However, the absolute difference between both groups is small and therefore not clinically significant. The relatively small study population is a limitation for each of the subanalyses performed in our study.

Second, we did not keep track of the number of people who refused to participate in the study and their arguments for refusal. This may have led to a selection bias because patients who are not keen on watching the VR video may be more likely to refuse when asked to participate. In addition, we did not verify if all participants who were randomized to the VR group actually watched the entire VR video. Although most participants watched the VR video at the time of inclusion, some chose to watch the video at home in their own environment. Therefore, there is a chance that some of them did not see the video, and including these completed questionnaires in our analysis could have caused a bias.

Fourth, there was a high amount of missing data because of missing questionnaires. We distributed paper questionnaires to patients at the time of inclusion and placed duplicate questionnaires at the ward where patients were admitted for CD. The researchers actively pursued the questionnaires. Despite our efforts, the percentage of missing questionnaires remained high, especially for questionnaire form 3. In future studies, electronic questionnaires available through a mobile app on a smartphone could facilitate this process.

Conclusions
Our study did not show a decrease in preoperative anxiety after VR information provision for patients undergoing elective CD. There was a trend toward decreased preoperative anxiety in the subgroup of women with a history of emergency CD who watched the VR video. Further research for identifying the characteristics of subgroups of patients who would potentially benefit from VR information provision is necessary.
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\(\Delta \text{VAS-A}\): change in score on the Visual Analogue Scale for Anxiety
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Abstract
The modern omnipresence of social media and social networking sites (SNSs) brings with it a range of important research questions. One of these concerns the impact of SNS use on mental health and well-being, a question that has been pursued in depth by scholars in the psychological sciences and the field of human-computer interaction. Despite this attention, the design choices made in the development of SNSs and the notion of well-being employed to evaluate such systems require further scrutiny. In this viewpoint paper, we examine the strategic design choices made in our development of an enclosed SNS for young people experiencing mental ill-health in terms of ethical and persuasive design and in terms of how it fosters well-being. In doing so, we critique the understanding of well-being that is used in much of the existing literature to make claims about the impact of a given technology on well-being. We also demonstrate how the holistic concept of eudaimonic well-being and ethical design of SNSs can complement one another.
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Introduction
The modern omnipresence of social media and social networking sites (SNSs) brings with it a range of important research questions. One of these concerns the impact of SNS use on psychological well-being, a question that has been pursued in depth by scholars in the psychological sciences and the field of human-computer interaction (HCI) [1-5]. Despite growing multidisciplinary academic attention being devoted to questions concerning, for example, the “mental health outcomes associated with Facebook use” [6] over the course of the last decade, a related question concerning the design of social networking platforms remains underexamined, that is, how do the design choices made by SNS programmers and related specialists contribute to the enhancement or the deterioration of a person’s psychological well-being? It is the goal of this paper to discuss not only certain strategic design choices in our development of an enclosed social networking platform for young people experiencing mental ill-health but also to critique the understanding of well-being that is used in much of the existing literature to make claims about the impact of a given technology on well-being. We will argue that the conception of well-being used to evaluate the effects of a given technology is oftentimes limited and inconsistent and may impair rather than enhance our understanding of how SNSs impact individuals. We will demonstrate how the holistic concept of eudaimonic well-being and ethical design of SNSs can complement one another.

As researchers who study persuasive technologies and design SNSs for mental health, we recognize that we can contribute in playing “a watchdog role for the human computer interaction...
community in particular and the broader community” (p 230) [7] of consumers in general. This role includes the following 4 categories of action, as proposed by the persuasive technology pioneer Fogg [7]:

1. Identify artifacts and techniques: identify persuasive technologies and the persuasive techniques a researcher uses.
2. Examine effectiveness and effects: assess the effectiveness (intended impact) and the effects (unintended side effects) of persuasive technologies or strategies.
3. Disclose findings: those who study persuasive technologies have an obligation to disclose their findings.
4. If necessary, take or advocate social action: if a computer or artifact is deemed harmful or ethically questionable, a researcher should either take social action or advocate that others do so.

We will begin this paper by defining the term social network before proceeding with an overview of persuasive technology design and some associated ethical issues. Next, we will discuss the tendency in the existing literature to evaluate the effects of a given technology in relation to a limited concept of well-being that aligns with what researchers term subjective well-being (SWB) or evaluation well-being [8]. We will argue that the concept of SWB tells us very little about “what constitutes a well-lived life” [9] and, in turn, provides us with a narrow understanding of how SNSs impact individuals. Huang emphasized these difficulties in a 2010 meta-analysis, observing across 40 studies that well-being was inconsistently represented “by numerous psychological constructs, such as loneliness, depression, self-esteem, and life satisfaction,” making it very difficult to draw any conclusions across the studies and contributing to mixed findings regarding the topic [10]. In this section, we will contrast SWB with what Ryff terms “a eudaimonic approach to psychological wellbeing” [9] and argue that the depth and breadth of this concept make it a valuable framework to evaluate the effects of an SNS platform and to guide the design and development of SNSs in youth mental health in particular. From here, we will provide an overview of the Moderated Online Social Therapy (MOST) platform we have developed and analyze it in terms of ethical persuasive design and eudaimonic well-being before outlining some new developments and discussing them in terms of the themes of this paper. Later topics covered include how MOST promotes a balance in online/offline activity and the incorporation of gamification.

The aims of this paper are in line with Fogg’s categories of action as outlined above, focusing primarily on the first 2, that is, identifying artifacts and techniques that may render our technology persuasive and examining their effects and effectiveness, which involves assessing both the intended and unintended effects of our strategies. Disclosing our findings and advocating social action are, incidentally, actions performed in the writing and dissemination of this paper.

What Is a Social Network Site?

Scholars Boyd and Ellison differentiate between a social network site and a SNS. They define a social network site as [11]:

A web based service that allows people to 1) construct a public or semi-public profile within a bounded system; 2) articulate a list of others users with whom they share a connection; 3) view and traverse their list of connections and those made by others within the bounded system.

They prefer the term social network site because these Web-based platforms are primarily designed to “enable users to articulate and make visible their [existing] social networks” (p 211) [11]. Put differently, they are not about making new friends or networks but about tending to their existing ones.

Networking, on the contrary, “emphasizes relationship initiation, often between strangers” (p 211) [11]. It is in this sense, however, that MOST is an SNS. Thus, adapting from Boyd and Ellison’s definition, MOST is an SNS best conceived as a Web-based service that allows people to construct a public or semipublic profile within a bounded system and to initiate relationships generally between strangers. The vast majority of users who join the MOST SNS platforms for mental health do not know each other before use. Therefore, one of the primary goals of the interventions is for users to connect with others who share a similar lived experience but do not necessarily share a similar or the same offline social networks.

Persuasive Technology Design

The study of computers as persuasive technologies has roots in Fogg’s seminal work and his coinage of the term captology from the acronym Computers as Persuasive Technologies [7,12]. According to Fogg, “a persuasive computing technology is a computing system, device, or application intentionally designed to change a person’s attitudes or behavior in a predetermined way” [13]. Work in the field of persuasive technology design is particularly useful as a foundation for the development of digital technologies for behavior change and psychological well-being (PWB). Informed by Fogg’s conceptualization of persuasive technology, Oinas-Kukkonen and Harjumaa [14] have developed a more concrete framework that transforms persuasive design principles into software requirements and system features. According to their Persuasive Systems Design model, there are 4 categories for persuasive system principles:

1. Primary task: The design principles in this category support the carrying out of the user’s primary task and consist of reduction, tunneling, tailoring, personalization, self-monitoring, simulation, and rehearsal.
2. Dialog: The design principles in this category are about the feedback an interactive system provides to its users to help them move toward their goal or a target behavior. This category consists of praise, rewards, reminders, suggestion, similarity, liking, and social role.
3. System credibility: The design principles in this category describe how to design a system so that it is more credible
and thus more persuasive. The category consists of trustworthiness, expertise, surface credibility, real-world feel, authority, third-party endorsements, and verifiability.

4. Social support: The design principles in this category describe how to design the system so that it motivates users by leveraging social influence. The category consists of social facilitation, social comparison, normative influence, social learning, cooperation, competition, and recognition.

In his earliest expositions of capology, Fogg brought attention to the fact that “adopting an ethical perspective in this domain is vital because the topic of computers and the topic of persuasion both raise important issues about ethics and values” [7]. In the environment of the World Wide Web, social media, and ubiquitous personal devices such as smartphones, this topical theme takes on pressing significance.

Motivated primarily by commercial and advertising interests, many websites and apps incorporate features that are intentionally designed to hook users in, maximizing their attention and usage time without due regard for the quality or benefits to well-being of this usage. A movement has recently emerged to counter this phenomenon, colloquially termed brain hacking, by promoting the development of technology that is ethical and humane rather than addictive or of little genuine benefit. Founded by Tristan Harris, a former student of Fogg, the Center for Humane Technology (CHT) [15] is raising awareness of the issues associated with certain SNSs and smartphone technologies. The CHT writes that [16]:

Facebook, Twitter, Instagram, and Google have produced amazing products that have benefited the world enormously. But these companies are also caught in a zero-sum race for our finite attention, which they need to make money. Constantly forced to outperform their competitors, they must use increasingly persuasive techniques to keep us glued. They point AI-driven news feeds, content, and notifications at our minds, continually learning how to hook us more deeply—from our own behavior.

The CHT is “creating humane design standards, policy, and business models that more deeply align with our humanity and how we want to live” [16]. The establishment of app design guidelines offers a simple and effective way to influence app architects by positively shaping the design and development of their systems. For example, the following is a selection of pertinent principles taken from a list published by the CHT that have been applied to the MOST platform [17]:

1. Does your product honor both on- and off-screen possibilities?
2. Does your product enhance relationships or keep people isolated?
3. Does your product land specific, net positive benefits in people’s lives?
4. Does your product eliminate detours and distractions?

In our subsequent discussion of the MOST system, we will examine how it adheres to or embodies such persuasive design principles. Let us now discuss how well-being is traditionally conceptualized in the existing literature and provide the rationale for why we have chosen to evaluate the MOST system in terms of a eudaimonic conception of well-being.

**What Are We Talking About When We Talk About Well-Being?**

In a systematic review on the “Impact of the Use of Social Network Sites on Users’ Psychological Wellbeing,” Erafni and Abedin [8] argue that research on psychological well-being has historically been aligned with 3 perspectives: the hedonic view, the eudaimonic view, and life satisfaction (also known as the evaluation well-being view). The hedonic and evaluation well-being views are frequently referred to as PWB in the literature and are rarely differentiated as different kinds of well-being. However, these distinctions, which we will discuss in a moment, are nontrivial, for when several measures of well-being are grouped beneath the broad umbrella term PWB, it becomes difficult to understand precisely what is impacted by a given technology.

SWB [18] concerns “moods and emotions […] together labelled affect [and] represents people’s on-line evaluations of the events that occur in their lives” (p 277) [19]. SWB consists of 3 components: “life satisfaction, the presence of positive mood, and the absence of negative mood, together often summarized as happiness” (p 144) [20]. Ryan and Deci argue that aligning well-being with happiness has a long history, dating back to the Greek philosopher Aristippus in the fourth century before Christ. Thomas Hobbes, DeSade, and Jeremy Bentham followed in Aristippus’s thinking and later enlarged this early philosophical hedonism [20]. The prevailing view present among hedonic psychologists today, Ryan and Deci argue, is the idea that well-being “consists of subjective happiness […] the experience of pleasure versus displeasure broadly construed [and] all judgements about the good/bad elements of life” (p 144) [20]. To illustrate how prevalent the concept of SWB is in discussions of SNSs, Erafni’s and Abedin’s analysis indicates that of 22 studies that met their criteria for inclusion, 15 used the measure of life satisfaction, 3 used the measure of affect or happiness, and 1 used the components we normally associate with eudaimonic well-being: autonomy, personal mastery, personal growth, positive relations, purpose in life, and self-acceptance [8]. However, it has been debated whether the SWB construct offers an adequate evaluation of a person’s psychological wellness [21,22].

Carol Ryff has argued that prevailing concepts of SWB must be challenged as the construct’s narrow focus on “assessments of feeling good, contentment and life-satisfaction” (p 13) [21] neglects “aspects of positive functioning such as purposeful engagement in life, realization of personal talents and capacities, and enlightened self-knowledge” [22]. Self-Determination Theory (SDT) pioneers Ryan and Deci have also challenged the SWB construct of well-being through their adoption of the concept of eudaimonia in their broader consideration of well-being and “what it means to actualize the self and how that can be accomplished” (p 146) [20]. SDT recognizes that 3 fundamental psychological needs are essential for the fulfillment of psychological growth. These include the need for autonomy, competence, and relatedness. For SDT, the fulfillment of these
3 basic needs is both the “natural aim of human life” and “typically fosters SWB as well as eudaimonic wellbeing” (p 147) [20]. In fact, a recent study on designing digital systems for motivation, engagement, and well-being shows how satisfying the 3 basic needs of SDT can increase these desired outcomes of user experience [23].

Ryff argues that SWB surfaced because of a mistranslation of the Aristotelian concept of eudaimonia. She writes that eudaimonia, when translated by Bradburn and other utilitarian philosophers of the 19th century, was taken to mean happiness [21]. Ryff argues that the trouble with this assumption is that it equates hedonia with eudaimonia, “something that was deeply contrary to Aristotle’s distinction between the satisfaction of right and wrong desires” [21]. Furthermore, this conflation leaves out the essence of Aristotle’s eudaimonia: “the striving towards excellence based on one’s unique potential” [21]. Ryan and Deci too argue that Aristotle thought hedonic happiness and the pursuit thereof to be a vulgar idea. In their view, Aristotle believed that true happiness was to be found in “the expression of virtue” or “in doing what is worth doing” [20]. Therefore, Ryff’s project has been to articulate a conception of PWB that is informed by and aligned with what she perceives to be the original essence of Aristotle’s eudaimonia. Ryff’s concept of PWB, the construct on which we will base our assessment of the MOST digital intervention for mental health, is concerned with 6 core components: self-acceptance, autonomy, personal growth, positive relationships, environmental mastery, and purpose in life [21].

It is evident then that SWB and PWB, although both aimed at understanding the greater question of what makes a good life, are underpinned by radically different value judgments about what that is. From the hedonic viewpoint of SWB, well-being is “equated with happiness and is formally defined as more positive affect, less negative affect and greater life satisfaction” [20]. PWB or eudaimonic well-being, as characterized by Ryff’s construct, in contrast, conceives of well-being as a broad and complex concept consisting of 6 intersecting variables (as above) and has little to do with the pursuit of pleasure and a diminishment of negative affect. PWB recognizes that the pursuit of well-being is frequently characterized by periods of negative affect, especially when one pursues a meaningful and difficult goal.

What this discussion of SWB and PWB reveals is that the construct of well-being is controversial and unresolved [20]. For that reason, it is less than straightforward to interpret claims made about how technology impacts individual well-being. Furthermore, the overreliance of SWB measures to assess the impact of technology suggests that we are ascertaining a very narrow understanding of technology’s impact. An additional point worth emphasizing is that psychology as a discipline has for the last century been concerned with “the amelioration of psychopathology” and not with the enhancement of well-being and individual growth [20]. Therefore, PWB is central in our discussion of the nexus between mental health and SNSs because the focus for psychology as a discipline has shifted, and we are now witnessing an increased focus on recovery in the fuller sense, including social and economic participation. We want to now bring these focal changes to bear on SNS design in particular. In the section to follow, we turn to a discussion of the MOST system in terms of ethical persuasive design and well-being considerations, showing how MOST fosters this broader sense of PWB or eudaimonic well-being.

**Moderated Online Social Therapy**

The MOST project, based at eOrygen (the digital mental health division of Australia’s Orygen youth mental health centre), has been researching and developing online social therapy systems for mental health since 2010. Consisting of a multidisciplinary team of clinical psychologists, computing and information systems researchers, software developers, creative writers, illustrators, and peer workers, MOST has been primarily concerned with evaluating the efficacy of online therapy and developing engaging digital technologies for young people experiencing mental ill-health. Trials have also been adapted to nonyouth cohorts, specifically the families/carers of such young people.

The result of this work has been an online social therapy framework powered by the MOST Web platform (or MOSTware), which integrates Facebook-style social networking, specialized therapy units, and a forum-like feature where users can pose and cooperatively crowdsourced solutions to common problems [24-26]. All of this occurs within a clinical and peer-moderated environment.

As will be detailed later on, the MOST framework has been inspired by the field of positive psychology. Thus, on this basis, it technologically embodies an approach that balances a traditional focus on psychopathology with an emphasis on positive human development and flourishing [27,28]. Together with a participatory design approach involving the users of our systems (young people and their carers) [29], “we became aware of evidence highlighting that a focus on deficits in online systems can lead to demoralization and disengagement and so we began to specifically draw upon positive psychology frameworks” [30]. More generally, MOST, as a technology that supports well-being and flourishing, aligns with the field of positive computing, which is itself informed by positive psychology and provides a foundational framework for the “design and development of technology to support psychological wellbeing and human potential” [31].

By tailoring therapy content to target the treatment of specific conditions and adding any required code customizations, the flexible MOST platform enables the setting up of individual sites for a variety of mental health cohorts. To date, MOSTware has powered several successful studies, including the following:

- Rebound, a pilot trial for relapse prevention of major depressive disorder in young people [32].
- Meridian, a pilot trial for carers of young people diagnosed with depression and anxiety [30].
- Momentum, a pilot trial for young people at ultrahigh risk for psychosis [33].
- Altitudes, a 2-year randomized controlled trial (RCT) of MOST for carers of young people with psychosis [34].
- Horyzons, a 5-year RCT of MOST for relapse prevention following a first episode of psychosis [35]. This trial will
be used throughout this paper for illustration of the MOST platform.

- Generation, a public trial for general help-seeking youth, in collaboration with the eheadspace [36] electronic mental health service [37].

System credibility (as described in the section Persuasive Technology Design) within these interventions is ensured by several factors and measures taken:

1. Therapy content is created by expert psychologists, young people with a lived experience of mental ill-health, writers, and illustrators.
2. System moderation is conducted by qualified clinical psychologists and youth workers.
3. Peer moderation is conducted by young people with a lived experience of mental ill-health who model system usage and interact with clients.
4. Clinical trials are conducted with established protocols and within a framework of formal ethics approval.

**Figure 1.** The Moderated Online Social Therapy news feed.

---

**Steps and Actions**

The 2 types of therapy units offered in the MOST system are *Steps* and *Actions*. Steps are psychoeducational therapy modules that assist people with developing psychological skills, such as self-compassion and mindfulness, and core components of eudaimonic well-being or PWB, such as purpose in life, autonomy, personal growth, environmental mastery, positive relationships, and self-acceptance. Although there is still a case to be made for helping users to regulate unnecessary and pointless suffering by reducing or moderating unhelpful and oftentimes distressing emotional states, the ultimate aim of Steps and Actions is to foster PWB, particularly in relation to autonomy and self-acceptance. These standalone therapy units can also be found and sequentially completed within themed Step collections called *Pathways*. Steps are delivered as engaging content, including low-literacy comics, and have been developed collaboratively by clinical psychologists, creative writers, young people, and graphic designers. In terms of dialog support [14], as introduced in the section Persuasive Technology Design, therapy content has been developed to imitate its users with relatable material and suitable language for the target cohort (similarity) with an appropriate look and feel (liking). Figure 2 illustrates an example Step, *How to flourish*, which is primarily...
concerned with supporting young people to locate purposeful activities and meaning in their lives. Figure 3 illustrates part of another example Step, *Everyday mindfulness*, in the newer comic format.

Figure 2. The Step *How to flourish*.

Figure 3. The Step *Everyday Mindfulness*.

Social interaction is embedded within Steps through Talking Points, which are focused questions that invite young people to discuss and share their own experiences. Figure 4 shows a Talking Point within the Step *How to flourish*. 
Actions are bite-sized behavioral activities or tasks that users can do to apply mindfulness, self-compassion, and personal strengths to relevant real-world situations. The use of context-specific, action-based suggestions through online interventions has been recommended to change behavior, develop skills, and increase practice and generalization of these skills to real-life situations [38]. Users are responsible for completing the action in their own time and are encouraged to report back to others with their progress. Through choosing relevant and personally meaningful actions, the intention is that users come to recognize that they have the capacity to shift things in their lives for the better. Put differently, actions aim to foster a sense of environmental mastery through autonomy by urging users to recognize and indeed experience the degree of control they have over many of the circumstances of their lives. Certain Actions are embedded within the Steps to which they are relevant, so that once a Step is completed, users can do an Action to reinforce what they have learned (Figure 5 shows an Action that is embedded in the Step Everyday mindfulness). Users can also engage with Actions through the Strengths to which they are connected; if an Action is connected to a Strength, then doing that Action will help to promote that Strength.
Strengths

Upon joining the system, users have the option to complete an initial exercise where they choose 5, out of 24, character strengths that they believe best apply to them. Although they are free to partake in activities associated with any of the Strengths, content associated with the Strengths a user selects will be promoted by the MOST system and used to guide the user through the experience over time. An illustration of the Strengths page after completion of this initial exercise is given in Figure 6.

Figure 6. The Strengths page.
The set of Strengths available in the MOST platform is not fixed and can be customized according to the purpose of a particular intervention. The most representative set of Strengths, found in interventions such as Horyzons, consists of 24 strengths drawn from the field of positive psychology [39]. In addition to those illustrated in Figure 6, others include fairness, forgiveness, gratitude, and honesty.

Connected with the ideas and frameworks discussed in the earlier section on well-being, the positive psychology movement is defined as “the scientific study of positive human functioning and flourishing on multiple levels that include the biological, personal, relational, institutional, cultural, and global dimensions of life” [28]. A complement rather than replacement for traditional areas of psychology, positive psychology is concerned with human flourishing, a doctrine where the concept of eudaimonia, that is, “the striving towards excellence based on one’s unique potential” [21], is deemed central to a life lived well. Positive psychology understands the good life as that in which one uses their “signature strengths every day to produce authentic happiness and abundant gratification” [40]. The 24 Strengths drawn from positive psychology and embedded in the MOST system correspond neatly with the building blocks of eudaimonic well-being. By encouraging users to identify strengths they currently possess and those they wish to build, the system strives to promote self-acceptance, self-competence, and personal growth. For instance, users come to recognize and identify their current positive attributes (self-acceptance). An invitation that may be infrequently offered in the offline world, users also come to value personal growth through the recognition that their personal circumstances are not fixed; rather they can indeed grow or develop strengths that they do not currently believe they possess.

Thus, the positive psychology–inspired Strengths and therapy features of MOST naturally align with eudaimonia and Ryff’s concept of PWB. Although MOST interventions strive to maintain or improve levels of SWB, they also ultimately aim to promote eudaimonic or PWB.

**Talk It Out**

The Talk It Out (TIO) feature is a space where users can nominate problems or difficulties that they are seeking to discuss with other users. TIO is based on an evidence-based cognitive behavioral therapy social problem-solving framework developed by Nezu et al [41]. Once a user has nominated a problem and framed it together with a peer worker, they brainstorm solutions together with others and discuss the pros and cons of each suggestion. Those moderating the process then synthesize the content and wrap it up. Apart from the role each of these TIO discussions play at the time in providing an active forum to help a person navigate their way through a problem, the overall result is an invaluable user-generated knowledge base repository that can be searched and referred back to by users at any time.

Environmental mastery is perhaps the most pertinent aspect of eudaimonic well-being fostered by TIO. Through the various phases, participants learn how to approach problem solving in a systematic and thoughtful way [41]. They learn how to clearly and unemotionally define the problem they are facing, and in doing so, they are better positioned to ask for help and others are more likely to provide help that is relevant to their particular problem. The second phase of the TIO, brainstorming, further contributes to a sense of environmental mastery as it helps participants to recognize that when they perceive that there are multiple ways to solve a well-defined problem, they become less stressed and feel more control over their lives, safer, and more hopeful about locating a solution [41]. Finally, brainstorming contributes to a sense of environmental mastery by inviting people to externalize their problem [41]. Thus, rather than ruminating on their own thoughts, brainstorming removes the isolation that may accompany an internalized problem and supports participants to recognize that by externalizing a problem to others (or a network of other people like them) they can feel more in control of locating a solution.

In line with the CHT guidelines listed in section Persuasive Technology Design, TIO has been developed to foster connectivity and to help counter isolation while also promoting a sense of autonomy. The TIO feature is nonhierarchical—there is no patient and there is no expert. Rather, all participants are invited to be the experts on their own lives. This setup aims to foster a sense of autonomy as it removes the need to defer to a clinician when seeking a solution to an everyday problem. Through the TIO, participants can come to recognize that their lived experience is valuable and can be used, whether they are in a formal role as a peer worker or not, to support others. Therefore, TIO should bring people together and empower them to both contribute to and seek social support.

Unlike other social media and networking sites, the MOST platform has been specifically developed for the online treatment of mental ill-health. Naturally, therefore, a paramount consideration is the clinical efficacy and HCI of its specialized system components, such as the TIO forums, Steps and Actions therapy units, and moderator involvement. However, beyond these technical and clinical considerations and in concert with them, we must be mindful of the following:

1. Ensure that the system in general is not detrimental to well-being and that features and components of little value or those that have a negative impact on psychological health are avoided.
2. Develop content and features that promote mental health and well-being and that users are motivated to use for good reasons.

In describing the MOST system throughout this section, we have covered how some of these considerations have been incorporated into its design. We now turn to discuss some new MOST developments as they relate to the themes of this paper.

**Balance Between Online and Offline Activities**

Commercial SNSs often aim to maximize their sphere, not only in terms of user attention and usage time but also in terms of bringing and containing as much activity as possible within the site. Contraary to such monopolization, we maintain the following:

1. Ensure that the system in general is not detrimental to well-being and that features and components of little value or those that have a negative impact on psychological health are avoided.
2. Develop content and features that promote mental health and well-being and that users are motivated to use for good reasons.

In describing the MOST system throughout this section, we have covered how some of these considerations have been incorporated into its design. We now turn to discuss some new MOST developments as they relate to the themes of this paper.

**Balance Between Online and Offline Activities**

Commercial SNSs often aim to maximize their sphere, not only in terms of user attention and usage time but also in terms of bringing and containing as much activity as possible within the site. Contraary to such monopolization, we maintain the following:
1. A website should encourage and facilitate offline activity outside of the site.
2. Online activity should be promoted within the site insofar as it is something that is beneficial and inherent to the site or can genuinely only be mediated/facilitated by the site.

This approach ties in with the CHT design principle “does your product honor both on and off-screen possibilities” and helps to deter social media and networking addiction [42,43]. We posit that it also accords with the eudaimonic conceptualization of well-being in the sense that the good life cannot be one confined to the digital realm. The resulting design philosophy is embodied in several existing and upcoming features and functionalities associated with the MOST system.

**Team Up**

The Team Up feature is a relatively recent addition to the MOST platform, and a minimum viable implementation has been tried out on a select few trials. Team Up begins with a user nominating a challenge or goal that they want to achieve by a certain date. Other users can join the challenge either as a fellow participant or a supportive follower. An example Team Up challenge, “I want to exercise twice per week,” is captured in Figure 7. As can be seen, Team Up embodies several social support persuasive system principles [14]:

**Figure 7.** An example Team Up challenge.

1. **Social learning:** A person will be more motivated to perform a target behavior if (s)he can use a system to observe others performing the behavior.
2. **Social facilitation:** System users are more likely to perform target behavior if they discern via the system that others are performing the behavior along with them.
3. **Recognition:** By offering public recognition for an individual or group, a system can increase the likelihood that a person/group will adopt a target behavior.

However, other social support design principles such as competition and normative influence or peer pressure seem inappropriate given the type of supportive atmosphere being fostered in MOST.

Team Up demonstrates a commitment to ensuring that the systems strike a balance between online and offline activity. This simple feature drives an activity loop whereby users initiate their intention within the MOST system, and they then proceed to carry out activity in the offline world. They then return online to the MOST system to report their progress, and this cycle can continue. Crucially, without some activity in the offline world, there is no point in using the online feature, and thus, it encourages healthy activity offline, promotes social support and interaction within the online community, and uses the site only to facilitate these 2 things. Support and validation are offered to the Team Up challenger by other challengers and supporters joining, and this in turn promotes and encourages the completion of a beneficial goal. Interestingly, in a review of persuasive design in internet-based psychological therapy systems for adolescent depression [44], it is claimed that “persuasive design features that leverage social support to motivate users were rarely, if ever, reported features.” Such opportunities should not be missed, and the Team Up feature is one such example.

**Online and Offline Therapy**

The complete therapy experience in MOST consists of both online and offline units. Steps, which can be considered the digital counterpart to traditional face-to-face therapy, are
engaged with and contained within the online MOST platform; users read the content and rate, share, and comment on screen.

However, Actions, which are often embedded within the Steps they are related to, generally involve doing an offline exercise to reinforce skills, especially those covered in the Step. Once a Step is completed by the user online, relevant Action suggestions populate the bottom of the Step screen, thus offering choices that send the user off the screen, as per the guidelines offered by the CHT.

The fact that Actions are embedded and confined within the MOST platform does, however, present a certain limitation to their utilization. This is because although access to the library of Actions is presently confined to the MOST Web app via standard access points such as lists and a search bar, they generally involve activity that is done offline and outside of the platform in relevant real-world scenarios. To remove these online to offline barriers and facilitate Action engagement, a new Action delivery system in the spirit of just-in-time adaptive interventions is in development [45]. The idea is to respectfully use smartphone sensors to determine information about a user’s present psychological states and/or their current situation or location and then use this information to deliver to them, using push notifications contextually relevant and helpful Actions they can do in situ, in real time [46].

For example, the Action “Mindfulness: deepening your awareness practice” (Figure 5) contains an audio guide on mindfulness with the suggestion that it be done outside in a park. Mobile phone geolocation data could be used to determine if a user is spending time in a park and deliver such an Action suggestion. As another simple example, the detection of a bout of nocturnal phone activity that deviates from one’s standard usage times or is at odds with their indicated chronotype could lead to the suggestion of an exercise for insomnia.

Given such a system, a user could gain therapy benefits without having to log into the MOST platform. The aim is for such a system to reduce entry barriers into therapy completion and increase motivation and the number of Actions a user fulfills. Thus, beyond simply offering and expecting users to visit a website for help, the system can meet users in real-life situations and dynamically deliver accessible and effective personalized help directly to their pockets. In terms of the persuasive system principles by Oinas-Kukkonen and Harjumaa [14], this mobile therapy delivery system embodies the primary task support principles of tailoring (information provided by the system will be more persuasive if it is tailored to the potential needs, interests, personality, usage context, or other factors relevant to a user group) and personalization (a system that offers personalized content or services has a greater capability for persuasion).

Such a detect-and-deliver system may also inhibit detrimental smartphone usage. In their article on 10 lessons learned about SNSs and addictions, Kuss and Griffiths (p 8) [43] list “Smartphone Addiction May Be Part of SNS Addiction” and write the following in their discussion of this item:

> According to the pathway model, an addictive pattern of mobile phone use is characterized by the use of specific applications, including calls, instant messaging, and the use of social networks. This suggests that rather than being an addictive medium per se, mobile technologies including smartphones and tablets are media that enable the engagement in potentially addictive activities, including SNS use.

In terms of this issue, the benefit of such a detect-and-deliver system is that the smartphone becomes a tool to deliver contextually relevant Actions suggestions in offline situations rather than a necessary portal to an online app.

**Gamification**

Gamification, as standardly defined, is the use of “video game elements in nongaming systems to improve user experience (UX) and user engagement” [47]. Not surprisingly, there is an overlap between gamification and persuasive technology [48]. Gamification ties in with the Dialog Support Rewards principle (systems that reward target behaviors may have great persuasive powers) [14], and “some persuasion mechanisms can be regarded as similar to those applied in gamification, such as feedback and rewards” [49]. There are also certain ethical dimensions of gamification to consider, including the argument that gamification is at odds with human flourishing and that it could be “morally corrosive by adversely impacting character” [50]. There is currently work being done on adopting gamification to promote (mental) health and well-being [51-54]. We see the potential to positively harness gamification to enhance the adoption and sustained use of persuasive technologies that promote positive behavior change for people, particularly youth, in the mental health sphere.

Although not a formative consideration during the initial design and development of the MOST system, developments have since started to incorporate some gamification to encourage social engagement and therapy participation. This is in part because of feedback from users who have expressed a desire for the incorporation of gamification, particularly as ascertained from recent posttrial interviews for a qualitative study in development. In designing gamified components, we recognize that it is important to ensure that gamification does not negatively impact users and is not exploited by other parties. When done appropriately (see the studies by Kim and Werbach [55] and Llagostera [48] for an overt example of inappropriate and pernicious gamification), competitiveness may be a suitable and effective ingredient in a gamified system. However, given that MOST is designed for young people experiencing a variety of mental health conditions, they may be particularly vulnerable or sensitive to potential negative effects of inciting competition and social comparison. Thus, the focus is on personal gamification and opportunities to make gamification a social, but not necessarily competitive, experience. In game theoretical parlance, we are dealing with non-zero-sum, possibly cooperative, games.

As introduced in the section Moderated Online Social Therapy upon joining the system, users can complete an initial exercise where they choose 5 out of 24 Strengths that they believe best apply to them. Changes to the Strengths system, at this stage in prototype form, involve adding a gamification component.
Rather than a user selecting a fixed group of their top-5 Strengths when they begin using the site, with this new system, each Strength starts out as being more or less equal and various bits of user activity in the site over time add to the points score that they achieve for each strength. For example, contributing a newsfeed post could add 1 point to a user’s Social Connectedness strength score. As another example, users could gain Strength points in their Supportiveness strength by contributing a response to another user’s TIO problem.

The TIO feature is particularly interesting in terms of gamification considerations. As described earlier, the basic flow of a TIO discussion starts with the suggestion of a problem for communal discussion. Once this problem has been shaped, brainstormed solutions are offered by participants. A list of established solutions is then discussed by the group, where for each solution offered, users can respond to the solution with commentary responses in the form of pros and cons. Unlike the MOST news feed, in which posts and comments can be responded to via likes and reactions, no such response options to user posts have been implemented in TIO. The forum-like, crowdsourced question-and-answer structure of TIO makes it amenable to a style of reputation system gamification, in a manner similar to that of highly popular crowdsourcing forums such as Stack Overflow, where users are incentivized to contribute responses to questions by a points-and-recognition system. Users earn reputation points for offering answers, having their answers upvoted or downvoted by peers, and can receive badges for their valued knowledge contributions [56-58].

Despite the suitability and tremendous success of Stack Overflow’s gamified reputation system, the viability or ethicality of such a system in TIO is problematic given its sensitivities. To begin with, Stack Overflow has implemented a well-crafted downvoting option, for which there is a good informational value rationale as downvoting another user’s contribution gives “you the critically important ability to distinguish between the good, the bad, and the ugly” and the ability to “tell the difference between a post that is harmless but uninteresting, and one that is actually wrong or harmful” [59]. However, TIO contributions are not pure informational entities in the way that Stack Overflow posts are. They are often responses inspired by lived experience and may be imbued with emotionality and personal sharing. Therefore, it is important to preclude negativity and the perceived hostility that may arise through downvoting. Furthermore, any possibility of categorizing right and wrong answers is problematic. For forums such as Stack Overflow that trade in questions requiring answers of a factual nature, this is more straightforward, though not always perfectly clear. For TIO, the nature of the problems raised, and responses given, is such that any conception of right and wrong is meaningless, highly ambiguous, or unfeasible. Although there is the possibility of implementing a voting system restricted to upvoting to promote positivity and incentivize contributions, a resulting problem could be that an implicit competitive ranking emerges.

The gamified Strengths system differs in this regard as it offers a form of individual incentivization without the issues and pressure associated with social comparison and competition. It is also not intended to be an attempt at pointsification (cases where a stock approach of gamification has been added on top of an existing system [60]) simply to generate extrinsic motivation through the collection of awards. Rather, with a dash of gamification, the Strengths points system should serve to provide users with a way to track their activity levels on the site, the skills their activity is building, and the strengths they are actualizing. Hopefully, these are goals for which the user has an intrinsic motivation to use MOST.

**Conclusions**

Digital technologies, particularly computers, have been studied as persuasive technologies for at least a couple of decades now. Beyond the general aim of designing products that people want to use, there is the goal of creating interfaces and features designed to encourage certain actions or to change a person’s attitudes and behaviors. However, it has become apparent that given the commercial pressures and the race for user attention, techniques of persuasion employed by pervasive social media and networking sites are more about capitalizing our attention and generating usage that is addictive rather than usage that prioritizes well-being and is in the user’s best interest. A growing awareness of this phenomenon and the establishment of a movement to counter it have provided us with an impetus to reflect upon and analyze the MOST therapy framework and Web platform developed for online mental health interventions.

We have discussed in this paper how consideration of these issues has shaped our development of the MOST system, with the intention to foster usage and engagement that is conducive rather than detrimental to mental health and well-being. We have also had the opportunity in this paper to critically explore the notion of well-being. We contend that although hedonic or SWB is important, it is problematically limiting to confine well-being evaluations of SNSs to this type of well-being. Rather, a notion of well-being rooted in the Aristotelian conception of eudaimonia is another important dimension of well-being to consider. Although analyses of certain commercial SNSs have been restrictively conducted only in terms of SWB, given the positive psychological and therapeutic nature of the interventional MOST system, we are in a prime position to foster this sense of eudaimonic well-being.

The MOST framework is an evolving one, and as development continues on systems and features powered by tools, technologies and methodologies from artificial intelligence, ubiquitous computing, and HCI, we must remain mindful to scrutinize these developments in terms of ethical design so that user well-being remains paramount.
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