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Abstract

Background: Substance use is a major issue for adolescents and young adults, particularly college students. With the importance of peer influence and the ubiquitous use of social media among these age groups, it is important to assess what is discussed on various social media sites regarding substance use. One particular mobile app (Yik Yak) allowed users to post any message anonymously to nearby persons, often in areas with close proximity to major colleges and universities.

Objective: This study describes the content, including attitude toward substances, of social media discussions that occurred near college campuses and involved substances.

Methods: A total of 493 posts about drugs and alcohol on Yik Yak were reviewed and coded for their content, as well as the poster’s attitude toward the substance(s) mentioned.

Results: Alcohol (226/493, 45.8%), marijuana (206/493, 41.8%), and tobacco (67/493, 13%) were the most frequently mentioned substances. Posts about use (442/493) were generally positive toward the substance mentioned (262/442, 59.3%), unless the post was about abstinence from the substance. Additionally, posts that commented on the substance use of others tended to be less positive (18/92, 19.6% positive) compared to posts about one’s own use (132/202, 65.3% positive).

Conclusions: This study provides a description of anonymous discussions on or near college campuses about drugs and alcohol, which serves as an example of data that can be examined from social media sites for further research and prevention campaigns.

(JMIR Ment Health 2018;5(3):e52) doi:10.2196/mental.9903

KEYWORDS
Yik Yak; college; social media; substance; drugs; alcohol

Introduction

Substance use is a major public health problem for adolescents and young adults in the United States, and college students have their own particular set of risks for use and barriers to treatment [1,2]. Of an estimated 9 million full-time college students in 2014, approximately 10% reported initial use in the past year of alcohol and 6% reported initial use of illicit drugs (including marijuana, which accounted for the vast majority of this category [3]). Approximately 20% reported using illicit drugs in the past month, almost 40% reported binge drinking, and 13% reported smoking cigarettes. Substance use (particularly alcohol use) has become normative in the college culture, and the influence of
peers is certainly a major factor affecting this stage of development [1].

The use of social media among adults aged 18 to 29 years is now essentially ubiquitous; 90% reported use in 2015 compared to 12% in 2005 [4]. This use has expanded the social network of young adults, and online platforms may have more influence on their substance use than actual in-person interactions [5,6]. Historically, college students have perceived that their peers used substances more than they actually do [7-9]. As such, exposure to substance use via social media may normalize the use for some young adults by presenting it in a positive light, potentially providing a skewed perspective compared to the actual behavior of most college-aged persons. In fact, a study involving the social networking site (SNS) Twitter showed that messages (“tweets”) about alcohol use (especially heavy use and binge drinking) are quite common and typically portray a positive attitude about the substance (pro-alcohol tweets were 10 times more frequent than anti-alcohol tweets [10]). Another study examined posts about marijuana on the SNS Instagram, which tends to have younger users (approximately 40% of users are younger than age 24 years), and found that the majority of these posts were also pro-use [11]. Finally, a study examining tweets about menthol cigarettes reported more complex findings, with 48% of tweets being positive and 40% negative, but negative views were common among nonsmokers (91%) and former smokers (71%) [12]. Topics associated with negative sentiment included health and smoking cessation. Together, these findings demonstrate the large variety of substance-related topics discussed on social media sites, which can be a source of data for substance use research, and the complexities of the discussions, which are dependent on the substance mentioned and the perspective of the poster.

Previous studies have shown that substance use rates tend to be higher when collected via self-report methods with some anonymity built in versus direct interviews [13-16], indicating a preference for privacy when discussing this sensitive topic. Accordingly, although some users seem to be open about what they post online, it is possible that certain topics related to substance use may not be as readily discussed by all persons on public sites due to concerns about issues such as privacy or stigma. Thus, it would be interesting to understand whether an added layer of privacy changes the content of posts. The social media mobile app Yik Yak, which was in use from November 2013 until the company ceased operations in May 2017, initially added layer of privacy changes the content of posts. The crawler software returned the 100 most recent yaks for a particular academic rigor, culture, and politics of the location—and also increase the breadth and diversity of our collection—based on online platforms may have more influence on their substance use than actual in-person interactions [5,6]. Historically, college students have perceived that their peers used substances more than they actually do [7-9]. As such, exposure to substance use via social media may normalize the use for some young adults by presenting it in a positive light, potentially providing a skewed perspective compared to the actual behavior of most college-aged persons. In fact, a study involving the social networking site (SNS) Twitter showed that messages (“tweets”) about alcohol use (especially heavy use and binge drinking) are quite common and typically portray a positive attitude about the substance (pro-alcohol tweets were 10 times more frequent than anti-alcohol tweets [10]). Another study examined posts about marijuana on the SNS Instagram, which tends to have younger users (approximately 40% of users are younger than age 24 years), and found that the majority of these posts were also pro-use [11]. Finally, a study examining tweets about menthol cigarettes reported more complex findings, with 48% of tweets being positive and 40% negative, but negative views were common among nonsmokers (91%) and former smokers (71%) [12]. Topics associated with negative sentiment included health and smoking cessation. Together, these findings demonstrate the large variety of substance-related topics discussed on social media sites, which can be a source of data for substance use research, and the complexities of the discussions, which are dependent on the substance mentioned and the perspective of the poster.

Previous studies have shown that substance use rates tend to be higher when collected via self-report methods with some anonymity built in versus direct interviews [13-16], indicating a preference for privacy when discussing this sensitive topic. Accordingly, although some users seem to be open about what they post online, it is possible that certain topics related to substance use may not be as readily discussed by all persons on public sites due to concerns about issues such as privacy or stigma. Thus, it would be interesting to understand whether an added layer of privacy changes the content of posts. The social media mobile app Yik Yak, which was in use from November 2013 until the company ceased operations in May 2017, initially added layer of privacy changes the content of posts. The crawler software returned the 100 most recent yaks for a particular academic rigor, culture, and politics of the location—and also increase the breadth and diversity of our collection—based on online platforms may have more influence on their substance use than actual in-person interactions [5,6]. Historically, college students have perceived that their peers used substances more than they actually do [7-9]. As such, exposure to substance use via social media may normalize the use for some young adults by presenting it in a positive light, potentially providing a skewed perspective compared to the actual behavior of most college-aged persons. In fact, a study involving the social networking site (SNS) Twitter showed that messages (“tweets”) about alcohol use (especially heavy use and binge drinking) are quite common and typically portray a positive attitude about the substance (pro-alcohol tweets were 10 times more frequent than anti-alcohol tweets [10]). Another study examined posts about marijuana on the SNS Instagram, which tends to have younger users (approximately 40% of users are younger than age 24 years), and found that the majority of these posts were also pro-use [11]. Finally, a study examining tweets about menthol cigarettes reported more complex findings, with 48% of tweets being positive and 40% negative, but negative views were common among nonsmokers (91%) and former smokers (71%) [12]. Topics associated with negative sentiment included health and smoking cessation. Together, these findings demonstrate the large variety of substance-related topics discussed on social media sites, which can be a source of data for substance use research, and the complexities of the discussions, which are dependent on the substance mentioned and the perspective of the poster.

Methods

The dataset was created by downloading messages from Yik Yak. We created a tool that emulated the protocol that mobile devices would use to communicate with Yik Yak servers. This tool allowed us to programmatically retrieve and store yaks in real time into a database for further processing on our end. Additionally, we were able to use the developed tool to change the target location to collect yaks from a variety of locations. We continuously polled the incoming posts, comments, and their respective latitude and longitude for our dataset. The tool allowed us to download messages within a 5-mile radius of a provided latitude and longitude. We used this tool to collect yaks near 120 college campuses in the United States. This set of campuses included the largest universities in the United States, along with additional universities that we included to increase the breadth and diversity of our collection—based on academic rigor, culture, and politics of the location—and also included universities in population-dense cities. For each campus, we queried for yaks within the radius of the campus’ geocoordinates, which we obtained from the Google Maps Geocoding API [19]. We downloaded yaks from June 12, 2015 to July 14, 2015, an arbitrary period based on the initial development of our collection tool. We stopped scraping the yaks as our sample size grew to a sizeable amount. The crawler software returned the 100 most recent yaks for a particular location and provided us with 122,179 total yaks.
Table 1. Examples of posts (“yaks”) and how they were categorized.

<table>
<thead>
<tr>
<th>Code</th>
<th>Substance</th>
<th>Paraphrased Yak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Own use, positive</td>
<td>Alcohol</td>
<td>I just want to watch the game, drink some beers, and relax.</td>
</tr>
<tr>
<td>Other’s use, negative</td>
<td>Tobacco</td>
<td>Cigarette smokers: how selfish to make others breathe in your smoke!</td>
</tr>
<tr>
<td>Meeting use, positive</td>
<td>Marijuana</td>
<td>Who is downtown and wants to smoke a joint with me?</td>
</tr>
<tr>
<td>Request for Information, neutral</td>
<td>Other</td>
<td>What’s a good price for a gram of cocaine?</td>
</tr>
</tbody>
</table>

Although users could also reply to yaks, we focused on the original yaks in this paper because responses were often quite varied and not always specific to the original post. This study analyzed only the data available from Yik Yak, which maintains the anonymity of the user. The Johns Hopkins University institutional review board approved analysis of publicly available social media messages.

To find yaks relevant to substances, we keyword-filtered original posts matching a large set of substance-related keywords (see Multimedia Appendix 1 for the list of keywords). We manually examined the 12,292 retrieved posts as a first pass and manually removed blatantly irrelevant messages, resulting in a dataset of 2047 substance-related yaks. To characterize the data in greater depth, we reviewed and coded a convenience sample of the first 500 yaks (from a wide variety of universities) of the sample of yaks identified as mentioning substances. Two reviewers (ASH and JGH) read each yak and confirmed whether they were indeed about substances; if they were, the substance(s) was identified and categorized as being alcohol, tobacco, marijuana, and/or other. (The majority of substances fell in the first three categories and due to the small number of other substances mentioned, such as cocaine, Adderall, and LSD, they were grouped together in the “other” category.)

Yaks were then coded for the content based on whether the post was about actual use of a substance or nonuse (typically rhetorical comments about drugs or jokes). Posts specifically about use were then categorized into one of eight types: (1) first-person accounts of use, including effects, (2) comments on use by another person, (3) obtaining substances (through buying or bartering), (4) meeting to use, (5) selling or trading, (6) abstinence from a substance (cessation or cutting down use), (7) laws about use, and (8) questions to obtain information, such as how to use certain substances. Reviewers also coded the displayed attitude (positive, negative, or neutral) of the poster toward the substance(s) mentioned. Reviewers kept this standard of focusing on whether the poster was in support of the substance mentioned specifically, and not the overall emotional affect of the post. If this was ambiguous, or the person was neither in support of nor against the substance, it was rated as neutral. (See Table 1 for paraphrased examples of yaks with codes.) When there was any discordance between the two reviewers at any step in the review and coding process, a third reviewer (MSC) resolved the discordance. The three reviewers established a codebook and discussed what content would be included among each category a priori. Data were analyzed to look at frequencies of particular posts by category and/or substance, and coding agreement among the first two raters was assessed using Cohen kappa coefficient (κ).

Results

Overview

Of the subset of 500 yaks, 493 yaks (98.6%) were confirmed as related to substances on the manual second pass. Although some of the 493 yaks mentioned more than one substance, alcohol (n=226), marijuana (n=206), and tobacco (n=67) were the most frequently mentioned substances. The remaining substances mentioned (n=47) were grouped together as “other” due to low frequency and included “acid,” Adderall, methamphetamine, and cocaine. The Cohen kappa score for substance was .98. In all, 53 yaks mentioned two or more substances; those most often mentioned together were alcohol/marijuana (20/53, 38%), alcohol/tobacco (12/53, 23%), alcohol/other substance (11/53, 21%), marijuana/other substance (10/53, 19%), and marijuana/tobacco (7/53, 13%).

Content of Posts

The majority of yaks (442/493, 89.7%; Table 2) were about use of a substance (κ=.56) and, among these, 202 (45.7%) were about the poster’s own use, 92 (20.8%) were commenting on someone else’s use, 45 (10.2%) involved discussion of meeting up with someone to use, 40 (9.0%) involved buying substances, and 31 (7.0%) asked for information about using. Less common categories of use included the discussion of selling substances (12/442, 2.7%), abstinence from use (9/442, 2.0%), and the legal statuses of substances (10/443, 2.3%). The Cohen kappa score for all categories was .92.

Attitudes of Posts

Overall, posts about substance use were mainly positive toward the substance (262/442, 59.3%; Table 3), with 79 (17.9%) being negative and 101(22.9%) neutral. Tobacco posts tended to be more negative toward the substance, while posts in the “other” category were generally spread out evenly among attitudes. Among the various “use” categories, positive posts included those about meeting up to use (45/45, 100% positive) and about one’s own use (132/202, 65.3% positive). Posts about others’ use (18/92, 20% positive) and abstinence (1/9, 11% positive) were less positive (Table 4). Posts about the legal status of tobacco were 100% negative (3/3) toward tobacco. These expected attitude trends often persisted when looking at categories of use by substance as well (data not shown), with the notable exception that only 8/32 (25%) comments about other’s use of marijuana were negative, with most being positive (10/32, 31%) or neutral (14/32, 43%). The Cohen kappa score for attitudes was .73.
Table 2. Categories of codes, as a function of substance mentioned.

<table>
<thead>
<tr>
<th>Code</th>
<th>Alcohol (N=226), n (%)</th>
<th>Tobacco (N=62), n (%)</th>
<th>Marijuana (N=206), n (%)</th>
<th>Other (N=47), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use</td>
<td>195 (86.3)</td>
<td>62 (92.5)</td>
<td>193 (93.7)</td>
<td>38 (80.9)</td>
</tr>
<tr>
<td></td>
<td>First-person account of use</td>
<td>104 (53.3)^a</td>
<td>17 (27.4)^b</td>
<td>84 (43.5)^c</td>
</tr>
<tr>
<td></td>
<td>Comments on others’ use</td>
<td>35 (17.9)^a</td>
<td>31 (50.0)^b</td>
<td>32 (16.6)^c</td>
</tr>
<tr>
<td></td>
<td>Obtaining substance</td>
<td>13 (6.7)^a</td>
<td>0 (0.0)^b</td>
<td>22 (11.4)^c</td>
</tr>
<tr>
<td></td>
<td>Meeting to use</td>
<td>21 (10.8)^a</td>
<td>2 (3.2)^b</td>
<td>24 (12.4)^c</td>
</tr>
<tr>
<td></td>
<td>Selling or trading</td>
<td>6 (3.1)^a</td>
<td>0 (0.0)^b</td>
<td>6 (3.1)^c</td>
</tr>
<tr>
<td></td>
<td>Abstinence</td>
<td>1 (0.1)^a</td>
<td>7 (11.3)^b</td>
<td>1 (0.05)^c</td>
</tr>
<tr>
<td></td>
<td>Laws about use</td>
<td>1 (0.1)^a</td>
<td>3 (4.8)^b</td>
<td>7 (3.6)^c</td>
</tr>
<tr>
<td></td>
<td>Requests for information</td>
<td>13 (6.7)^a</td>
<td>2 (3.2)^b</td>
<td>17 (8.8)^c</td>
</tr>
</tbody>
</table>

^aN=195.
^bN=62.
^cN=193.
^dN=38.

Table 3. Attitudes of posters about particular substances.

<table>
<thead>
<tr>
<th>Attitude toward substance</th>
<th>Alcohol (n=195), n (%)</th>
<th>Tobacco (n=62), n (%)</th>
<th>Marijuana (n=193), n (%)</th>
<th>Other (n=38), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>116 (59.5)</td>
<td>13 (21.0)</td>
<td>137 (71.0)</td>
<td>18 (47.4)</td>
</tr>
<tr>
<td>Negative</td>
<td>30 (15.4)</td>
<td>36 (58.1)</td>
<td>15 (7.8)</td>
<td>9 (23.7)</td>
</tr>
<tr>
<td>Neutral</td>
<td>49 (25.1)</td>
<td>13 (21.0)</td>
<td>41 (21.2)</td>
<td>11 (28.9)</td>
</tr>
</tbody>
</table>

Table 4. Attitudes of posters toward substance as a function of the selected category of use.

<table>
<thead>
<tr>
<th>Attitude</th>
<th>Own use (n=202), n (%)</th>
<th>Others’ use (n=92), n (%)</th>
<th>Looking to buy (n=40), n (%)</th>
<th>Requests for information (n=31), n (%)</th>
<th>Abstinence (n=9), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>132 (65.3)</td>
<td>18 (19.6)</td>
<td>34 (85.0)</td>
<td>16 (51.6)</td>
<td>1 (11.1)</td>
</tr>
<tr>
<td>Negative</td>
<td>26 (12.9)</td>
<td>44 (47.8)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>6 (66.7)</td>
</tr>
<tr>
<td>Neutral</td>
<td>44 (21.8)</td>
<td>30 (32.6)</td>
<td>6 (15.0)</td>
<td>15 (48.4)</td>
<td>2 (22.2)</td>
</tr>
</tbody>
</table>

Discussion

Our finding that most posts related to substances were positive is consistent with previous studies [10,20-23]. A selection bias exists in this data because these attitudes may not be consistent with the majority of college students, but the findings certainly highlight the type of content to which any college student may be exposed to via social media. A previous study identified prescription drug “abusers” on Twitter and found that persons in their social circles also tended to discuss prescription drug use online [24], providing further evidence of the influence from, and reinforcement of, online content. In fact, viewing and posting about substance use appears to correlate with actual use. Research among Twitter users found that exposure to positive messages about alcohol and marijuana was significantly associated with current heavy episodic drinking and current marijuana use, respectively [25]. Similarly, college students younger than age 21 who posted items on their Facebook profile that were related to intoxication showed higher scores related to problem drinking on the Alcohol Use Disorders Identification Test (AUDIT) scale [26] and were more likely to report having an alcohol-related injury in the past year as opposed to students who did not display references to alcohol [27]. This study was unable to correlate substance use with postings due to the anonymous nature of Yik Yak, and more research is needed to better understand and replicate this phenomenon. As new substances or substance use patterns emerge, social media sites continue to provide an opportunity for health surveillance.

Interestingly, attitudes of posts requesting information about substances, such as how to use them, were almost evenly split between positive and neutral suggesting ambivalence among some posters, which could then be influenced by responses to their posts. We did not analyze replies to original posts, although this would be an interesting avenue for future research to see how often comments agreed or disagreed with the original post or provided helpful or harmful information in response. This could also be an opportunity for intervention in the future: to dissuade young adults from initiating use of a substance or to provide evidence-based health information for this vulnerable population.
Another limitation of the study is, due to the anonymous nature of Yik Yak, we do not know any demographic characteristics of the posters, including age or student status, and have no way to tell if any postings were from automated accounts or “bots” [28]. Posts were shared within a 5-mile radius of a university at the time of posting, so this is a study of areas on and around colleges and universities, but it is not necessarily a study of college students. This information is still important due to the potential for other persons to attempt to sell substances to students, expose them to information about substance use, or meet up with them to use. Additionally, we were limited to a 1-month period of time to collect data, which fell during the summer, a time when some college students are not in town. Future studies may collect more varied information by collecting over a longer duration of time or at repeated points in time.

This study provides a glimpse into the discussion of multiple substances on or near college campuses through an anonymous social media mobile app. Social media sites are constantly changing and evolving, and it is important to collect data across different sites over varying times and durations of time to both capture information and produce reliable results that can be replicated [29]. Yik Yak had unique features, mainly being a location-oriented site with strong anonymity, and it is very likely that similar sites may be developed or those with other novel features. Thus, although Yik Yak is no longer in use and this specific study cannot be replicated, it is still important to report the methodology and findings to inform future studies among current social media sites and novel sites that are certain to arise.

The data reported here provide an example of the kind of information that can be examined from publicly available social media posts that may inform health prevention and treatment strategies. For example, this kind of information may prove useful for developing public health campaigns relevant to this population, such as dispelling common myths or advising of the consequences associated with use, possession/distribution, or meeting up with strangers to use.
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Abstract

Background: Despite the growing number of mental health apps available for smartphones, the perceived usability of these apps from the perspectives of end users or health care experts has rarely been reported. This information is vital, particularly for self-guided mHealth interventions, as perceptions of navigability and quality of content are likely to impact participant engagement and treatment compliance.

Objective: The aim of this study was to conduct a usability evaluation of a personalized, self-guided, app-based intervention for depression.

Methods: Participants were administered the System Usability Scale and open-ended questions as part of a semistructured interview. There were 15 participants equally divided into 3 groups: (1) individuals with clinical depression who were the target audience for the app, (2) mental health professionals, and (3) researchers who specialize in the area of eHealth interventions and/or depression research.

Results: The end-user group rated the app highly, both in quantitative and qualitative assessments. The 2 expert groups highlighted the self-monitoring features and range of established psychological treatment options (such as behavioral activation and cognitive restructuring) but had concerns that the amount and layout of content may be difficult for end users to navigate in a self-directed fashion. The end-user data did not confirm these concerns.

Conclusions: Encouraging participant engagement via self-monitoring and feedback, as well as personalized messaging, may be a viable way to maintain participation in self-guided interventions. Further evaluation is necessary to determine whether levels of engagement with these features enhance treatment effects.

(JMIR Ment Health 2018;5(3):e54) doi:10.2196/mental.9445
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Introduction

Background

Mental illness is both common and costly [1]. People with mental illness have a lower quality of life and poorer work opportunities, and are more likely to attempt suicide [2,3]. Given that onset of depression most often occurs during adolescence to early adulthood [4,5] and that proven treatments for depression become less effective as the severity and duration of the illness increase [6], early detection and treatment of depressive symptoms are seen as key strategies to reduce the prevalence, duration, and burden of depression. Unfortunately, many adolescents and young adults are reluctant to seek help for their depressive symptoms [7], citing barriers such as cost, access to help, lack of anonymity, and perceived stigma of mental illness [8,9]. eHealth technology may help to overcome these barriers to treatment and ultimately assist sufferers in alleviating their depressive symptoms.

eHealth Interventions for Depression

The past decade has seen increasing use of technology to enhance access to, and engagement with, treatments previously established as efficacious when delivered face-to-face [10,11]. This widespread promotion of eHealth solutions to intervention delivery is premised on the notions that eHealth interventions (1) can replicate treatment gains observed in face-to-face treatment; (2) are acceptable to end users; (3) may have advantages in terms of reach, anonymity, and cost; and (4) provide useful features that may enhance treatment experience and outcomes, such as feedback functions to enable charting of one’s progress, and sophisticated algorithms for tailoring the intervention experience [12,13].

Accumulated evidence broadly supports these premises. Most adolescents and young adults own a smartphone [14], have accessed a mHealth app [15], and report a stated preference for engaging health services in this manner [16]. Importantly, recent meta-analyses suggest that psychological intervention content delivered via a Web- or mobile app can be as efficacious as face-to-face treatment for depression [10,17,18].

Despite these encouraging findings, it is also clear that dropout rates tend to be higher for eHealth interventions than for face-to-face therapy, especially when eHealth interventions are self-guided [19]. The greater dropout rate in self-guided eHealth interventions may signal that the apps are not sufficiently engaging and/or user-friendly to maintain participant interest over time. Check-ins with a clinician or researcher may enable evaluation of whether the content is being used appropriately, whether it is having the desired effect, and whether there is a need to modify the treatment plan. In instances where clinician contact is not feasible, incorporation of persuasive design principles into app development may enhance end-user experience and outcomes for self-guided apps.

Design Principles to Facilitate Target Behavior

According to the Fogg Behavior Model [20], engagement in a task is dependent on 3 key factors: (1) motivation, (2) sufficient ability for task performance, and (3) triggering to perform the task. This model further stipulates that all the 3 factors are necessary to enable behavior. For instance, motivation alone may be insufficient to bring about change in an individual who does not possess the necessary skills to achieve the desired goal (eg, coping strategies to deal with negative mood). Similarly, triggering performance—whether through an external or internal prompt—may not lead to the desired outcome when the individual is insufficiently motivated to engage in the task at that time.

Within the context of eHealth interventions, incorporation of design features such as engaging, actionable, and easy-to-use content may ensure that ability and motivation levels are less of a barrier to use. Furthermore, personalization of the app through tailoring of content, scheduling of information, and provision of feedback to help participants chart their progress may provide timely prompts that train individuals when to use the content for optimal results. Such features may increase ability and enhance user experience and engagement, and in turn reduce the likelihood of dropout in self-guided treatments [21].

Ultimately, the success of these design choices is determined through usability testing. Jake-Schoffman et al [22] emphasize that usability may be evaluated across a range of dimensions, including how easy the app is to operate, understand, or learn; satisfaction with the app; attractiveness of the layout; and error rates compared with intended usage. Depending on the dimensions one wishes to study, usability may be evaluated using laboratory-based testing [23,24], field testing [25], and/or user feedback [26-28]; however, self-reported usability (hereafter, labeled perceived usability) is the most commonly employed usability approach to date for eHealth apps [29].

The Study

This study sought to evaluate end-user experience of a mobile app-based intervention for depression (BlueWatch) developed with feedback functionality as a central feature to enhance usability and engagement. The app was designed to be self-paced and without therapist input and was targeted at young adults (18 to 25 years), given this is a peak period for the onset of depressive symptoms. Although BlueWatch shares many design features with other commonly available depression treatment apps (evidence-based content, survey, mood monitoring features, etc), a key differentiator is that it uses the participants’ mood survey data to provide real-time messages to help participants work out when best to engage the treatment content.

A mixed methods design was employed to augment quantitative ratings of perceived usability of BlueWatch with qualitative interviewing to flesh out responses to these questions. These questions probed the ease of use and navigability, aesthetic features of the app, integration and suitability of content provided, and app personalization.

The qualities that make an app attractive for users may differ from features that researchers focus on when developing an intervention or the features that clinicians look for in recommending apps to patients. Hence, the second aim of this study was to compare qualitative responses of the user group with app feedback from clinicians with expertise in the treatment
of depression and researchers who specialize in mental health intervention research (including a focus on eHealth interventions).

**Methods**

**Participants**
A total of 5 participants, each from 3 different target groups, were recruited. The majority of participants were female (4 out of 5 for the user and mental health professional groups and 3 out of 5 for the researcher group). The user group had a lower average age (mean 22.4, SD 2.71) than the mental health professional (mean 31.8, SD 6.61) and researcher groups (mean 33.4, SD 5.03).

The target groups included users who had completed use of BlueWatch as part of a randomized controlled trial for individuals with depression (ACTRN12615001093572), mental health clinicians, and mental health researchers. Diagnosis of depression among participants from the user group was ascertained by prescreening with the Patient Health Questionnaire 9 [30], followed by confirmation of diagnosis using the Mini-International Neuropsychiatric Interview [31]. Formative usability trials have demonstrated that a sample of 5 participants can identify 80% of usability issues [32,33], and thus, this study was suitably powered to identify user issues for BlueWatch, both within and across the 3 groups tested. Furthermore, in this study, saturation was reached in the themes derived from qualitative interviews.

**Materials**

**BlueWatch Mobile App Intervention**
BlueWatch, a mobile app that comprises short audio activities, journaling exercises, and self-monitoring functions, was designed to improve the well-being and resilience of adults experiencing depressive symptomatology. The app was developed by a multidisciplinary team comprising psychologists, a psychiatrist, and researchers with expertise in eHealth delivery of interventions for depression.

The app was organized into 6 modules based on the principles of cognitive behavioral therapy (CBT): (1) psychoeducation about depression and introduction to CBT, (2) behavioral activation, (3) cognitive restructuring, (4) problem solving, (5) assertiveness skills, and (6) relapse prevention. Each module is based on empirically validated treatment methods and consists of approximately 30 min of content, including instructive text, audio, and various activities to consolidate techniques learned. An example of the content for the values module is provided in Figure 1 to illustrate.

**Figure 1.** Content for the values module of BlueWatch.
Given the self-guided nature of BlueWatch, several design features were added to enhance technologically mediated therapeutic alliance and engagement. The app displays a brief welcome video by default the first time a participant opens the app. This reaffirms the purpose of the intervention, instructs participants how to engage with the app, and points out key features such as push notifications, self-monitoring, and feedback on mood over time. Every time the app is opened thereafter, participants are immediately brought to their dashboard (see Figure 2), which comprises a to-do list, with the option to favorite any activities that are liked and may wish to be revisited. As such, the immediate tasks are easy to find and help to prevent participants from losing track of which module they are up to or how to access the relevant content. The list of recommended content is kept brief to prevent overwhelming participants with a list of things yet to be achieved. Furthermore, content is provided in the form of audio files to reduce download size, and a single calming voice is used in each audio file for continuity. Transcripts of audio files are made available (by selecting a button, rather than by default) on screen for each activity to enhance the flexibility of delivery options. Finally, a self-monitoring section is incorporated into the app to allow participants to report their mood states throughout the intervention. These brief surveys take approximately 1 to 2 min to complete and are signaled up to 4 times per day to chart the progress of the participant’s mood across the intervention phase (see Figures 3 and 4 for an example of the summary of mood data and questions from the mood survey).

**Perceived Usability Measures**

Perceived usability was evaluated using the System Usability Scale (SUS; [34]) and a qualitative interview. The SUS is an industry-standard 10-item scale that examines the perceived usability of a technological tool. Responses are measured on a 5-point Likert-type scale with 0 (strongly disagree) to 4 (strongly agree). Items are summed and then this total is multiplied by 2.5, yielding a SUS composite score between 0 and 100, with higher scores indicating higher perceptions of usability. A SUS score over 68 is considered above average. The SUS has been found as a reliable and valid tool among both
experts and service users when assessing the usability of mobile apps [35].

In addition to the SUS items (which were answered in a phone interview), qualitative questions were included to probe responses to the SUS items as well as to obtain further information about what participants liked and disliked about the app. Structured questions are provided in Multimedia Appendix 1.

**Procedure**

Recruitment of participants differed depending on the target group they were from. Participants in the user group were recruited after completing the 12-week intervention using BlueWatch. These end users were randomly selected and recruited by invitation via already supplied email addresses, whereas mental health clinicians and researchers were recruited by targeted email invitations that were sent to a number of metropolitan universities and clinical practice centers to recruit relevant experts in the study. Clinicians and researchers were provided with the details to download the BlueWatch app and were instructed to test the app for a period of 7 days before the phone interview.

During the semistructured interview, trained research assistants obtained participant demographics (ie, age and sex) and presented a validated usability scale (the SUS) and open-ended questions to further probe participants’ perceptions of the app’s usability. The mean interview length was 40 min (SD 9.82), and upon completion, each participant was reimbursed with an AUD $20 shopping voucher. The semistructured interviews were recorded and then transcribed.

**Data Analysis**

Descriptive statistics were used for quantitative data from the SUS. Results were presented separately for the 3 groups. Both overall SUS scores and item means were reported to provide a more complete picture of perceived usability of BlueWatch. Qualitative data were organized using a coding template analysis approach [36] according to the 6 themes for evaluating the quality of eHealth apps, as proposed in Baumeil et al’s [37] review of app usability studies: (1) usability, (2) visual design, (3) user engagement, (4) content, (5) therapeutic persuasiveness, and (6) therapeutic alliance. Adoption of a prespecified set of themes rather than deriving themes from interviews permitted prioritization of topics that are widely discussed in the existing literature, thus allowing more direct alignment with this literature. Furthermore, Baumeil et al’s [37] framework in particular was chosen for several key reasons. First, the framework derives from an extensive review of the existing literature to identify key dimensions of perceived usability. Second, this framework has an emphasis on persuasive design elements and as such aligns with design principles underlying the creation of BlueWatch.

**Figure 3.** Set up of mood surveys within BlueWatch.
Initially, an additional category for miscellaneous comments was planned for qualitative analysis; however, this seventh category was not needed, given that all comments fit within these 6 initial categories. All coding was done independently by 2 researchers (LA and RO), who then discussed results to ensure consistency and agreement in coded comments. Moreover, 100% consensus was achieved for comment suitability for prespecified themes.

**Results**

**Quantitative Analysis**

The quantitative usability data derived from the SUS questionnaire indicated distinctions between researchers and participants. As shown in Table 1, participants tended to report higher usability and positive user experience results than those reported by researchers and clinicians. Although researchers and clinicians tended to have higher scores for items about the difficulty of use and need for support, participants in the end-user group were more likely to strongly endorse items’ ease of use and confidence using the app. Overall, the scores suggest that service users rated the app as substantially more usable than clinicians and researchers. However, it is also worth noting that there was more variability in ratings for the researcher and clinician groups, relative to the participant group.

**Qualitative Analysis**

Content from the semistructured interviews is organized below according to the evaluation categories proposed by Baumel et al [37].

**Theme 1: Usability**

Service users rated the usability of the app more positively than did the expert groups, although usability comments were generally positive overall. All participants in the user group found the app easy to use and many commented that they found the way in which the activities were presented made sense and “flowed well.” This ease of use was further attributed to the welcome message that oriented the users to key features of the app, comparability of the setup of the app with other apps the participants were familiar with, and the To Do list as the main page to orient participants to upcoming content.
The five slides shown when initially downloading the app was enough to know what to do throughout the app. [Participant, male]

If you are familiar with apps then you do not need to learn anything [technically] before using BlueWatch. [Participant, female]

As soon as the activities come in, you learn by clicking on them...You do the top one first, and then you go down the list. [Participant, female]

One participant from the user group also found the option to receive a text transcript of the audio files useful, particularly in situations where playing the audio was not feasible. She emphasized that this option made the app more flexible but cautioned that it took her longer to get through the content when reading and that app users with lower reading ability may not benefit from this option.

Several of the experts expressed that quite some time was required to learn and familiarize themselves with the app:

I found the navigation really tricky at the start, if I listen to two CBT sessions and it tells me to go and do an exercise I need to go back into activities. There just seemed like a lot of steps to get my head around at the start. [Clinician, female]

Although the participants who were interviewed found the language easy to follow, a useful suggestion was made by a researcher to include a glossary of terms within the app in case participants are unfamiliar with or forget the meaning of key terms:

Perhaps there could be a separate tab under the activities in which you could include a glossary of key terms that way participants don’t need to go back and listen to the audio all over again. [Researcher, female]

## Theme 2: Visual Design

Both the users and experts rated the visual design of the app highly. Users appreciated the well-thought-out appearance of the app and commented that they especially liked its overall simplicity and color palette:

It was neutral and straightforward. [Participant, female]

I like the blue color; I think it is an attractive app. [Researcher, female]

Users and experts found the layout and presentation of content “well-organized” and “logical.” This was summed up well by a participant from the user group:

It was self-explanatory. Going through the content, there weren’t that many options…so you couldn’t get lost in it. [Participant, female]

Several interviewees did, however, comment that they would prefer the text to be presented differently:

I would suggest increasing the font size—as a 37 year old I found this hard to read. [Researcher, female]

When you go to the activities it can be hard to understand as the instructions and your responses are all in the same font. I would change the font or use bold to distinguish. [Participant, male]

A further suggestion was to use star ratings for mood items instead of the slider scales as currently implemented (Participant, male). This participant further raised the possibility of embedding these star ratings within the activities as well or in addition to the 1-min survey section of BlueWatch.

## Theme 3: User Engagement

There was agreement across all participants that the app was highly interactive and personalized, particularly the self-monitoring component that provided users with a graphical representation of their mood states over time and prompts to remind them to use the app (refer to Multimedia Appendix 1).

### Table 1. Means and standard deviations for the System Usability Scale across participant, researcher, and clinician groups.

<table>
<thead>
<tr>
<th>Question</th>
<th>Participants, mean (SD)</th>
<th>Researchers, mean (SD)</th>
<th>Clinicians, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think I would like to use the app frequently</td>
<td>2.00 (0.7)</td>
<td>2.00 (0.71)</td>
<td>2.20 (0.84)</td>
</tr>
<tr>
<td>I found the app to be unnecessarily complex</td>
<td>0.20 (0.44)</td>
<td>1.80 (1.64)</td>
<td>1.20 (1.09)</td>
</tr>
<tr>
<td>I thought the app was easy to use</td>
<td>3.40 (0.90)</td>
<td>3.00 (1.22)</td>
<td>3.00 (1.22)</td>
</tr>
<tr>
<td>I think that I would need support of a technical person to be able to use the app</td>
<td>0.00 (0.00)</td>
<td>1.40 (1.67)</td>
<td>1.00 (1.22)</td>
</tr>
<tr>
<td>I found the various functions in the app were well integrated</td>
<td>2.80 (1.01)</td>
<td>2.20 (0.84)</td>
<td>3.20 (0.45)</td>
</tr>
<tr>
<td>I thought there was too much inconsistency in the app</td>
<td>0.60 (0.89)</td>
<td>1.40 (1.14)</td>
<td>0.60 (0.55)</td>
</tr>
<tr>
<td>I would imagine that most people would learn to use the app very quickly</td>
<td>3.20 (0.45)</td>
<td>2.80 (1.10)</td>
<td>2.60 (1.14)</td>
</tr>
<tr>
<td>I found the app very cumbersome to use</td>
<td>0.40 (0.55)</td>
<td>2.80 (0.84)</td>
<td>2.20 (1.30)</td>
</tr>
<tr>
<td>I felt very confident using the app</td>
<td>3.80 (0.45)</td>
<td>3.00 (1.22)</td>
<td>2.40 (0.55)</td>
</tr>
<tr>
<td>I needed to learn a lot of things before I could get going with the app</td>
<td>0.40 (0.54)</td>
<td>1.60 (1.50)</td>
<td>1.20 (1.10)</td>
</tr>
<tr>
<td>System Usability Scale total score</td>
<td>86.00 (10.84)</td>
<td>60.50 (21.61)</td>
<td>67.00 (15.35)</td>
</tr>
</tbody>
</table>

*Responses were scored on a 5-point Likert scale ranging from 0=strongly disagree to 4=strongly agree.
One user noted:

*Mood tracking was a cool aspect of the app. I treated it like my own personalized diary.* [Participant, female]

There was agreement from all experts that the app achieved a personalized touch as it allowed the user to adjust the app to their unique circumstance. Specifically, there was a function within the app that allowed users to change the time of the day at which alerts were sent (Figure 3), which was found to be very important for this cohort of people who may experience unusual sleeping times:

*One of the important parts of this is that you can set the alerts to suit your schedule—this is so important for depression in particular because if you have someone who sleeps late they know it is unlikely they will respond to early morning prompts.* [Clinician, female]

Furthermore, experts commented that the graphical feedback was an important function of the app as it allowed users insight into their mood and helped them remember that they may have days on which they feel positive:

*I really like the idea of being able to see your progress and that you can see how you’re going—sometimes people who are depressed think that they are constantly depressed, when they’re not, and this lets you see that that is not the case.* [Clinician, female]

However, several experts also noted that a lot of content was delivered via audio (although made available via text transcripts as well) and wondered whether more graphics could be incorporated to help convey the treatment information:

*If a client learnt visually and understood content through graphs and animations then they would struggle to engage with this app.* [Clinician, male]

### Theme 4: Content

There was agreement among all participants that the content presented was rooted in evidence. Indeed, some of the service users commented that they had been exposed to the app components in prior therapeutic exchanges, and this ensured their confidence.

All experts agreed that the content was evidence-based and many had a preference for the behavior activation module, noting its simplicity and clear delivery:

*I thought the sections on behaviour activation were really well planned out and particularly that is a core treatment of depression regardless of whether you are delving into cognitions or whether you are just looking to change their behaviours. I thought it was a really nice combination of audio plus reading plus the activity.* [Clinician, male]

Clinicians also specifically commented that the variety of evidence-based information presented was impressive as it could cater to a wide range of preferences:

*I like that you combined CBT with mindfulness—and that is why having mindfulness and also behavioural activation is so important.* [Clinician, female]

### Theme 5: Therapeutic Persuasiveness

End-user and expert groups offered differing opinions about the suitability of the amount of content provided by the app. Several experts believed that there were too many activities within the app and that the activities themselves were too long in duration to complete:

*I think it is too long the activities—it is trying to achieve so much—it is essentially replacing 12 psych session and it seems really ambitious.* [Clinician, female]

In contrast, service users were more accepting of the amount of content and saw this as necessary to provide different strategies to address their depressive symptoms:

*I didn’t find it overwhelming, there wasn’t too much information there was the right number.* [Participant, male]

Furthermore, the personalization and self-monitoring aspects of the app seemed to have the desired effect:

*[The self-monitoring component] made me realise about all the happy small moments that I was having so I notice that I was happier I guess and that my anxieties weren’t as big of a deal.* [Participant, female]

Experts agreed on the advantage of providing mood-based feedback but also raised the possibility of incorporating explicit feedback to let participants know once they had completed a module:

*I wouldn’t recommend it for clients who need that feedback immediately—and I find that those with depressive symptoms do often need that to keep up their motivation.* [Clinician, female]

### Theme 6: Therapeutic Alliance

However, some users believed the app provided support to an extent but lacked human contact:

*The app tried to emulate a friend, but it could never actually be that friend.* [Participant, female]

Others felt that the app was an extra resource that they had access to whenever they needed it:

*I cannot check in with my therapist every day, but I could with the app.* [Participant, female]

*When I felt down, I remembered to use the activities presented in the app to help with the situation.* [Participant, female]

Most experts raised concerns that because of the lack of support offered by a one-on-one therapist, participants could not check their understanding of difficult concepts or points with someone and that this would impact their engagement:

*I was concerned that there wasn’t a section in which a participant could connect with a clinician if they wanted to either solve a problem that emerged from.*
Discussion

Overview

Although eHealth interventions offer a promising way to deliver psychological treatment content, dropout rates for this form of treatment administration may be higher than those for face-to-face therapy [19]. One potential contributing factor for this dropout is difficulty in the use of the app, particularly when the app is designed to be used in a self-guided fashion. In this study, we conducted a usability analysis of an eHealth intervention (BlueWatch) created using persuasive design principles to enhance user experience. Perceived usability data were obtained from end users, clinicians, and mental health researchers to evaluate potential differences in preferences and perceptions of the app.

Principal Findings

There was broad agreement across the 3 groups (end users, health care professionals, and researchers) that the BlueWatch app had an appealing visual layout and organization of content, was engaging for users, and offered evidence-based content that ensured a range of techniques to cater to end users who may prefer different approaches for the treatment of their depressive symptoms. The expert groups (researchers and mental health professionals) particularly liked the wide range of psychological intervention strategies available in the app, feeling that this would allow individuals with different treatment preferences to each find something that might work for them. This eclectic approach is broadly in keeping with recent depression apps, such as MyCompass, that have shown benefit in offering a suite of intervention strategies [38].

A key priority in BlueWatch’s design was to leverage self-monitoring of mood as a way to teach participants about their symptoms and to retain engagement in the app. Qualitative feedback from end users suggested that this feature had the desired effect. Participants reported that the mood monitoring surveys and associated graphical feedback were a reason to return to the app and that it increased self-awareness of how their mood fluctuated over time and in relation to use of the intervention content. These findings are consistent with prior research in which use of these app-based interventions promoted increased self-awareness [39,40] and that provision of feedback had positive effects on treatment outcomes [41,42]. Participants also liked that they could adjust the timing and frequency of these mood assessments and felt that the personalized feedback helped to remind them when to use the intervention content.

Given the self-guided nature of BlueWatch, it was not surprising that all groups made mention of the lack of therapist contact. Expert groups raised concern that lack of guidance meant it was unclear whether participants were using the content appropriately. Interviews with the user group did not indicate this to be a problem as they reported that the content was straightforward, they understood how to apply the techniques offered, and found the activities easy to digest. Nevertheless, 1 participant from the user group stated that he would like therapist contact in addition to the app because he saw this contact as an opportunity to discuss actual events in his life rather than relying on exemplars from the app to guide him through daily life circumstances. Contact with the therapist would also enable immediate feedback as he discussed any problems he wished to resolve. To overcome this limitation in BlueWatch’s current capabilities, this participant suggested a more interactive element to the journaling task, such that the app might provide feedback on any journal entries to bolster a feeling of connectedness that they might receive in face-to-face therapy.

Limitations

Several characteristics of the present sample may have impacted the results. Participants from the end-user group were invited to participate in the usability interviews if they were aged 18 to 25 years (a peak period for depression), met the diagnostic criteria for depression, and following completion of 12 weeks of use of BlueWatch. Researchers and clinicians were older and likely to have used the app for less time than the end-user group. Such differences may account for discrepancies in ratings and impressions of the app between the end-user and other 2 groups. Furthermore, participants from the end-user group were recruited after completing a 12-week intervention phase. It is possible that these individuals were more motivated and had a more positive experience of the app than those who dropped out of the study.

This study limited its evaluation to perceived usability, and hence, the obtained results are reliant on participants recognizing and conveying any issues they may have in completing app-related tasks. Although this is a common approach to usability testing [29] and the present semistructured interviews sought to evaluate key dimensions of usability, alternative approaches such as lab-based experimental studies [23,24] may offer further insights into whether participants use the app as intended. As a consequence, it remains possible that BlueWatch was positively rated by end users and yet was not used appropriately. Further evaluation across different methods of usability testing is warranted, and may consider including individuals with no prior exposure to the app as well as individuals who have used the app for some time.

Implications

Incorporation of researcher and clinician perspectives demonstrated potential contrast in app experiences relative to end users. The greater perceived ease of use among end users may be due to greater comfort and familiarity with apps in general among younger adults. In the case of researchers, this discrepancy reinforces the need for end-user usability testing to ensure that the proposed features of one’s app have the desired effect. In so far as clinicians and researchers are a mechanism for ensuring uptake of apps, the findings of this study suggest that their recommendations might benefit from exposure to end-user feedback as well as their own perceptions of the app.

Conclusions

Usability data from this study broadly supported the use of BlueWatch for treating depression, with particularly positive feedback received from the end-user group. Although
personalization of content through self-pacing, self-monitoring of symptoms, and feedback functions may not substitute for all the benefits of in-person therapist contact, these persuasive design features of BlueWatch appear to enhance engagement with the app’s intervention content. This study is part of a larger, ongoing trial of the efficacy of BlueWatch. Results of this evaluation will further illuminate user engagement and usage patterns for those in the intervention group and whether usage rates are associated with symptom reduction postintervention.
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Abstract

Background: To predict and prevent mental health crises, we must develop new approaches that can provide a dramatic advance in the effectiveness, timeliness, and scalability of our interventions. However, current methods of predicting mental health crises (e.g., clinical monitoring, screening) usually fail on most, if not all, of these criteria. Luckily for us, 77% of Americans carry with them an unprecedented opportunity to detect risk states and provide precise life-saving interventions. Smartphones present an opportunity to empower individuals to leverage the data they generate through their normal phone use to predict and prevent mental health crises.

Objective: To facilitate the collection of high-quality, passive mobile sensing data, we built the Effortless Assessment of Risk States (EARS) tool to enable the generation of predictive machine learning algorithms to solve previously intractable problems and identify risk states before they become crises.

Methods: The EARS tool captures multiple indices of a person’s social and affective behavior via their naturalistic use of a smartphone. Although other mobile data collection tools exist, the EARS tool places a unique emphasis on capturing the content as well as the form of social communication on the phone. Signals collected include facial expressions, acoustic vocal quality, natural language use, physical activity, music choice, and geographical location. Critically, the EARS tool collects these data passively, with almost no burden on the user. We programmed the EARS tool in Java for the Android mobile platform. In building the EARS tool, we concentrated on two main considerations: (1) privacy and encryption and (2) phone use impact.

Results: In a pilot study (N=24), participants tolerated the EARS tool well, reporting minimal burden. None of the participants who completed the study reported needing to use the provided battery packs. Current testing on a range of phones indicated that the tool consumed approximately 15% of the battery over a 16-hour period. Installation of the EARS tool caused minimal change in the user interface and user experience. Once installation is completed, the only difference the user notices is the custom keyboard.

Conclusions: The EARS tool offers an innovative approach to passive mobile sensing by emphasizing the centrality of a person’s social life to their well-being. We built the EARS tool to power cutting-edge research, with the ultimate goal of leveraging individual big data to empower people and enhance mental health.

(JMIR Ment Health 2018;5(3):e10334) doi:10.2196/10334
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Motivation

If health professionals cannot predict and prevent mental health crises, the field faces a crisis of its own. Although we have many evidence-based treatments, greater population-wide access to these treatments has thus far failed to yield significant reductions in the burden of mental health disorders [1-3]. This failure manifests, for example, in the meteoric rise of major depression in the World Health Organization’s rankings of conditions responsible for lost years of healthy life [4] and in the recent increase in suicide rates in some 50 World Health Organization member states, including an increase of 28% in the United States from 2000 to 2015 [5,6]. To predict and prevent mental health crises, we must develop new approaches that can provide a dramatic advance in the effectiveness, timeliness, and scalability of our interventions.

Intervening at critical moments in a person’s life—that is, during mental health crises, including times of risk for suicide, self-harm, psychotic breakdown, substance use relapse, and interpersonal loss—could dramatically enhance the effectiveness of mental health intervention. Even with the most extreme mental health crises, such as acute suicide risk, we find that the most effective interventions provide barriers to harmful behaviors at the critical moment of action. Take, for example, blister packaging on medications commonly used in suicide attempts. By placing a time-consuming, distracting barrier at just the right moment between a person and a suicide attempt, public health policy makers saved lives [7]. If we can improve the timeliness of our interventions, then even low-intensity interventions can have a major impact on improving health and saving lives [8]. Just-in-time adaptive interventions, delivered via mobile health apps and tailored to a person’s environment and internal state, headline a host of exciting developments in low-intensity, high-impact interventions [9].

Before we can take full advantage of these approaches, however, we face a critical challenge: prediction. It is one thing to recognize the tremendous power of precise timing for interventions, and it is quite another to possess the ability to identify the right time. Furthermore, as we face the challenge of predicting mental health crises, we must commit ourselves to meeting the highest standards of reliability, feasibility, scalability, and affordability. Given the large proportion of individuals experiencing mental health crises who do not receive treatment [10], prediction methods must reach those who are not in traditional mental health care. Current methods of predicting mental health crises (eg, clinical monitoring, screening) usually fail on most, if not all, of these criteria.

Luckily for us, 77% of Americans carry with them an unprecedented opportunity to detect risk states and provide precise life-saving interventions [11]. Smartphones enable the kind of access and insight into an individual’s behavior and mood that clinicians dream of. Packed with sensors and integral to many people’s lives, smartphones present an opportunity to empower individuals (and their clinicians, if individuals so choose) to leverage the data they generate every day through their normal phone use to predict and prevent mental health crises. This approach to data collection is called passive mobile sensing. Collecting high-quality, passive mobile sensing data will enable the generation of predictive machine learning algorithms to solve previously intractable problems and identify risk states before they become crises. To facilitate this goal, our team built the Effortless Assessment of Risk States (EARS) tool.

Justification

We designed the EARS tool to capture multiple indices of behavior through an individual’s normal phone use. We selected these indices based on findings that demonstrate their links to mental health states such as depression and suicidality. These indices include physical activity, geolocation, sleep, phone use duration, music choice, facial expressions, acoustic vocal quality, and natural language use.

Physical activity, geolocation, sleep, phone use duration, and music choice data convey information about how individuals interact with their environments. Physical activity has a rich history of positive outcomes for mental health, including a finding from the Netherlands Mental Health Survey and Incidence Study (N=7076) that showed a strong correlation between more exercise during leisure time and both a lower incidence of mood and anxiety disorders and a faster recovery when those disorders do strike [12]. Geolocation overlaps with physical activity in part, but it can also provide important insight into the quality of a person’s daily movement and the environments in which they are spending their time. Saeb and colleagues demonstrated the power of 3 discrete movement quality variables derived from smartphone global positioning system (GPS) data to predict depressive symptom severity [13]. Meanwhile, environmental factors indexed by GPS data, such as living in a city and being exposed to green areas, have consequences for social stress processing and long-term mental health outcomes [14,15]. Sleep provides another powerful signal to help us predict depression and suicidality. One of the most common prodromal features of depression, sleep disturbance (including delayed sleep onset, difficulty staying asleep, and early morning wakening), also relates significantly to suicidality [16,17]. While evidence suggests that phone use duration may affect depression and suicidality via sleep disturbance [18], we believe that phone use duration also deserves study in its own right. For example, Thomée and colleagues found that high phone use predicted higher depressive symptoms, but not sleep disturbance, in women 1 year later [19]. Finally, music choice may provide affective insight, as recent findings suggest that listeners choose music to satisfy emotional needs, especially during periods of negative mood [20].

In contrast with the variables described above, EARS collects other signals that directly reflect both the form and content of an individual’s interpersonal engagement. Facial expressions can convey useful information about an individual’s mood states, an especially core feature of clinical depression. For example, Girard and colleagues found that participants with elevated depressive symptoms expressed fewer smiles and more signifiers of disgust [21]. Capturing these indicators of mood in a person’s facial expressions has become much more efficient and
affordable in recent years with the advent of automated facial analysis [22].

While perhaps less intuitive than facial expression indicators, several aspects of acoustic vocal quality provide robust measures of depression and suicidality. These aspects include speech rate, vocal prosody, vowel space, and other machine learning-derived features [23-26]. Whereas acoustic voice quality ignores the semantic content of communication, natural language processing focuses on it. In addition to strong depression signals in written language in laboratory settings [27], accumulating evidence suggests that social media natural language content, especially expressions of anger and sadness, may identify suicidal individuals [28,29].

We are not the first research team to recognize the potential of passive mobile sensing to capture these behavioral indices. Numerous passive mobile sensing tools capture one or more of the variables described above. Table 1 [30-36] compares the 8 most feature-rich tools (Multimedia Appendix 1 compares the 12 most feature-rich tools [30-40]; for a broader survey of available tools, see the Wikipedia page “Mobile phone based sensing software” [41]).

Passive mobile sensing apps focus on sensor data (eg, GPS, accelerometer) and phone call and text messaging (short message service [SMS]) occurrence (eg, when calls and SMS happen, but not their contents). The EARS tool improves on these apps by adding several indices specifically relevant to interpersonal communication.

Table 1. A comparison of the most feature-rich, research-grade, passive mobile sensing apps.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Geolocation</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Accelerometer</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Bluetooth colocation</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Ambient light</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Ambient noise</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Charging time</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Screen-on time</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>App use</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Screen touch events</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>SMS® frequency</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>SMS transcripts</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Call frequency</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Browser history</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>In-call acoustic voice sample</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>All typed text</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Facial expressions</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Music choice</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Barometer</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Wearables</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Video diary</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Audio diary</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Ecological momentary assessmentf</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td>16</td>
<td>11</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

aEARS, AWARE, EmotionSense, Purple Robot, Beiwe, Funf, and RADAR-CNS are open source.
bEARS: Effortless Assessment of Risk States.
cRADAR-CNS: Remote Assessment of Disease and Relapse – Central Nervous System.
dAvailability of the feature is limited to Android versions Kit-Kat 4.4 and below.
eSMS: short message service.
fFeature is not passive (ie, requires active engagement from the user).
What the Effortless Assessment of Risk States Tool Does

The EARS tool captures multiple indices of a person’s social and affective behavior via their naturalistic use of a smartphone. As noted above, these indices include facial expressions, acoustic vocal quality, natural language use, physical activity, music choice, phone use duration, sleep, and geographical location. Critically, the EARS tool collects these data passively, with almost no burden on the user. For example, the EARS tool collects all language typed into the phone. These various data channels are encrypted and uploaded to a secure cloud server, then downloaded and decrypted in our laboratory. Preliminary analyses of these data are underway in our laboratory. Future iterations of the EARS tool will incorporate additional variables and automated analysis on the mobile device itself, which will facilitate both privacy and speed.

The first version of the EARS tool included four key features. A custom keyboard logged every nth word typed into the phone across all apps (n to be determined by the research team). A patch into the Google Fit application programming interface (Google Inc, Mountain View, CA, USA) collected physical activity data, including walking, running, biking, and car travel. A daily video diary used a persistent notification to prompt users to open the EARS app and record a 2-minute video of themselves talking about their day. While the video diary required active engagement of the user (similar to ecological momentary assessment), it provided a critical bridge in the early EARS tool while our team worked to develop passive means to capture facial expression and acoustic voice data. Each of the above data types (text entry, physical activity, and video diary) were tagged with the final data type of the first EARS tool: geolocation information. Since the Google Fit upload and video diary each occurred only once per day, the keyboard logger provided the richest source of geolocation data. Every time a user entered text into their phone, that text entry triggered a geotag. This approach to gathering geolocation data enabled us to avoid the battery drain of constant GPS data collection.

We piloted the first version of the EARS tool in the Effortless Assessment of Stressful Experiences (EASE) study (approved by the University of Oregon Institutional Review Board; protocol number 07212016.019). The EASE study employed an academic stress paradigm to test whether the EARS tool generates data that index stress. We recruited 24 undergraduate students over fall and winter terms of 2016 and 2017 via the Psychology and Linguistics Human Subjects Pool. We acquired informed consent (including descriptions of our double encryption and data storage procedure), then twice collected weeklong sets of passive mobile sensing data. We conducted the baseline assessment 3 to 7 weeks before the students’ first final examination (avoiding weeks when they had a midterm or other major project due) and the follow-up assessment during the week prior to the students’ last final examination. Self-report questionnaires of perceived stress and mental health symptoms were administered on the last day of each assessment and asked about symptoms over the past week. Participants tolerated the EARS tool well, reporting minimal burden. One individual declined participating in the study due to privacy concerns, and 1 individual declined due to dissatisfaction with the EARS keyboard. One participant dropped out due to privacy concerns, and 1 participant dropped out without explanation. None of the participants who completed the study reported needing to use the provided battery packs.

The current version of the EARS tool includes the four features of the original, plus several enhancements (see Figure 1 [42-51]). The first major enhancement is the addition of a “selfie scraper,” which is a pipeline that gathers all photos captured by the device’s camera and encrypts and uploads them to our laboratory. During the decryption process, facial recognition software scans the photos and retains only selfies of the participant, discarding all photos that do not include the user’s face or that include other faces. This feature enables us to collect facial expression data passively, bringing us a step closer to full passivity. Second, the current version takes another step closer to full passivity with the addition of passive voice collection. The EARS tool records through the device’s microphone (but not the earpiece) during phone calls, encrypts these recordings, then uploads them for acoustic voice quality analysis. The third important upgrade of the current version is the constant collection of inertial measurement unit data. These data power fine-grained analysis of physical activity and sleep, over and above what we can glean from Google Fit data. Fourth, paired with the inertial measurement unit data, the ability to sample ambient light via the phone’s sensors further enhances the EARS tool’s measurement of sleep. The fifth new feature monitors the notification center to capture what music the phone user listens to across various music apps. Sixth, we have added the automatic collection of 4 indices of phone use: SMS frequency, call frequency, screen-on time, and app use time.

The current version of the tool also facilitates integration with wearable technology and adds customization for research teams. To facilitate integration of wearable technology, the EARS tool includes a mechanism to collect raw data from wearable devices (eg, wrist wearables that measure actigraphy and heart rate). This improves efficiency of data collection and reduces the burden on the participant because it cuts out the step of signing in to each participant’s individual wearable account to download these data. Capturing raw wearable data may also yield physiological variables that are otherwise obscured by the preprocessing that occurs in standard wearable application programming interfaces. One such variable is respiratory sinus arrhythmia, a measure of parasympathetic nervous system activity that is associated with emotional and mental health states [52].

We hope to share the EARS tool with other research teams, and we recognize that different research questions will call for different passive mobile sensing variables. As such, we are making the EARS tool as modular as possible, so that teams seeking to test hypotheses related to, say, natural language use and selfies do not also have to collect geolocation and app use data. By using Android’s flavors functionality, teams can compile a version of EARS that includes the code only for variables of interest, which helps to optimize the tool for battery drain and prevent unnecessary collection of confidential data.
A person’s smartphone use over time generates what we call “individual big data.” Individual big data comprise time-intensive, detail-rich data streams that capture the trends and idiosyncrasies of a person’s existence. With the EARS tool, we seek to harness these individual big data to power innovation and insight. Our research team aims to detect risk states within participants by determining a person’s behavioral set point and analyzing their deviations around that set point. We see this goal as one of many possible applications of the EARS tool.

Effortless Assessment of Risk States Tool Engineering

We programmed the EARS tool in Java for the Android mobile platform (Google Inc). In building the EARS tool, we concentrated on two main considerations: (1) privacy and encryption, and (2) phone use impact. The EARS tool collects a massive amount of personal data, so ensuring that these data remain secure and cannot be used to identify users is of paramount concern. To achieve this, we have implemented a process to deidentify and encrypt the data.

To deidentify the data, the EARS tool uses the Android secure device identification (SSAID) to store and identify the data. The SSAID is accessible only when an Android user gives specific permission and is linked only to the hardware device, not a user or account name. We collect the SSAID and participant name at installation and store the SSAID key on non–cloud-based secure university servers. As a result, in the event of a breach of Amazon Web Services (AWS; Amazon.com, Inc, Seattle, WA, USA), there is no easy way for someone outside of our team to link the data with the name of the user who generated it. Obviously, this basic first step does not protect the actual content of the data. Therefore, we employ state-of-the-art encryption at multiple points in the pipeline.

After the sensors generate the data, the data are immediately encrypted by the EARS tool using 128-bit Advanced Encryption Standard (AES) encryption, a government standard endorsed by the US National Institute of Standards and Technology. On encryption, the unencrypted data are immediately deleted. When transmitting the data to AWS, the EARS tool uses a secure socket layer connection to the server, meaning that all data in transit are encrypted a second time using the industry standard for encrypting data travelling between networks. After transmission to the cloud, the EARS tool then deletes the encrypted data from the phone’s memory. On upload to AWS, the data are then also protected by Amazon’s server side encryption, which uses 256-bit AES encryption.

By encrypting the user data twice, once on the phone using our own encryption, and a second time on the AWS servers using Amazon’s, we can ensure that the data cannot be accessed at any time by anyone outside our team. This means that even Amazon does not have access to the unencrypted data, either by rogue employees or by government demands. We aimed to improve acceptability of the EARS tool for users by taking these steps to protect users’ data and allay privacy concerns.

We took another important step toward maximizing acceptability of the EARS tool by prioritizing phone use impact. The EARS tool runs in the background at all times. To minimize the impact on the user’s day-to-day experience, we have endeavored to make the EARS tool as lightweight as possible. First, the tool consumes around 30 MB of RAM. Most Android phones have between 2 and 4 GB of RAM, meaning the tool uses between 1% and 2% of memory. Second, the use of phone sensors can have a large impact on the battery life of a phone, as they draw relatively large amounts of power. To combat this, we have moved most cloud uploads to late at night when the phone is usually plugged in, and only when the device is connected to a Wi-Fi network. We also limit GPS readings to once every 5 minutes and, if possible, obtain location data from known Wi-Fi points, rather than connecting to a satellite. Current testing on a range of phones indicated that the tool consumes approximately 15% of the battery over a 16-hour period. Third, installation of the EARS tool causes minimal change in the user interface or user experience. Once installation is completed, the only difference the user will notice is the custom keyboard. With the exception of the optional video diary feature, everything else is collected in the background with no user interaction.
The EARS tool is hosted on GitHub (GitHub, Inc, San Francisco, CA, USA) on the University of Oregon, Center for Digital Mental Health’s page (GitHub username: C4DMH). It is licensed under the Apache 2.0 open source license, a permissive free software license that enables the free use, distribution, and modification of the EARS tool [53].

**Considerations**

We must temper our enthusiasm for the exciting possibilities associated with these new types of data with careful consideration of several challenges. First, EARS is currently implemented only on the Android platform. While Android boasts 2 billion users worldwide, some 700 million people use an iPhone [54]. In the interest of eliminating as many sample selection confounding variables as possible, we have begun adapting the EARS tool for the iOS operating system. Given that most app developers begin on one platform, then port their product over to the other, EARS for iOS should match the functionality of EARS for Android; however, variation in software and sensors will likely result in some differences between the versions. The 4.6 billion people on this planet who do not use an Android or iOS smartphone present a much more stubborn challenge. That most of these people live in low- or middle-income countries or in countries outside of Europe and North America gives us pause, as we consider the historical affluent- and white-centric approach of clinical psychology. The steady increase in smartphone adoption around the world will probably reduce the impact of this limitation, but we remain mindful that the EARS tool carries built-in socioeconomic and cultural limitations alongside its passive mobile sensing features.

Those passive mobile sensing features generate significant ethical concerns as well, principal among which are recruitment and enrollment methods and protecting participants’ data. These concerns loom large in mobile health because they reflect the most prominent way in which for-profit app developers exploit smartphone users: app developers bury unsavory content in terms-of-service agreements they know users are unlikely to read, often leveraging these to sell users’ data. Some users are aware of these practices and may greet research using the EARS tool with skepticism. However, in our pilot study, only 2 of 28 screened participants declined further participation or dropped out due to privacy concerns. Nevertheless, this issue warrants attention as we scale up our studies and incorporate more diverse populations. The critical task, we believe, is to carefully assess who is empowered by the data and to clearly convey our priorities and precautions to the user. We value the empowerment of the user (eg, to take better control of their mental health) over the empowerment of a commercial or government entity (eg, acquiring user data without any benefit to the user). We oppose practices that empower others at the expense of the user and uphold respect for the user’s autonomy by insisting on an opt-in model for all applications of the EARS tool. This means that we reject any protocol that employs autoenrollment in its recruitment approach, such as embedding EARS features into an update of an existing app or requiring members of a specific health plan to participate. To date, we have acquired informed consent in person. As we scale our studies up and out, however, we will need to acquire informed consent remotely. To that end, we are developing a feature in the EARS tool to administer and confirm a participant’s informed consent.

Once a participant has opted in, our duty to protect their confidentiality and anonymity grows exponentially. The EARS tool encrypts all data locally on the phone as soon as the user generates them. Those encrypted data arrive in our laboratory via AWS, a US Health Insurance Portability and Accountability Act-compliant commercial cloud service that provides state-of-the-art security in transit. On completion of or withdrawal from a study, a participant’s uninstallation of the EARS tool automatically deletes all encrypted EARS data still residing on the phone. As a critical next step to ensure data privacy as we expand this line of research, we aim to conduct processing and analysis locally, on the participant’s phone, as soon as possible. In our current protocol, during a study, a participant’s encrypted data exist in 3 locations: the phone, the AWS cloud, and our laboratory’s secure server. These 3 storage locations increase the risk to the participant. As phones become more powerful and our research generates optimized data analysis algorithms, we aim to limit participants’ exposure to risk of privacy breach by executing our protocols within the phones themselves. We will take the first step in that direction soon—recent advances in facial recognition and automatic expression analysis software should enable us to locate the selfie scraper entirely on the phone so that only deidentified output will travel via the cloud to our laboratory [55].

**Future Directions**

We have described in detail the data collection capabilities of the EARS tool. EARS data, however, are only as useful as the research questions they aim to answer. The next steps for our team include (1) testing the EARS tool with a large, representative sample to establish norms for each behavior, and (2) deploying the EARS tool in the next wave of an ongoing longitudinal study of adolescent girls. We are especially eager to collaborate with adolescent participants because they are digital natives, and we believe their data may be especially revealing. We aim to use the data from these 2 studies to determine which passive mobile sensing variables best predict mental health outcomes. As we discover the predictive power of each variable and the variables’ relationships with each other, we will optimize the data pipeline on the backend of the EARS tool to provide meaningful, manageable output for research teams.

Our team built this tool with the goal of predicting and preventing mental health crises such as suicide, but we believe that the EARS tool could serve many uses. The EARS tool could provide rich, observational data in efficacy and effectiveness studies in clinical psychology. It could also index general digital natives, and we believe their data may be especially revealing. We aim to use the data from these 2 studies to determine which passive mobile sensing variables best predict mental health outcomes. As we discover the predictive power of each variable and the variables’ relationships with each other, we will optimize the data pipeline on the backend of the EARS tool to provide meaningful, manageable output for research teams.

Our team built this tool with the goal of predicting and preventing mental health crises such as suicide, but we believe that the EARS tool could serve many uses. The EARS tool could provide rich, observational data in efficacy and effectiveness studies in clinical psychology. It could also index general digital natives, and we believe their data may be especially revealing. We aim to use the data from these 2 studies to determine which passive mobile sensing variables best predict mental health outcomes. As we discover the predictive power of each variable and the variables’ relationships with each other, we will optimize the data pipeline on the backend of the EARS tool to provide meaningful, manageable output for research teams.
be encouraged to share with their primary care provider. We imagine exciting applications for social and personality psychologists to test self-report and laboratory findings against unobtrusive, ecologically valid behavioral data. Developmental psychologists, especially those who study adolescence, may also find that the EARS tool provides particularly rich insights, given adolescents’ extensive use of mobile computing and their status as digital natives. These applications of the EARS tool depend on rigorous signal processing, exploratory analysis, hypothesis testing, and machine learning methods. The potential is huge, and the work calls for the creative contributions of researchers from myriad areas of study.

**Conclusion**

Engineers, mobile phone programmers, psychologists, and data scientists have done extraordinary work over the last decade, the sum of which could revolutionize mental health care. We believe that passive mobile sensing could be the catalyst of that revolution. The EARS tool offers an innovative approach to passive mobile sensing by emphasizing the centrality of a person’s social life to their well-being. We built the EARS tool to power cutting-edge research, with the ultimate goal of leveraging individual big data to empower people.
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Abstract

Background: Accurate measurement of treatment-related change is a key part of psychotherapy research and the investigation of treatment efficacy. For this reason, the ability to measure change with accurate and valid methods is critical for psychotherapy.

Objective: The aims of this study were to (1) explore the underlying characteristics of depressive symptom change, measured with the nine-item Patient Health Questionnaire (PHQ-9), following psychotherapy, and (2) compare the suitability of different ways to measure and interpret symptom change. A treatment sample of Web-based psychotherapy participants (n=1098) and a waitlist sample (n=96) were used to (1) explore the statistical characteristics of depressive symptom change, and (2) compare the suitability of two common types of change functions: linear and proportional change.

Methods: These objectives were explored using hypotheses that tested (1) the relationship between baseline symptoms and the rate of change, (2) the shape of symptom score distribution following treatment, and (3) measurement error associated with linear and proportional measurement models.

Results: Findings demonstrated that (1) individuals with severe depressive baseline symptoms had greater reductions in symptom scores than individuals with mild baseline symptoms (11.4 vs 3.7); however, as a percentage measurement, change remained similar across individuals with mild, moderate, or severe baseline symptoms (50%-55%); (2) positive skewness was observed in PHQ-9 score distributions following treatment; and (3) models that measured symptom change as a proportional function resulted in greater model fit and reduced measurement error (<30%).

Conclusions: This study suggests that symptom scales, sharing an implicit feature of score bounding, are associated with a proportional function of change. Selecting statistics that overlook this proportional change (eg, Cohen d) is problematic and leads to (1) artificially increased estimates of change with higher baseline symptoms, (2) increased measurement error, and (3) confounded estimates of treatment efficacy and clinical change. Implications, limitations, and idiosyncrasies from these results are discussed.

(JMIR Ment Health 2018;5(3):e10200) doi:10.2196/10200
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Introduction

Accurate measurement of treatment-related change is a key part of psychotherapy research [1-3] and the investigation of treatment efficacy [4-6]. For example, measurable change in symptoms of anxiety and depression is often used as the primary means to research and test the safety of emerging treatments [7]. Reporting symptom change in anxiety and depression has been shown to describe the clinical trajectory of participants in treatment [8], illustrate the cost-effectiveness of treatment [9], and compare treatments [10]. For this reason, the ability to measure change with accurate and valid methods is critical for psychotherapy [6,11].

Several statistical and clinical methods are employed to increase the validity and accuracy of change measurement in psychotherapy. The most common methodology in psychotherapy research is the combined use of standardized scales, such as standardized symptom scales of anxiety [12] or depression [1,13], and the use of statistical analyses, such as Cohen’s d effect sizes, that measure and interpret the rate of change in treatment [4-6]. Many types of standardized scales are available for measuring and interpreting change in treatment (eg, clinical interviews, measurement of behavior or quality of life [14]), and that change can be statistically estimated through various statistical methods [15]. However, from the wide range of possible methods for measuring treatment outcomes [16], the use of standardized scales, primarily symptom scales, in combination with effect sizes, primarily Cohen’s d, are the most influential. For example, symptom scales and effect sizes are used to evaluate treatment-related change and treatment efficacy within psychotherapy trials [17-19], epidemiological studies [20,21], meta-analytic studies of various treatments [22], and are even mandated within clinical guidelines for reporting in clinical trials, such as Consolidated Standards of Reporting Trials (CONSORT) [19], Transparent Reporting of Evaluations with Nonrandomized Designs (TREND) [23], Strengthening the Reporting of Observational studies in Epidemiology (STROBE) [24], and others [11].

Notwithstanding the common use of both symptom scales and effect sizes for measuring psychotherapeutic-related change, little research is currently available to verify or refute the use of different statistical methods for measuring and interpreting symptom change [25,26]. For example, the use of effect sizes, such as Cohen’s d, is based on statistical assumptions that change is linear. In technical terms, by employing effect sizes, researchers assume that the symptom change that follows treatment is average, constant, and representative of the average change experienced by any participating individual [18,27]. Put another way, if an average individual with moderate depressive symptoms prior to treatment, such as a score between 10 and 15 on the nine-item Patient Health Questionnaire (PHQ-9), would improve by 5 points on a symptom scale, an individual with severe baseline symptoms (eg, PHQ-9 score of 20-27) would be expected to demonstrate the same rate of improvement (eg, 5 points). Similarly, under the linear assumption, a group of participants with different baseline symptoms (eg, mild, moderate, or severe baseline symptoms) undergoing the same therapy would be expected to have similar effect sizes between groups (eg, 1.0). However, in contrast to the common use of statistics that assume change is linear, there are two lines of research to suggest that real-world symptom change may occur as a proportional function from baseline. First, psychological treatment studies often describe an increased rate of clinical change within samples of increased baseline symptom severity [20,28]. Second, common symptom scales, such as the PHQ-9 [29], the Generalized Anxiety Disorder seven-item scale (GAD-7) [30], and prominent others (eg, Kessler Psychological Distress scale) [31], often demonstrate an implicit design feature of score bounding at minimal symptoms. This bounding within symptom scales should theoretically imply that, under effective treatment, all individuals would reduce their symptoms down to the same endpoint of minimal levels [1,9] and that the rate of change would systematically depend on an individual’s symptoms at baseline [32,33].

From a statistical point of view, identifying the characteristics of symptom change, and employing a suitable statistical analysis that captures the underlying function of change, can fundamentally impact both the measurement and interpretation of clinical outcomes [15,34,35]. For example, under circumstances in which change is proportional in nature, the selection of a proportional statistical analysis can greatly increase the accuracy and validity of estimating longitudinal clinical change [34,35]; the detection of moderators of symptom change [36]; the classification of subgroups, such as remitters or nonresponders [37]; as well as the ability to research other objectives [38]. For this reason, the function of symptom change must be researched and more clearly understood. Such research could verify, refute, and draw out the implication for using well-established statistical methods (eg, effect sizes, linear statistics) and emerging alternatives (eg, percentage improvement, generalized linear statistics) for measuring and interpreting change in treatment. In addition, researching the function and characteristics of symptom change has the potential to inform researchers and the broader community about the type of change individuals in treatment are likely to experience.

This Study

This study aims to (1) explore the fundamental statistical characteristics of treatment-related depressive symptom change and (2) compare the implications from measuring and interpreting clinical change through effect sizes, such as Cohen’s d, against emerging alternatives, such as percentage improvement (proportional, generalized longitudinal linear statistics) [25,26].

This study employed a large sample of individuals (N=1098) who underwent Web-based psychotherapy (Internet-delivered cognitive behavioral therapy [ICBT]) for symptoms of depression (PHQ-9 [29]). Although Web-based psychotherapy represents a distinct type of psychotherapy, the use of Web-based treatments, which standardizes treatment materials and participant engagement through automatization, can be seen as an opportunity for researching symptom change with high internal validity and minimum methodological interference.

The statistical characteristics of symptom change were explored with three steps. Initially, the relationship between baseline symptoms and the rate of change was explored. In line with
previous clinical studies that suggest that more severely symptomatic participants demonstrate increased effect sizes [20,32], it was hypothesized that individuals with increased symptoms at baseline would also demonstrate increased rates of symptom change (hypothesis 1). Second, the shape of symptom score distribution before and following treatment were explored. In line with the suggestion that symptoms scores are bounded at minimal symptoms [29,30], the distributions of pretreatment and posttreatment depression symptom levels were hypothesized to show evidence of positive skewness and kurtosis at both pretreatment and posttreatment (hypothesis 2). Third, the measurement error associated with linear and proportional measurement models was compared. In line with the characterization of symptom change as proportional, it was hypothesized that those statistical methods that measure symptom change as a proportional function would be associated with reduced measurement error and indicate greater statistical fit to real symptom data in treatment (hypothesis 3). Finally, an additional effort was taken to explore the pattern of depressive symptom change within a control group (n=96). This addition was designed to explore the pattern of symptom change that is not specific to treatment.

Methods

The Sample

This study combined clinical data from three published randomized controlled trials, all of which evaluated ICBT for symptoms of depression and anxiety [39,40]. These interventions were almost identical in structure and therapeutic content. All trials were delivered using the same evidence-based online treatment approach [7] and were conducted within the same research clinic, the eCentreClinic [41]. A precautionary test, aiming to compare the symptom reduction rates between the individual trials, demonstrated similarities across all three interventions. Specifically, a generalized estimated equation (GEE) model [35], testing the longitudinal symptom change of each trial, resulted in slight differences in the estimates of symptom change across trials (PHQ-9 range 5.23-6.29 points); differences were not statistically significant (group × time: Wald $\chi^2_{2,2368}=5.0$, $P=.08$).

Together, these trials represent a large random intake of self-selecting adults into treatment over a period of 2 years with a total of 1262 adult participants, of whom 1098 (87.01%) were successfully assessed at both pretreatment and posttreatment time points. Additional information about recruitment, advertising, treatment materials, and additional treatment procedures can be found within additional eCentreClinic publications [7,41].

To be included in these trials, participants were selected on the basis of (1) demonstrating at least mild symptoms of depression or anxiety (a minimum score $\geq 5$ on either the PHQ-9 or the GAD-7), (2) older than 18 years and younger than 65 years, (3) being an Australian resident, and (4) having Internet access for the period of the trial. In addition, applicants who reported a score of 3 (considered severe) on item 9 of the PHQ-9 measuring suicidal risk, were referred to another service.

Additional demographic and symptom characteristics are shown in Table 1 for both the treatment and waitlist control conditions.

Table 1. Sample demographics (N=1194).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Collated treatment sample (n=1098)</th>
<th>Control sample (n=96)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (male), n (%)</td>
<td>330 (30.1)</td>
<td>51 (53.1)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.8 (14.2)</td>
<td>56.3 (13.0)</td>
</tr>
<tr>
<td>Using medication during the course, n (%)</td>
<td>351 (31.9)</td>
<td>51 (53.1)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>713 (64.9)</td>
<td>45 (46.9)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>636 (57.9)</td>
<td>49 (51.0)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>176 (16.0)</td>
<td>39 (40.6)</td>
</tr>
<tr>
<td>Vocational education</td>
<td>307 (27.9)</td>
<td>24 (25.0)</td>
</tr>
<tr>
<td>Degree</td>
<td>615 (56.0)</td>
<td>37 (38.5)</td>
</tr>
<tr>
<td>PHQ-9, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before treatment</td>
<td>11.73 (4.83)</td>
<td>10.95 (4.73)</td>
</tr>
<tr>
<td>following treatment</td>
<td>5.60 (4.58)</td>
<td>11.00 (5.04)</td>
</tr>
<tr>
<td>GAD-7, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before treatment</td>
<td>10.91 (4.53)</td>
<td>9.5 (4.53)</td>
</tr>
<tr>
<td>Following treatment</td>
<td>5.47 (4.35)</td>
<td>8.83 (4.67)</td>
</tr>
</tbody>
</table>

aPHQ-9: nine-item Patient Health Questionnaire..
bGAD-7: seven-item Generalized Anxiety Disorder scale.
**Symptom Measure**

The PHQ-9 was employed as the primary outcome variable, measuring the presence and severity of depressive symptoms [29]. The PHQ-9 is widely used in clinical trials [7,16], comprising nine items, with high internal consistency and high sensitivity to the presence and change of clinical depression diagnoses [29]. Scores on the PHQ-9 correspond to the cumulative experience of common depressive symptoms over the preceding 2-week period. Cumulative scores range from 0 to 27 and scores are clinically interpreted as falling within five categories: (1) no depression symptoms (total score: 0-4), (2) mild depression symptoms (total score: 5-9), (3) moderate depression symptoms (total score: 10-14), (4) moderately severe depression symptoms (total score: 15-19), and (5) very severe depression symptoms (total score: 20-27). Symptom scores were modified with a small constant added (0.001) to ensure that plausible values of zero symptoms at posttreatment were represented in the model when statistically modeling proportional functions, such as logarithmic link functions.

**Analytical Plan**

The function of symptom change was explored with three separate steps, corresponding to the three hypotheses.

The first hypothesis that individuals with increased symptoms at baseline would also demonstrate increased rates of symptom change was tested by examining the relationship between baseline symptoms and the rate of symptom change. Symptom change was examined within the five subgroups of individuals of different baseline PHQ-9 score bands (eg, minimal to no symptoms to very severe depression symptoms). Within each subgroup, the rate of change was approximated with GEE models, multilevel models [34], and raw means. These methods represent common longitudinal statistical methods in clinical trials [42]. The estimation of change through all three GEE, mixed models [44], compared between linear (additive) and generalized linear (proportional) models. Within all AIC, BIC, and QIC model fit statistics, generated using SAS 9.4 software. Specifically, this step compared model fit statistics and the remaining unexplained (residual) variance associated with each function of change. Both mixed models and GEE models were run initially as models that assume change was linear, represented through models that specified a normal scale of the dependent variable and an identity link function. Following this, alternative statistical models were compared, which specified a gamma scale and a log link function; representing models that assumed change was proportional. Generally, the gamma scale is considered a suitable method for data showing signs of skewness and multiplicative change function [15]; however, the selection of the gamma scale does not imply that alternative multiplicative statistical methods (eg, negative binomial scale, Poisson scale, or zero inflated models) would be less effective.

Formulas emphasizing the difference in statistical notation between the multiplicative model (Equations 1.1-1.2) and the linear model (Equations 1.3-1.5) are presented in Figure 1. With more formal statistical notation, the multiplicative effect within the log link model is created when the intercept, \( \beta_0 \), or baseline symptoms, is multiplied by the treatment effect, \( \beta_{ij} \), the estimate of exponential change following treatment (Equations 1.6-1.8 in Figure 1).

The suitability of either model type was evaluated through model fit statistics, generated using SAS 9.4 software. Specifically, the quasi-likelihood under the independence model criterion (QIC) statistic [43] for GEE models, and Akaike information criterion (AIC) and Bayesian information criterion (BIC) for mixed effects models [44], compared between linear (additive) and generalized linear (proportional) models. Within all AIC, BIC, and QIC model fit estimates, relatively lower scores imply overall reduced variance, and overall increase measurement accuracy.
**In addition to model fit statistics, the measurement error associated with the assumption that symptom change was either a fixed average score, or a percentage improvement score, was compared. In this step, measurement error was created for each participant by comparing the predicted posttreatment score under each change assumption (e.g., PHQ-9 change of 5 points or 50% from baseline) against a known participant outcome score at posttreatment. The difference between the expected symptom outcome and actual treatment outcome effectively represents measurement error under the two change assumptions, akin to residual scores and measurement error variance. The pattern of residuals created under either assumption of symptom change was explored in two ways. First, the total quantity of error variance under each function was compared. Second, measurement residuals were graphically explored under each function of symptom change by comparing the increase or decrease of residuals for individuals with different baseline symptom score.**

**Results**

In the first step (operationalizing the first hypothesis that individuals with increased symptoms at baseline would also demonstrate increased rates of symptom change), the relationship between baseline symptom severity and the quantity of symptom change was explored graphically. **Figure 2**, illustrating PHQ-9 change as a linear function, and **Figure 3**, illustrating PHQ-9 change as a proportional change from baseline, both demonstrate the symptom change on the y-axis within each of the PHQ-9 baseline symptom bands (x-axis). In addition, the symptom change observed within the waitlist condition is included as a dotted trend line, illustrating the trend of nonspecific change in symptoms within each bands of symptom severity at baseline.

**Figure 2** illustrates an increased rate of symptom change that was associated closely with increased baseline symptoms. In **Figure 2**, individuals with severe baseline symptoms were observed to reduce by as much as threefold compared to individuals with mild baseline symptoms (11.4 vs 3.7, respectively). In addition, participants with severe symptoms in the control group demonstrated a sizable reduction in symptoms even when treatment was not applied. This nonspecific symptom-related change was pronounced to the extent that individuals with severe baseline symptoms in the control group demonstrated higher symptom reduction than individuals with moderate symptoms in treatment (7 points vs 6 points, respectively). That is, as a linear effect, the nonspecific symptom change within the control condition was larger than the treatment-related symptom change of individuals with moderate symptoms.

**Figure 3** illustrates the proportional percentage change of symptoms within each of the mild, moderate, moderately severe, and severe subgroups. The figure illustrates that as a proportional change, an average treatment-related change of 50% to 55% was observed across all subgroups of individuals who started with at least mild symptoms at baseline. Of note, the rate of proportional improvement in treatment (50%-55%) was greater than the nonspecific change experienced by individuals with severe baseline symptoms in the waitlist conditions (35%). That is, the measurement of change as a percentage change resulted in a clearer differentiation of treatment-specific and nonspecific change.
**Figure 2.** Measurement of mean treatment-related PHQ-9 symptom change per initial pretreatment symptom severity band; whiskers represent 95% CIs. Symptom change observed under control conditions indicated by a solid trend line.

**Figure 3.** Measurement of mean treatment-related PHQ-9 symptom change as a proportional pattern of remission (52%); per initial pretreatment symptom severity; whiskers represent 95% CIs. Symptom change observed under control conditions indicated by a solid trend line.
Table 2 includes the numerical descriptions of change for both the treatment and control conditions. Table 2 also includes effect sizes that were calculated within the treatment group as a whole and the effect size demonstrated by individuals in the mild, moderate, moderately severe, and severe bands of baseline symptoms. Individuals with mild depressive symptoms showed smaller effects (1.59) compared to individuals with more severe symptoms (3.9).

In a second step, the second hypothesis that distributions of pretreatment and posttreatment depression symptom levels would show evidence of positive skewness and kurtosis was operationalized with an exploration of the distribution of pretreatment and posttreatment symptom scores. Figure 4 illustrates the distribution of PHQ-9 symptom scores, both before and following treatment. These histograms illustrate a slight positive skewness of scores at pretreatment, with fewer individuals presenting within the severely symptomatic band as compared to the mild and moderate bands. In contrast, at posttreatment, increasing positive skewness was observed, where most individuals who reduced their symptoms became concentrated within the mild to minimal symptom ranges. The numerical estimates of the skewness are collated in Table 3.

Taken together, both numerically and graphically, the distributions of symptom scores demonstrated significant positive skewness that increased at posttreatment.

Table 2. Rates of change of nine-item Patient Health Questionnaire (PHQ-9) scores associated with linear and proportional change functions; estimates per initial baseline symptom subgroups.

<table>
<thead>
<tr>
<th>PHQ-9 and change functions</th>
<th>Initial symptom severity</th>
<th>Moderate (n=381)</th>
<th>Moderately severe (n=244)</th>
<th>Severe (n=56)</th>
<th>Total (n=442)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed PHQ-9, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>11.41 (4.79)</td>
<td>12.07 (1.40)</td>
<td>16.67 (1.41)</td>
<td>20.86 (0.84)</td>
<td>11.41 (4.79)</td>
</tr>
<tr>
<td>Posttreatment</td>
<td>5.59 (4.57)</td>
<td>5.81 (3.92)</td>
<td>8.07 (5.41)</td>
<td>9.45 (4.99)</td>
<td>5.59 (4.57)</td>
</tr>
<tr>
<td>GEE*a (95% CI)b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additive change estimate</td>
<td>2.22 (2.61)</td>
<td>3.71 (3.3)</td>
<td>5.81 (3.92)</td>
<td>8.07 (5.41)</td>
<td>9.45 (4.99)</td>
</tr>
<tr>
<td>Percent proportional change</td>
<td>21% (–1 to 39)</td>
<td>50% (45 to 54)</td>
<td>52% (48 to 56)</td>
<td>55% (48 to 61)</td>
<td>52 (50 to 54)</td>
</tr>
<tr>
<td>Effect size, Cohen d (95% CI)</td>
<td>0.32 (0.01 to 0.63)</td>
<td>1.59 (1.43 to 1.74)</td>
<td>2.34 (2.19 to 2.49)</td>
<td>2.54 (2.33 to 2.74)</td>
<td>3.90 (3.45 to 4.36)</td>
</tr>
<tr>
<td>Control group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change*c (95% CI)b</td>
<td>–2 (–27 to –1.24)</td>
<td>–0.1 (–0.76 to 0.53)</td>
<td>0.29 (–0.68 to 1.28)</td>
<td>0.48 (–1.01 to 1.15)</td>
<td>7.37 (5.14 to 9.51)</td>
</tr>
<tr>
<td>Percent proportional change</td>
<td>–61 (–78 to –44)</td>
<td>–4 (–12 to 5)</td>
<td>1 (–6 to 9)</td>
<td>0 (–10 to 10)</td>
<td>34 (8 to 60)</td>
</tr>
</tbody>
</table>

*aGEE: generalized estimated equation.

bConfidence intervals based on modeled marginal means.

cControl group change is nonspecific effect.

In a third step, the third hypothesis that statistical methods measuring symptom change as a proportional function would be associated with reduced measurement error and indicate greater statistical fit to real symptom data in treatment was operationalized, seeking to explore the model fit of the linear and the multiplicative statistical models of symptom change. Table 4 collates the goodness-of-fit statistics from models that specified either a proportional or linear function of change.

In Table 4, models that specified a proportional function of symptom change demonstrated a several-fold improvement in the model fit statistics within both the GEE and mixed models, including reduced QIC statistics, reduced AIC, and reduced BIC estimates. Table 4 also collated the measurement error associated with the prediction that change occurred as a linear change of six points, or as a percentage improvement (52% reduction from baseline). A notable reduction in the total estimate of PHQ-9 error variance was evident when a proportional function of change was assumed (\(\sigma^2=16.716\) vs \(\sigma^2=24.122\)). This result demonstrated that by characterizing change as a proportional function, the measurement error and remaining unknown individual variation reduced by more than 30%.
Figure 4. Dispersion of symptom scores (nine-item Patient Health Questionnaire, PHQ-9) at pretreatment (in light bars) and posttreatment scores (in dark bars). The dotted trend lines are indicative of the shape of each distribution.

Table 3. Symptom score distributions statistics

<table>
<thead>
<tr>
<th>Sample and time point</th>
<th>Skewness (SE)</th>
<th>Baseline symptoms, mean (SD)</th>
<th>Effect size, Cohen $d$ (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment sample (n=1098)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>0.271 (0.071)$^a$</td>
<td>11.73 (4.83)</td>
<td>1.27 (1.21 to 1.34)</td>
</tr>
<tr>
<td>Posttreatment</td>
<td>1.359 (0.076)$^a$</td>
<td>5.60 (4.58)</td>
<td></td>
</tr>
<tr>
<td>Control sample depression (n=96)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>0.178 (0.109)</td>
<td>10.91 (4.53)</td>
<td></td>
</tr>
<tr>
<td>Posttreatment</td>
<td>0.228 (0.109)</td>
<td>11.00 (5.04)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Statistical significance beyond .05 alpha on a Shapiro-Wilk test for distribution normality; significance is indicative that normal distribution is not supported within the observed sample.

Table 4. Model fit statistics and dispersion of model residuals for the treatment sample (n=1098). Model fit criterion was derived from SAS software, version 9.3.

<table>
<thead>
<tr>
<th>Method of change specified</th>
<th>QIC$^a,b$ (GEE$^c$ model)</th>
<th>AIC$^{d,b}$ (Mixed)</th>
<th>BIC$^{d,b}$ (Mixed)</th>
<th>Total variance (PHQ-9 $\sigma^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear (normal scale)</td>
<td>52457.6</td>
<td>14059.8</td>
<td>14071.3</td>
<td>16.716</td>
</tr>
<tr>
<td>Proportional (gamma scale)</td>
<td>2020.5</td>
<td>4041.8</td>
<td>4053.3</td>
<td>24.122</td>
</tr>
</tbody>
</table>

$^a$QIC: quasilikelihood under the independence model criterion.

$^b$Confidence intervals based on the multiplicative longitudinal GEE model specified in the analytical plan.

$^c$GEE: generalized estimated equation.

$^d$AIC: Akaike information criterion.

$^e$BIC: Bayesian information criterion.
The measurement error associated with either assumption that change was linear (6 points) or proportional (52%) were graphically explored. Figure 5 illustrates the residual error (y-axis) across individuals who started treatment with different baseline symptoms (x-axis). In the figure, individuals with mild and severe baseline symptoms can be observed to substantially underestimate or overestimate the rate of symptom change when linear change (6 points) was predicted. In contrast, when change was predicted to be proportional (52%), baseline symptoms no longer associated with the rate measurement error. Further, under the proportional assumption, the predicted symptom outcome could be accurately predicted within a single point across individuals with different baselines (marked with dots horizontal lines). In contrast, under the linear assumption, the prediction of symptom outcome become systematically erroneous with baseline severity (a range of up to 16 points between mild and severe).

**Discussion**

This study aimed to investigate the statistical characteristic of symptom change in treatment and compare different ways to measure and interpret symptom change. Using a Web-based psychotherapy sample (n=1098), as well as a waitlist control condition (n=96), the statistical characterization of depressive symptom change (PHQ-9) was explored in three steps, corresponding to three proposed hypotheses.

Testing of the first hypothesis demonstrated support for the characterization of symptom change as a proportional function through a clear association between symptom severity at baseline and the rate of change. In contrast, as a proportional estimate of change, individuals in treatment demonstrated a consistent rate of proportional symptom change within all subgroups with mild, moderate, moderately severe, and severe baseline symptom (50%-55%). Critically, the dependency between symptom change and baseline symptom severity was also observed in the waitlist condition, with mild and severe participants changing proportionally in their symptoms even when treatment was not applied. Testing of the second and third hypotheses also illustrated support for the characterization of symptom change as proportional function, with symptom score distributions presenting with positive skewness, particularly following treatment (H2). Similarly, increased model fit, and reduced measurement error was observed when the treatment sample was statistically modeled with an underlying proportional function of change (H3). The analyses within this study are novel in that they characterize the function of depressive symptom change and compare different statistical methods for measuring and interpreting symptom change within treatment as well as nontreatment conditions. The findings suggest that common psychotherapy symptom scales (eg, PHQ-9) are impacted by a feature of natural bounding at minimal symptoms, which is the suspected culprit for the resulting (1) nonnormal distributions at posttreatment,
To address these limitations, statistical replication is needed across different symptom scales and treatment models. Specifically, the characterization of symptom change must be observed within other psychotherapy treatment models before more generalizable comments can be made about symptom change and measurement. Future similar studies seeking to characterize and compare symptom change and measurement models could determine to what extent the proportional change pattern generalizes as a measurement principle, across different treatment models and across different symptom scales. In addition, future studies seeking to research this pattern of change could also attempt to compile a meta-analytical characterization of proportional and linear change across different scales and treatment models.

Further, it is important to consider that measurement and interpretation of symptom change as a proportional function is at odds with the widely accepted use of linear statistics in psychotherapy. From one point of view, linear statistics, such as Cohen $d$, are successful as an established measurement standard that can be used to compare change estimates between trials and across clinical instruments [2]. This use of effect sizes has resulted in both enormous amounts of aggregated evidence about the effects of psychotherapy [22] and, for this reason, it is understandable clinical researchers would continue to use this standard for measuring and interpreting symptom change. However, should symptom change occur as a proportional function, the measurement and interpretation of treatment-related change would substantially improve by matching appropriate statistical analysis to the characteristics of the function of symptom change [15,45,46]. A possible solution to this dilemma would be to report both the effect size and percentage estimates of change side by side. In this way, the change that occurs in treatment can be more accurately reported, evaluated, and compared between trials.

Finally, this study does not weigh whether the change rate of 50% to 55% could be evaluated as the same treatment-related effect across individuals with severe or mild baseline symptoms. For example, a symptom reduction demonstrated by individuals with severe baseline symptoms could be interpreted as a more substantive clinical effect than an equivalent symptom reduction achieved with individuals with mild or moderate symptoms [47]. To address these limitations, additional research into the experience of individuals in treatment could determine whether individuals with different baseline symptoms consider the proportional remission pattern an equally satisfactory treatment standard that can be used to compare change estimates between trials and across clinical instruments [2].

To address these limitations, statistical replication is needed across different symptom scales and treatment models. Specifically, the characterization of symptom change must be observed within other psychotherapy treatment models before more generalizable comments can be made about symptom change and measurement. Future similar studies seeking to characterize and compare symptom change and measurement models could determine to what extent the proportional change pattern generalizes as a measurement principle, across different treatment models and across different symptom scales. In addition, future studies seeking to research this pattern of change could also attempt to compile a meta-analytical characterization of proportional and linear change across different scales and treatment models.

In summary, this study aimed to explore the underlying pattern of symptom change and compare different methods for measuring and interpreting depressive symptom change that follows treatment (Web-based psychotherapy). This study has combined evidence of increased rate of change with increased...
baseline symptoms (hypothesis 1), score distributions that become increasingly skewed following treatment (hypothesis 2), and increased measurement accuracy achieved by statistical methods that assume change is proportional (hypothesis 3) to suggest that the fundamental function of symptom change is proportional. The promise of matching these characteristics of proportional symptom change to a suitable statistical analysis is important for all (1) statistical modeling and the prediction of treatment effects, (2) an improved ability to differentiate treatment and nonspecific symptom change, as well as for (3) determining an estimate of treatment-related change that will not sway with increased baseline symptoms. Replication of these preliminary findings are essential within additional depressive symptom scales, other types of psychological conditions, and across different treatment modalities.
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Abstract

Background: Recent years have seen an increase in the use of internet-based cognitive behavioral therapy in the area of mental health. Although lower effectiveness and higher dropout rates of unguided than those of guided internet-based cognitive behavioral therapy remain critical issues, not incurring ongoing human clinical resources makes it highly advantageous.

Objective: Current research in psychotherapy, which acknowledges the importance of therapeutic alliance, aims to evaluate the feasibility and acceptability, in terms of mental health, of an application that is embodied with a conversational agent. This application was enabled for use as an internet-based cognitive behavioral therapy preventative mental health measure.

Methods: Analysis of the data from the 191 participants of the experimental group with a mean age of 38.07 (SD 10.75) years and the 263 participants of the control group with a mean age of 38.05 (SD 13.45) years using a 2-way factorial analysis of variance (group × time) was performed.

Results: There was a significant main effect (P=.02) and interaction for time on the variable of positive mental health (P=.02), and for the treatment group, a significant simple main effect was also found (P=.002). In addition, there was a significant main effect (P=.02) and interaction for time on the variable of negative mental health (P=.005), and for the treatment group, a significant simple main effect was also found (P=.001).

Conclusions: This research can be seen to represent a certain level of evidence for the mental health application developed herein, indicating empirically that internet-based cognitive behavioral therapy with the embodied conversational agent can be used in mental health care. In the pilot trial, given the issues related to feasibility and acceptability, it is necessary to pursue higher quality evidence while continuing to further improve the application, based on the findings of the current research.

(JMIR Ment Health 2018;5(3):e10454) doi:10.2196/10454
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Introduction

Current State of Mental Health Care Utilizing Information and Communication Technologies, and its Significance

In the current era, the use of biological, psychological, and social models [1] to understand and support mental health issues is common, and of these, cognitive behavioral therapy (CBT) is one of the major means of providing psychological understanding and support. Owing to its confirmed efficacy across a range of mental health care-related fields, from changing daily habits to specialist interventions for mental illness, CBT has become a psychological approach used worldwide and has been delivered in various forms to date, including face-to-face, group therapy, and books (refer to Westbrook, Kennerley, and Kirk [2]). Meanwhile, there has long been a problem with patients not visiting a clinician or not discussing their concerns, even when there is a mental health issue, and research into the service gap, that is, the difference between the need for and uptake of mental health services, has been ongoing [3]. Underlying this is the dual problem of support providers and practitioners being unable to reach those in need of services, as well as that of service users being unable to access services. The former involves issues of privacy and cost concerning service provision, while the latter deals with the stigma surrounding psychiatry and mental illness, as well as preferences regarding methods of accessing support.

In recent years, internet-based CBT (ICBT) and computerized CBT have increasingly been used as a means to fill the service gap and resolve various problems related to mental health, such as bipolar disorder [4,5], anxiety disorder [6], depression [7], treatment adherence [8], and common mental health problems [9]. According to reviews published by Andersson [10,11], therapist-guided ICBT is standard, and while its efficacy in the three characteristic areas of depression, anxiety, and physical symptoms has been shown to be almost equivalent to that of face-to-face CBT, the issues of lower efficacy and higher dropout rates of unguided ICBT than those of guided ICBT have been raised. In 2016, in a systematic review of depression-related self-help smartphone apps by Huguet et al [12], it became apparent that there are no suitable, evidenced-based CBT and behavioral activation (BA) apps, that is, no unguided ICBT apps are available, despite the large societal demand for and number of apps available.

Potential of Mental Health Care With an Embodied Conversational Agent

However, given that service provision cost was one of the factors motivating the original use of ICBT, unguided ICBT is a very attractive option because ongoing human clinical resources are unnecessary. When considered in terms of underlying clinical issues, the therapeutic alliance issue could conceivably underlie the problem of ICBT’s low efficacy and high dropout rate. The therapeutic alliance has been considered an integral element in not just face-to-face CBT, but in all forms of psychotherapy, in terms of its role as a common factor in the efficacy of treatment [13]. The therapeutic alliance, as formed in unguided ICBT, is noted to be lacking in terms of elements of “development” and “maintenance” [14]. As such, artificial intelligence (AI) technology, especially embodied conversational agent (ECA), is conceivable as an effective means of using technology to overcome the paucity of therapeutic alliance-developing elements in unguided ICBT. In fact, its efficacy in reducing symptoms of depression has been reported by Fitzpatrick et al [15] in their research, utilizing a completely automated text-based response agent based on CBT principles. By offering pseudo-dialog experiences of freestyle dialog with the agent, the therapist-role agent in particular allows for the development of the therapeutic alliance even in unguided ICBT, and thus could contribute to increased efficacy and reduced dropout rates.

ECAs are electronic agents that have some type of embodiment and communicate messages to users [16]. ECAs are associated with the popular term “chatbot.” Usage of agent-based technology for mental health care is still in its infancy. According to a scoping review for ECA applications in clinical psychology, more than half of their studies were focused on autism-related treatments and most applications were still under development and pilot phases [17]. Furthermore, there were other applications related to detecting and preventing suicidal behavior [18], changing of stigmatizing attitudes [19], and mental health interview [20]. Moreover, for psychological interventions, certain famous mental health chatbots existed such as “Woebot” [21] and “Tess” [22]. Historically, virtual affective agents were utilized in serious games for health care [23]. However, most of these are limited to narrow contexts and do not enable complex natural-language interactions [23]. Thus, currently, there is insufficient information regarding the combined use of an ECA that is capable of text-based interactions with traditional ICBT and its efficacy.

Against this background, the current research involved an evaluation of the feasibility and acceptability, in terms of mental health, of an app with an ECA that is capable of text-based freestyle dialog enabled for use in ICBT preventative mental health. In doing so, the investigation was conducted using a nonrandomized comparison study, in light of research reporting the general ineffectiveness and high dropout rate of unguided ICBT [10,11], as well as the current general lack of awareness regarding agent use in ICBT. While nonrandomized prospective studies (NPSs), such as a nonrandomized comparison study, are inferior to randomized comparison studies in terms of quality of evidence, they offer benefits such as significant low risk of discontinuation [24] and also allow the most economic use of resources. Moreover, in accordance with the aims of preventative mental health measures, positive and negative mental health effects indices were used as general mental health indicators.

Methods

Unguided Internet-Based Cognitive Behavioral Therapy Method

We use the “SABORI” as an ICBT application, which is a self-care application developed by the Laboratory of third author (The University of Tokyo), based on CBT and BA principles, for the purpose of preventing mental health issues. It is a Web-based unguided ICBT application available for use on a
smartphone, tablet, or computer browsers for company employees, university students, and housewives. SABORI users engage in self-monitoring by answering questions about changes in their daily mood and physical condition, subsequently receiving feedback and behavioral suggestions relevant to their responses. All user interactions in answering questions were only for the user to choose options; text-based interaction was not available. Improving one’s own mental health state thus becomes intentional, through the promotion of self-monitoring and behavioral activation [25]. In this work, we improved and upgraded the interactive contents on the SABORI application to achieve better adherence. The two major reasons are as follows. First, the structure of SABORI was suited to adding a conversation-style dialog capability, because of the format of a user answering questions of the agent in the application. Second, since results from the preliminary study without a control group suggested improvement in mood due to behavioral activation for the depression group from one month of use [25], it was considered that addition of a freestyle dialog capability would be unlikely to adversely affect users. In this study, we upgraded SABORI by adding an agent-based freestyle dialog capability to the behavior suggestion section of SABORI and investigated its psychological effects. Multimedia Appendices 1 and 2 show screenshots of examples of freestyle dialog during monitoring and behavioral suggestions.

Development of the Conversation-Style Dialog Capability on the Internet-Based Cognitive Behavioral Therapy Application

First, the authors sought and gained ethics approval from our University Ethics Review Committee for the entire research plan, including this study. The majority of the development and implementation was conducted by two university lecturers specializing in clinical psychology, one information engineering specialist, and two specialists from a dialog system development company. The dialog system used in this research is an AI technology system, which includes multi-agent system as an AI engine, constructed from numerous agents with individual dictionaries or rules defined for each domain. The basic structure of conversation is that first the agent asks the user a behavior suggestion-related question and then responds to the user’s input, and following this sequence, it transitions naturally to SABORI’s existing behavior suggestion (Multimedia Appendices 1 and 2). The ontology for the system to classify user input and the creation of the behavior-related questions were constructed from September to December 2016. Basic knowledge for conversation was also collected from internet (eg, Wikipedia).

Human-in-the-Loop Improvement of the Freestyle Dialog Feature

In March 2017, a preliminary study was conducted to test and improve the freestyle dialog capability. The freestyle dialog capability was revised to form natural conversation patterns by having 10 clinical psychology students use it for one-month, allowing it to learn vocabulary and phrases not initially predicted and by altering the system’s behavior suggestion method. In addition, during this period, 1162 cases of user input were gathered, and the system’s response success rate was 66.52% at this stage. Moreover, the response success rate was determined as the total number of input cases excluding those that it was unable to respond to.

Furthermore, in the preliminary study, when the behavioral suggestion was provided using the user’s unadulterated input, the uniqueness of the pattern was conspicuous to continuing users, and while the system was aware of this, from the user’s perspective, it appeared that no change had occurred, thus creating the impression in many users that the system was unaware. Therefore, in consideration of the differences between the system’s awareness rates and the user’s perceived system awareness rates, official names were used where possible, and responses were changed to emphasize awareness of natural conversation.

Procedure and Participants

In June 2017, the services of an internet research company were engaged, for the recruitment of predicted ICBT application users, while being mindful to find almost equal numbers of company employees, university students, and housewives. The selection process is outlined in Figure 1. A total of 10,963 individuals were sent recruitment notices explaining, “SABORI is a self-monitoring service based on CBT, which is recognized for its high efficacy in mental health care,” along with materials outlining the application and were asked to choose between “I would like to use it” and “I would not like to use it.” Of these, 2668 individuals remained after removing the 8295 individuals who did not wish to use the application. Following this, explanatory sessions were offered over two days to explain the rules of use during the current month-long research study, namely the condition of using the application more than once every two days, totaling over 15 days of use. After removing 2109 individuals who were unable to participate, the remaining 559 individuals formed the experimental sample for the current research. After the one-month usage period, of the 427 responses from the poststudy questionnaire, it was revealed that 191 participants in the experimental group complied with the rule stipulating more than 15 days of use (46 male office workers, 34 female office workers, 13 male university students, 13 female university students, and 85 housewives; mean age 38.04 [SD 10.75] years). A total of 236 individuals used the application for less than 15 days. In addition, the 2109 individuals who were unable to participate in the one-month usage period were designated as the control group, and responses were closed when almost equivalent numbers of poststudy questionnaire responses were received, forming a control group of 263 individuals (51 male office workers, 53 female office workers, 26 male university students, 40 female university students, and 93 housewives; mean age 38.05 [SD 13.45] years). Moreover, members of the treatment group were paid the equivalent of US $4 worth of points from the internet research company for their participation. As a result, in response to the 6067 cases of user input accumulated during the study, the system’s response success rate significantly improved to 92.93%.
Measures
The following measures were used to determine the mental health of the participants. Furthermore, a total of 48 scale items unrelated to the aims of the study, including items not mentioned here, were removed.

World Health Organization-Five Well-Being Index (WHO-5-J)
For this study, we utilized the Japanese version of the World Health Organization-Five Well-Being Index (WHO-5-J), which was developed by the World Health Organization; released by Psychiatric Research Unit, Psychiatric Center North Zealand [26]; and translated by Awata et al [27]. According to WHO-5’s systematic reviews, it can be used as an outcome measure that balanced the wanted and unwanted effects of treatments; moreover, the index has been successfully applied across a wide range of study fields [28]. It is a one-factor scale which measures positive mental health, which is related to physical aspects that uses a 5-item, 6-point Likert scale. The reliability and validity of the Japanese version was confirmed by Awata et al [27]. It was employed as an evaluative index that utilized total scores, referring to participants’ mental health over the past two weeks.

Kessler 10 (K10), Japanese Version
To measure the negative mental health, Kessler et al [29] created a one-factor scale related to physical aspects that used ratings of 10 items on a 5-point Likert scale. K10 has often been employed as an appropriate scale for measuring psychological distress in the Japanese population [30,31]. The reliability and validity of the Japanese version was confirmed by Furukawa et al [32]. It was employed as an effect index that utilized total scores of the past two weeks.

Behavioral Activation for Depression Scale (BADS), Japanese Version
A scale developed by Kanter et al [33] was used, which measured four factors: “Activation” (BADS-AC), “Avoidance/Rumination” (BADS-AR), “Work/School Impairment” (BADS-WS), and “Social Impairment” (BADS-SI) for over 25 items that were rated on a 7-point Likert scale. The scale is designed to evaluate functional impairment, avoidance, and activation in behavioral activation. BADS had a high validity in both a nondepressed sample [33] and in samples that had elevated depressive symptoms [34]. The Japanese version’s reliability and validity was confirmed by Takagaki et al [35]. This version was employed as an effect index of activation (BADS-AC) for over 7 items, as well as avoidance/rumination (BADS-AR) over 8 items, for which total scores were utilized for each subscale that referred to the past two weeks. To support behavioral activation based on daily mood and physical condition, we improved the SABORI application and hypothesized that conversation-style free dialog promoted behavioral activation and reduced avoidance.
Results

Effect Index Descriptive Statistics
Table 1 details descriptive statistics for both groups’ pre- and posttreatment scores.

Results of a Two-Factor Analysis of Variance (Group × Time)
A two-factor mixed model analysis of variance (ANOVA) was conducted to investigate differences for each effect index, group (treatment and control), and time (pre- and posttreatment) according to each scale (Table 2 and Figures 2-5). Moreover, error bars indicate a 95% confidence interval for the mean.

The two-way ANOVA (group and time independent variables) results indicated that SABORI had an effect on two variables: positive and negative mental health. The WHO-5 results indicated a significant main effect and interaction for time, \( F_{1,452} = 5.79, \ P = .02; \ F_{1,452} = 5.47, \ P = .02 \), respectively. After investigating the simple main effect of time for each level of the groups, a significant simple main effect was found for the treatment group, \( F_{1,452} = 9.71, \ P = .002 \). On the K10, there was a significant main and interaction effects for time, \( F_{1,452} = 5.43, \ P = .02; \ F_{1,452} = 8.11, \ P = .005 \), respectively. Again, after investigating the simple main effect of time for each level of the groups, a significant simple main effect was found for the treatment group, \( F_{1,452} = 11.57, \ P = .001 \). Importantly, the two-way ANOVA (independent variables: group × time) found a significant trend for behavioral activation, suggesting the potential for a certain degree of effectiveness. The BADS-AC results indicated that there was a significant main effect for time, \( F_{1,452} = 2.75, \ P = .098 \). Investigation of the simple main effect of time for group each level indicated a significant simple main effect trend in the treatment group, \( F_{1,452} = 3.53, \ P = .06 \). Neither a significant main nor interaction effects were found on the BADS-AR.


<table>
<thead>
<tr>
<th>Measures</th>
<th>Control</th>
<th>Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Cronbach alpha</td>
</tr>
<tr>
<td><strong>WHO-5-J</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest</td>
<td>15.64 (5.53)</td>
<td>.91</td>
</tr>
<tr>
<td>Posttest</td>
<td>15.65 (5.35)</td>
<td>.91</td>
</tr>
<tr>
<td><strong>K10</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest</td>
<td>23.76 (9.97)</td>
<td>.95</td>
</tr>
<tr>
<td>Posttest</td>
<td>23.97 (9.89)</td>
<td>.95</td>
</tr>
<tr>
<td><strong>BADS-AC</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest</td>
<td>15.67 (8.27)</td>
<td>.89</td>
</tr>
<tr>
<td>Posttest</td>
<td>15.84 (8.66)</td>
<td>.84</td>
</tr>
<tr>
<td><strong>BADS-AR</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest</td>
<td>17.71 (8.75)</td>
<td>.91</td>
</tr>
<tr>
<td>Posttest</td>
<td>18.35 (9.36)</td>
<td>.88</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Measure</th>
<th>Main effect</th>
<th>Interaction effect</th>
<th>Simple main effect (partial ( \eta^2 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Group</td>
<td>Time × group</td>
</tr>
<tr>
<td><strong>WHO-5-J</strong></td>
<td>5.79</td>
<td>0.02</td>
<td>5.47</td>
</tr>
<tr>
<td><strong>K10</strong></td>
<td>5.43</td>
<td>2.52</td>
<td>8.11</td>
</tr>
<tr>
<td><strong>BADS-AC</strong></td>
<td>2.75</td>
<td>1.45</td>
<td>1.66</td>
</tr>
<tr>
<td><strong>BADS-AR</strong></td>
<td>0.00</td>
<td>0.40</td>
<td>2.39</td>
</tr>
</tbody>
</table>

\( a \)WHO-5-J: WHO-Five Well-Being Index.  
\( b \)K10: Kessler 10.  
\( c \)BADS-AC: Behavioral Activation for Depression Scale—Activation.  
\( d \)BADS-AR: Behavioral Activation for Depression Scale—Avoidance/Rumination.
Figure 2. Change in the World Health Organization-Five Well-Being Index.

Figure 3. Change in Kessler 10.
Discussion

Positive and Negative Effects on Mental Health

Accordingly, this can be seen as evidence suggesting the preliminary efficacy of the agent-based conversation-style mental health self-care application, SABORI, across a wide range of areas, due to the indicated effects on both positive and negative mental health. Furthermore, research into the preliminary efficacy of the version of SABORI without the conversation-style dialog feature [25] found that it improved negative mental health for depression only, whereas the current research indicated that the new version of SABORI application with an ECA is effective beyond just depression, acting across a wide range of areas, including preventive mental health measures. The addition of the agent-based dialog feature potentially affected the strengthening of the therapeutic alliance between the system and the user. But there is a need for further detailed research into the factors underlying the effect, as well as the component factors of the therapeutic alliance when utilizing agent. Agent, especially the ECA, is a technology that has the potential to vastly change traditional mental health support measures, through its use as an alternative to face-to-face interviews. The study’s results are of major significance to future development because they suggest it may be possible to add an ECA to unguided ICBT, which was traditionally criticized on grounds of low effectiveness and a paucity of evidence. Nevertheless, in light of the still inadequate efficacy level, we must continue to seek ways to increase efficacy by linking to educational psychology content and delivering optimal individualization of the dialog-based behavior suggestion feature, along with further improvement of knowledge-base of ECA with the data collected in this study. Furthermore, the ECA in the SABORI focused on texts and pictures, which can also have audio and visual features. For example, connecting SABORI with a smart speaker could improve usability and enhance outcomes.
Efficacy Regarding Behavioral Activation, Avoidance, and Rumination

One possible reason for the weakness of the behavioral activation effect was the one-month usage time frame of the current research. Although the new version of SABORI offers behavioral suggestions through the dialog feature based on current circumstances, these function as a catalyst at most, and the intent is that, with continued usage, the user will become able to undertake behavioral activation. However, it is conceivable that the one-month time frame is too short for voluntary behavioral activation to occur, so the effect never extends further than carrying out the behavioral suggestions. Future research will need to investigate how behavioral activation changes over a longer period of time, based on monthly use.

In addition, no effect was found for behavioral activation related factors of avoidance and rumination. There are two possible reasons for this. First, similar to behavioral activation, the one-month time frame may have been too short to elicit a behavioral change, revealing the necessity for a further longer-term study. Second, it is conceivable that the use of healthy participants may have contributed to this outcome. Since the newly developed SABORI is intended for use as a mental health preventative measure, it has no particular audience limitations. Therefore, it is possible that any effect could not be adequately measured in a healthy cohort, given that behavioral activation treatment is primarily intended as a treatment for depression, and the BADS used in the current research as an effect index also contains many items relating to depression. Consequently, it is hoped that the efficacy of the ICBT application with an ECA will be even more comprehensively examined by conducting research utilizing effect indices that are more suitable in terms of mental health preventative measures intended for a healthy cohort.

Limitations

This study was a pilot trial for assessing feasibility and acceptability, and the results suggested that this version of SABORI is promising for preventive mental health; however, there are certain limitations. First, it is impossible to conclude that the ECA enhances therapeutic alliance; thus, further research is required to evaluate the therapeutic alliance between users and agents in the SABORI. The second limitation is related to the research design. This study does not show the exact influence on the result related to SABORI’s efficacy. We compared only the control group and the experimental group in which users were instructed to use the SABORI. Because the SABORI consisted of ICBT and ECA, only the experimental group was required to clarify the ECA’s efficacy. Furthermore, because the current study involved only a nonrandomized comparison, it is undeniably inferior in terms of the evidence quality compared to evidence from randomized comparison research. Consequently, using the results of this study, it was necessary to pursue a higher level of evidence by conducting a randomized comparison study and adding different participant groups. Third, the study did not deal with a clinical population; therefore, it is impossible to conclude that the SABORI is useful for such populations. Thus, further research focused on a clinical population is necessary.

Conclusions

The current research provides evidence regarding feasibility and acceptability in mental health care delivered by the SABORI, a self-care application utilizing AI technology, especially agent technology. To date, unguided ICBT has failed to garner attention, being considered ineffective with high dropout rates [10,11]. However, current research has revealed that it is possible to use ECA to compensate for clinical failures of ICBT such as the impoverished therapeutic alliance. If the technological development of conversational agent continues to progress, it could be possible to form a therapeutic alliance with agent to rival that found in face-to-face therapy. The utilization of agent technology is anticipated to vastly change the traditional, mainstream delivery of mental health services and could be an innovation that holds the secret to filling the service gap [3]. Moreover, it is expected to contribute greatly to clinical practice and be increasingly utilized in the area of mental health care.
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Screenshot of the behavioral suggestion dialog.
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Abstract

Background: Research in psychology has shown that the way a person walks reflects that person’s current mood (or emotional state). Recent studies have used mobile phones to detect emotional states from movement data.

Objective: The objective of our study was to investigate the use of movement sensor data from a smart watch to infer an individual’s emotional state. We present our findings of a user study with 50 participants.

Methods: The experimental design is a mixed-design study: within-subjects (emotions: happy, sad, and neutral) and between-subjects (stimulus type: audiovisual “movie clips” and audio “music clips”). Each participant experienced both emotions in a single stimulus type. All participants walked 250 m while wearing a smart watch on one wrist and a heart rate monitor strap on the chest. They also had to answer a short questionnaire (20 items; Positive Affect and Negative Affect Schedule, PANAS) before and after experiencing each emotion. The data obtained from the heart rate monitor served as supplementary information to our data. We performed time series analysis on data from the smart watch and a t test on questionnaire items to measure the change in emotional state. Heart rate data was analyzed using one-way analysis of variance. We extracted features from the time series using sliding windows and used features to train and validate classifiers that determined an individual’s emotion.

Results: Overall, 50 young adults participated in our study; of them, 49 were included for the affective PANAS questionnaire and 44 for the feature extraction and building of personal models. Participants reported feeling less negative affect after watching sad videos or after listening to sad music, P<.006. For the task of emotion recognition using classifiers, our results showed that personal models outperformed personal baselines and achieved median accuracies higher than 78% for all conditions of the design study for binary classification of happiness versus sadness.

Conclusions: Our findings show that we are able to detect changes in the emotional state as well as in behavioral responses with data obtained from the smartwatch. Together with high accuracies achieved across all users for classification of happy versus sad emotional states, this is further evidence for the hypothesis that movement sensor data can be used for emotion recognition.
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Introduction

Our emotional state is often expressed in a variety of means, such as face, voice, body posture, and walking gait [1,2]. Many studies are conducted in strict laboratory settings, which may impede the overall ecological validity of the findings. Having a strong ecological validity is important because emotional expression or display in any modality is not entirely dependent on conscious action or function. Instead, emotional expressions are essentially a response to a particular affective stimulus or experience, and this response might be reduced in a laboratory as a result of social desirability.

Speech, video, and physiological data have been analyzed to determine the emotional state of a person [3,4], but these analyses usually rely on recordings obtained in laboratory environments with limited ecological validity. To formulate theoretical models of emotions and affective health that take into account the richness of everyday life, we need to measure affective states unobtrusively. Mobile phones include sensors, such as accelerometers, that have the potential to be sensitive to changes in people’s affective states and thus could provide rich and accessible information in this respect; for example, we know that the way we walk reflects whether we feel happy or sad [2]. This paper analyzes movement sensor data recorded via a smart watch in relation to changes in emotions.

Prior work on emotion detection from mobile phone data includes analysis of typing behavior on a mobile phone [5,6] and mobile phone usage [7,8]. The EmotionSense system performed emotion detection directly on mobile phones via analysis of speech with additional sensors collecting information about the user and the environment [9]. However, there are some indications that movement sensor data collected by mobile phones could be a viable solution for inferring emotion, as opposed to inferring movement or physical activities. Cui et al attempted to record participants’ movements with mobile phones strapped to their ankles and wrists, thus impairing ecological validity [10]. Happiness and anger were elicited with video stimuli, and emotional state classifiers were trained with accelerometer data [10]. Zhang et al also focused on happiness and anger, but they recorded movement data with smart bracelets [11]. Accuracies in detecting these emotions ranged from 60% to 91.3% across all subjects using 10-fold cross-validation [11].

These cases have motivated further research on tracking and analysis of sensor data from mobile phones and wearables with the goal of monitoring and intervening for patients suffering from mental illnesses or substance abuse [12,13]. Further validation is needed for the hypothesis that movement sensor data can be used to recognize emotional states. Movement data are of particular interest because accelerometers and gyroscopes are standard sensors in mobile phones, wearables, and fitness trackers. Movement data collection is unobtrusive, and it requires no user input [14], which gives us reliable data in the real world without the possibility of having social desirability responses.

Toward the end, we make the following contributions. First, we conducted a mixed-design study, as seen in Figure 1, with 50 participants to test two types of stimuli, audiovisual and audio, for eliciting emotional responses from participants. Participants wore a smart watch on the wrist and a heart rate strap on the chest. The heart rate strap was included to supplement data collected from Positive Affect and Negative Affect Schedule (PANAS) scores [15]. After or while watching emotional stimuli, participants walked, and the process was repeated three times, for each of the following emotions: happy, neutral, and sad. We extracted features from sensor data and built classifiers (personal models) that recognized the emotional state of the user. Our results show that personal models outperformed personal baselines and achieved median accuracies higher than 78% for all conditions of the design study for binary classification of happiness versus sadness. This paper is an extended version of preliminary findings published [16].
Figure 1. Mixed-design study with three conditions. The three conditions were used to determine the stimulus that would better induce the target emotional states on participants. PANAS: Positive Affect and Negative Affect Schedule.
Methods

Participants
In total, 50 young adults participated in this study (43 females; mean age 23.18 [SD 4.87] years). All participants were recruited in a university campus (North-West UK) via announcements on notice boards and by word of mouth. Each participant was given £7 for participation. None of the participants reported any vision or hearing difficulties and could walk unassisted.

Ethics Approval
We obtained ethical approval from Sunway University Ethics Board (SUREC 2016/05) and had it validated by Lancaster University to conduct both validation and the actual main study experiment.

Materials
The study included the following two types of stimuli: a) audiovisual and b) audio.

Audiovisual
Audiovisual clips were selected from commercial movies with the potential of being perceived as having emotional meaning (ie, sadness and happiness) and able to elicit emotional responses. Commercial movies were selected from Gross and Levenson [17], Bartollini [18], Schaefer et al [19], and from 5 young adults (4 females; mean age 21.50 years). Another 5 participants (3 females; mean age 22.80 [SD 1.30] years) were asked to identify each of these clips in terms of the emotion they felt while watching, and the intensity of the emotion they felt using a 0-to-10 Likert scale (0: hardly; 10: very much likely). They were also asked if they had watched that movie before. On average, only one participant had seen that movie before. Participants reported that they felt the emotion intended for all clips (100% accuracy) and the intensity experienced ranged between 5.0 to 6.5 for happy and sad clips, respectively. Table 1 includes the movie clips used in our study.

Audio
For audio stimuli, pieces of classical music known to elicit happy, sad, and emotionally neutral states were chosen [20]. Table 2 includes selected clips.

Procedure
All participants were presented with happy, sad, and neutral stimuli. A third of the participants (n=18) were presented with audiovisual stimuli (ie, videos), whereas the other participants (n=32) were presented with audio stimuli (ie, classical music). Half the participants (n=16), who were assigned to audio stimuli, listened to them prior to walking, whereas the other half (n=16) listened to stimuli while they were walking. Eighteen participants (n=18) who were assigned to watch emotional videos watched them prior to walking. Assignment to each condition was random. To counter possible order effects, half the participants were presented with sad stimuli first, whereas the other half were presented with happy stimuli first. Each participant was tested individually, and the task took approximately 20 minutes to complete. All data was collected between 17:00 and 19:00 h to account for peak foot traffic.

Table 1. Movies used to induce happy and sad emotions.

<table>
<thead>
<tr>
<th>Emotion and movie</th>
<th>Scene</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Happy</strong></td>
<td></td>
</tr>
<tr>
<td>10 Things I Hate About You (1999)</td>
<td>Patrick serenades Katarina in stadium</td>
</tr>
<tr>
<td>When Harry Met Sally (1989)</td>
<td>Discussion of orgasms in cafe</td>
</tr>
<tr>
<td>There's Something about Mary (1998)</td>
<td>Mary hair gel scene</td>
</tr>
<tr>
<td>Monty Python (1975)</td>
<td>Black Knight fights King Arthur</td>
</tr>
<tr>
<td>Modern Times (1936)</td>
<td>Factory worker in assembly line</td>
</tr>
<tr>
<td>Love Actually (2003)</td>
<td>Arrival halls scene in Heathrow airport</td>
</tr>
<tr>
<td>Wall-E (2008)</td>
<td>EVA kisses Wall-E</td>
</tr>
<tr>
<td>Benny &amp; Joon (1993)</td>
<td>Sam roll dance in diner</td>
</tr>
<tr>
<td><strong>Sad</strong></td>
<td></td>
</tr>
<tr>
<td>Interstellar (2014)</td>
<td>Cooper watches video messages sent by his children</td>
</tr>
<tr>
<td>Click (2006)</td>
<td>Michael rewinds his past to recall not saying goodbye to his father</td>
</tr>
<tr>
<td>Hachi (2009)</td>
<td>Hachiko waits at the train station</td>
</tr>
<tr>
<td>Shawshank Redemption (1994)</td>
<td>Death of Brooks</td>
</tr>
<tr>
<td>Saving Private Ryan (1998)</td>
<td>Mother is informed of the deaths of all of Private Ryan’s brothers</td>
</tr>
<tr>
<td>Marley &amp; Me (2008)</td>
<td>Marley is euthanized in the veterinarian clinic</td>
</tr>
<tr>
<td>The Champ (1979)</td>
<td>Boy cries at father’s death</td>
</tr>
<tr>
<td>My Girl (1991)</td>
<td>Thomas’s funeral</td>
</tr>
</tbody>
</table>
Table 2. Musical pieces used to induce happy and sad emotions and neutral ones.

<table>
<thead>
<tr>
<th>Emotion and piece</th>
<th>Composer</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Happy</strong></td>
<td></td>
</tr>
<tr>
<td><em>Carmen</em>: “Chanson du Toreador”</td>
<td>Bizet</td>
</tr>
<tr>
<td>“Allegro”—<em>A Little Night Music</em></td>
<td>Mozart</td>
</tr>
<tr>
<td>“Rondo Allegro”—<em>A Little Night Music</em></td>
<td>Mozart</td>
</tr>
<tr>
<td>“Blue Danube”</td>
<td>Strauss</td>
</tr>
<tr>
<td>“Radetzky March”</td>
<td>Strauss</td>
</tr>
<tr>
<td><strong>Sad</strong></td>
<td></td>
</tr>
<tr>
<td><em>Adagio in Sol Minor</em></td>
<td>Albinoni</td>
</tr>
<tr>
<td>“Kol Nidrei”</td>
<td>Bruch</td>
</tr>
<tr>
<td>“Solveig’s song”—<em>Peer Gynt</em></td>
<td>Grieg</td>
</tr>
<tr>
<td><em>Concierto de Aranjuez</em></td>
<td>Rodrigo</td>
</tr>
<tr>
<td><em>Suite for violin &amp; orchestra in A minor</em></td>
<td>Sinding</td>
</tr>
<tr>
<td><strong>Neutral</strong></td>
<td></td>
</tr>
<tr>
<td>“L’oiseau prophète”</td>
<td>Schumann</td>
</tr>
<tr>
<td>“Au Clair de lune”</td>
<td>Beethoven</td>
</tr>
<tr>
<td>“Clair de lune”</td>
<td>Debussy</td>
</tr>
<tr>
<td><em>Symphony no. 2 in C minor</em></td>
<td>Mahler</td>
</tr>
<tr>
<td><em>La Traviata</em></td>
<td>Verdi</td>
</tr>
<tr>
<td><em>Pictures at an Exhibition</em></td>
<td>Mussorgsky</td>
</tr>
<tr>
<td>“Water Music Suite: 5. Passepied”</td>
<td>Handel</td>
</tr>
<tr>
<td>“Violin Romance no. 2 in F major”</td>
<td>Beethoven</td>
</tr>
<tr>
<td>“Water Music”—minuet</td>
<td>Handel</td>
</tr>
<tr>
<td><em>The Planets</em> —“Venus”</td>
<td>Holst</td>
</tr>
</tbody>
</table>

The three conditions of the mixed-design study are presented in Figure 1 and are as follows: Condition 1—watching the movie clip prior to walking; Condition 2—listening to the music prior to walking; and Condition 3—listening to the music while walking.

Each participant was first greeted by the experimenter at one end of the corridor and was helped to put on various items. First, the participant had the heart rate sensor (Polar H7) strapped snugly around the chest. The corresponding watch (Polar M400) was strapped onto the experimenter’s wrist. The watch was set to the “other indoor” sport profile. Second, the participant strapped a smart watch (Samsung Gear 2) on the left wrist. Participants wore sensors for the entire duration of the experiment. The smart watch included a triaxial accelerometer and a triaxial gyroscope. The sampling rate of the smart watch is advertised as 25 Hz, but our results show that the actual sampling rate on average was 23.8 Hz. For the smart watch, we developed a Tizen app that recorded accelerometer and gyroscope sensor data.

Participants rated their current mood state using PANAS [21] on a 7-inch tablet. PANAS contains 10 adjectives for positive (eg, joy) and 10 adjectives for negative feelings (eg, anxiety). Scores can range from 10 to 50 with higher scores representing higher levels of affect. The heart rate sensor was used in the study to supplement data collected from PANAS scores [15].

For Conditions 1 and 2, in which the stimulus presentation occurred before walking, participants wore a pair of headphones to listen or watch the assigned stimuli (eg, sad music or happy movie) while at the start of a walking route. At the end of the stimulus, the participant walked to the end of the route and back to the starting point. Participants were reminded not to make any stops in between. The route was represented by a 250 m S-shaped corridor located on the ground floor of a university building. The experimenter discreetly followed the participant at a 125 m distance to observe the behavior and to ensure that heart rate monitoring was captured by the watch. Upon return, participants rated their mood using the same PANAS scales.

Because of the initial mood induction, we always had a neutral condition between happy and sad conditions to allow return to the baseline calm state. For all participants, the neutral stimulus was classical music for the audio type or a movie with classical music playing in the background and depicting an everyday scene. The same procedure above, rating their initial mood using PANAS, watching or listening to a stimulus, walking along the corridor and back, and rating their mood, was applied to the neutral and second emotion.
In Condition 3, which included listening while walking, the procedure was similar as above, except that the participant was listening to the assigned music while walking, and participants reported PANAS scores after walking.

**Feature Extraction**

During the experiment, the experimenter recorded the time each participant started and stopped walking. These times were used to identify sensor data that corresponded to the actual walking time. We discarded sensor data when participants were briefed and when participants watched or listened to the stimulus prior to walking.

The walking times were labeled according to the corresponding emotional stimulus presented before walking; for example, if the participant viewed a movie clip known to induce happiness, all of the features extracted from the subsequent walking data were labeled as happy. These labels were used to train classifiers for the recognition of happiness versus sadness. We present classifier results for the two-class problem of detecting happy versus sad emotions and for the three-class problem of detecting happy versus sad versus neutral emotions.

We first filtered raw accelerometer data with a mean filter (window=3). Features were extracted from sliding windows with a size of one second (24 samples) with 50% overlap. Our feature extraction approach is similar to that used for activity recognition from mobile phone accelerometer data [22,23], that is, each window is treated as an independent sample (feature vector). We address neighborhood bias when building models from accelerometer sliding windows in the results section [24].

For each window of the triaxial accelerometer and triaxial gyroscope data, we extracted 17 features [23]: (1) mean, (2) SD, (3) maximum, (4) minimum, (5) energy, (6) kurtosis, (7) skewness, (8) root mean square, (9) root sum square, (10) sum, (11) sum of absolute values, (12) mean of absolute values, (13) range, (14) median, (15) upper quartile, (16) lower quartile, and (17) median absolute deviation. These 17 features were extracted from each of the 3 axes of the accelerometer data and each of the 3 axes of the gyroscope data, resulting in 102 features. We also calculated the angle between the signal mean (within a window) and the x-axis, y-axis, and z-axis (3 features); SD of signal magnitude (one feature); and the heart rate (one feature) for a total of 107 features for the feature vector of a window. Unless stated otherwise, we used all 107 features for classification. However, we do explore classification performance based on features corresponding to certain sensors: accelerometer, gyroscope, and heart rate; accelerometer and heart rate; and accelerometer.

We divided data by condition and built personal models with features extracted from each window [25]. In personal models, training and testing data come from a single user. In our case, we built 44 personal models (data from 6 participants were discarded because of missing data and other recording errors) with each model evaluated using stratified 10-fold cross-validation that was repeated 10 times. For each participant, we obtained a mean of 403.29 (55.62) samples labeled as happy, 403.67 (51.46) samples labeled as sad, and 402.93 (50.24) samples labeled as neutral. Of the 44 personal models built, 16 were from Condition 1 (watch movie and then walk), 14 were from Condition 2 (listen to music and then walk), and 14 were from Condition 3 (listen to music and then walk).

We compared random forest models, with 100 estimators and logistic regression, with 1.2 regularization and a baseline classifier that picked the majority class as the prediction. The python scikit-learn library was used for training and testing these classifiers. Because the number of samples labeled as happy versus sad for each participant was approximately the same, the baseline classifier predicted each window as happy versus sad with about a 50% probability (ie, all samples for user i were classified as happy, resulting in about 50% accuracy). For binary classification of happy versus sad, we use the accuracy, the F1 score, and the area under the receiver operating characteristic curve (ROC AUC) to assess classification performance. For multiclass classification of happy versus sad versus neutral, we use the accuracy and the F1 score.

**Results**

**Ecological Validity Checks**

When asked about their experience in using a smart gadget, most participants were familiar and comfortable with the smart watch but not with the Polar heart rate monitor. They did not notice anything unusual about the study that might have influenced their walking gait and behavioral response.

**Behavioral Response to Stimuli (Positive Affect and Negative Affect Schedule Outcomes)**

We analyzed PANAS responses for all conditions on the happy versus sad stimuli. One participant’s data was excluded for being incomplete, thus leaving 49 for analyses (15 for Condition 1, 18 for Condition 2, and 16 for Condition 3). We first reviewed normality and found that data was normally distributed for Conditions 1 and 2 but not for Condition 3 (visual histograms were skewed and Shapiro-Wilk P<.01). See Multimedia Appendix 1 for PANAS scores for each emotion.

**Condition 1: Watch Movie and Then Walk**

Participants reported a reduced negative affect after watching a sad movie clip (mean 14.94 [SD 6.79]) compared with that before watching it (mean 19.00 [SD 7.20], t16=3.16, P=.006). There was no significant difference for the positive affect for the sad movie (t16=.08, P=.94) and for both affects with respect to the other two emotions (happiness and neutral), all P values were >.10.

**Condition 2: Listen to Music and Then Walk**

For sad music, participants reported an increased positive effect after the walk (mean 24.00 [SD 5.33]) compared with that before watching (mean 20.31 [SD 5.79], t15=2.96, P=.01) and reduced negative affect after (mean 11.69 [SD 3.34]) compared with that before watching (mean 13.63, [SD 5.12], t15=2.78, P=.014). Participants reported reduced positive affect after listening to happy music (mean 26.38 [SD 6.96]) compared with that before watching (mean 29.56 [SD 5.17], t14=2.62, P=.02), but no significant difference for negative affect (t15=1.60, P=.13). There
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was no significant difference for neutral music for both affects, both $P$ values were >.76.

**Condition 3: Listen to Music While Walking**

Participants reported an increased negative affect while walking and listening to happy music (mean 13.31 [SD 4.88]) compared with neutral (mean 15.00 [SD 5.44]) music ($Z=2.64$, $P=.08$). No other significant differences were observed, all $P$ values were >.13.

**Heart Rate**

We planned to verify data obtained from PANAS and determine whether our participants experienced accelerated or decelerated heart rate as a result of emotional stimuli [15]. From the 50 participants, we had some data loss due to technical faults (n=9; 3 from Condition 1, 3 from Condition 2, and 3 from Condition 3), leaving us with data obtained from 41 participants. We first reviewed descriptive statistics and found that data was normally distributed. A one-way between-subjects analysis of variance was conducted to compare the effect of emotion (happy, sad, and neutral) on participants’ heart rates. We did not find any significant effect of emotion on their heart rate for the 3 conditions ($F_{2,120}=0.13$, $P=.88$; see Table 3 for means and SD).

**Emotion Recognition**

**Happy Versus Sad**

Figure 2 illustrates 3 boxplot sets, one for each condition, showing distribution of accuracies for the personal model of each participant. For all 3 conditions, both random forest model and logistic regression outperformed the baseline with accuracies in the range 62%-99%. Condition 1 (movie) and Condition 3 (music while walking) resulted in the highest classification accuracies with median accuracies over 82%.

**Table 3.** Mean heart rate and SD in brackets for all 3 emotions.

<table>
<thead>
<tr>
<th>Emotions</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happy</td>
<td>104.43 (14.55)</td>
</tr>
<tr>
<td>Sad</td>
<td>91.68 (16.31)</td>
</tr>
<tr>
<td>Neutral</td>
<td>105.77 (14.50)</td>
</tr>
</tbody>
</table>

**Figure 2.** Boxplot of classification accuracies for participants divided by conditions. Algorithms tested were baseline (pick majority), random forests, and logistic regression. Outliers are indicated by +. The highest classification accuracies were achieved with Condition 1 (movie) and Condition 3 (music while walking). For all conditions, the models achieved accuracies greater than 78% for over half the users. RF: random forest.
## Table 4. Average user lift and average personal model accuracy per condition.

<table>
<thead>
<tr>
<th>Features and model</th>
<th>AUCa (SD)</th>
<th>F1 score (SD)</th>
<th>Accuracy (SD)</th>
<th>User lift</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accelerometer, gyroscope, heart rate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Condition 1: Watch movie, then walk</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.348 (0.017)</td>
<td>0.513 (0.015)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.876 (0.085)</td>
<td>0.817 (0.089)</td>
<td>0.818 (0.089)</td>
<td>0.305</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.923 (0.059)</td>
<td>0.854 (0.073)</td>
<td>0.854 (0.073)</td>
<td>0.342</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Condition 2: Listen to music, then walk</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.342 (0.007)</td>
<td>0.508 (0.006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.812 (0.081)</td>
<td>0.748 (0.071)</td>
<td>0.748 (0.071)</td>
<td>0.240</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.887 (0.046)</td>
<td>0.806 (0.047)</td>
<td>0.806 (0.047)</td>
<td>0.298</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Condition 3: Listen to music while walking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.356 (0.031)</td>
<td>0.520 (0.027)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.900 (0.096)</td>
<td>0.849 (0.107)</td>
<td>0.849 (0.107)</td>
<td>0.329</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.948 (0.057)</td>
<td>0.890 (0.081)</td>
<td>0.891 (0.080)</td>
<td>0.371</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Accelerometer, heart rate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Condition 1: Watch movie, then walk</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.348 (0.017)</td>
<td>0.513 (0.015)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.809 (0.105)</td>
<td>0.752 (0.099)</td>
<td>0.753 (0.099)</td>
<td>0.240</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.891 (0.081)</td>
<td>0.821 (0.090)</td>
<td>0.822 (0.089)</td>
<td>0.309</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Condition 2: Listen to music, then walk</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.342 (0.007)</td>
<td>0.508 (0.006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.729 (0.070)</td>
<td>0.674 (0.055)</td>
<td>0.675 (0.055)</td>
<td>0.167</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.847 (0.046)</td>
<td>0.768 (0.045)</td>
<td>0.769 (0.045)</td>
<td>0.261</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Condition 3: Listen to music while walking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.356 (0.031)</td>
<td>0.520 (0.027)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.876 (0.095)</td>
<td>0.821 (0.106)</td>
<td>0.821 (0.106)</td>
<td>0.301</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.933 (0.067)</td>
<td>0.871 (0.088)</td>
<td>0.871 (0.088)</td>
<td>0.351</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Accelerometer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Condition 1: Watch movie, then walk</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.348 (0.017)</td>
<td>0.513 (0.015)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.786 (0.097)</td>
<td>0.726 (0.089)</td>
<td>0.727 (0.089)</td>
<td>0.215</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.847 (0.076)</td>
<td>0.773 (0.077)</td>
<td>0.774 (0.077)</td>
<td>0.261</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Condition 2: Listen to music, then walk</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.342 (0.007)</td>
<td>0.508 (0.006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.708 (0.056)</td>
<td>0.657 (0.047)</td>
<td>0.658 (0.047)</td>
<td>0.150</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.783 (0.051)</td>
<td>0.712 (0.042)</td>
<td>0.713 (0.042)</td>
<td>0.205</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Condition 3: Listen to music while walking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.356 (0.031)</td>
<td>0.520 (0.027)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.848 (0.086)</td>
<td>0.789 (0.096)</td>
<td>0.790 (0.095)</td>
<td>0.269</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.899 (0.066)</td>
<td>0.825 (0.080)</td>
<td>0.825 (0.079)</td>
<td>0.305</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aAUC: area under the curve.
We used the user lift framework to quantify whether a personal model was better than a personal baseline for each user [26]. We calculated the user lift as the difference in the accuracy of the personal classifier and the personal baseline (classifier accuracy–personal baseline accuracy). We used the nonparametric permutation test to determine whether user lifts had a mean greater than 0 (see Table 4). Figure 3 shows the calculated user lift for each participant using random forest model and logistic regression. We included this figure because average user lift can obscure the presence of negative user lift for some participants. Using features extracted from the accelerometer, gyroscope, and heart rate data resulted in the highest accuracies. Using only features from accelerometer data resulted in lower accuracies. Overall for the personal models, the average user lift was greater than 0 for all conditions, indicating that the trained personal models outperformed the baseline.

**Happy Versus Neutral Versus Sad**

Figure 4 shows the distribution of accuracies of personal models for the three-class classification task of predicting happy-neutral-sad emotional states. We used all features (acceleration, angular velocity, and heart rate) for classification. Although personal models on average outperformed the baseline, accuracies are lower than those achieved when predicting only happy versus sad. Because the number of samples for each class is approximately the same, the baseline predicting the majority class is able to classify correctly only about a third of testing samples. See Table 5 for user lift results. Personal models outperformed personal baselines, but overall accuracy was lower than binary classification of happy versus sad.

**Emotion Cross-Validation**

We conducted an experiment to assess the effect of neighborhood bias in evaluation of our models using random cross-validation. In this experiment, we conducted 10-fold cross-validation for each personal model, but the testing fold that was held out during each iteration held out a contiguous happy data block or a contiguous sad data block. The goal was to determine with higher confidence whether classifiers were learning patterns associated with emotions, as opposed to just learning to distinguish between different walking periods. In addition, this type of validation takes into consideration neighborhood bias, which can lead to overly optimistic performance estimates [24]. Results (see Figure 5 and Table 6) show that accuracies across all conditions dropped compared with accuracies when using random cross-validation. Personal models outperformed personal baselines but overall accuracy was poor.

**Figure 3.** The user lift for personal models per condition. The random forest user lift is calculated as (random forest accuracy – baseline accuracy) and the logistic regression user lift is calculated as (logit accuracy – baseline accuracy). The personal models achieve higher accuracies than the personal baseline models.
Figure 4. Classification accuracies for participants divided by conditions for the recognition of happiness, sadness, and neutral emotional states. The lower accuracies when recognizing the neutral emotional state indicates that the neutral walking data does have more similarities to the happy and sad walking data, which may indicate the need for additional features. RF: random forest.

Table 5. Average user lift and average personal model accuracy per condition for the three-class classification task of predicting happy-neutral-sad.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Model</th>
<th>F1 score (SD)</th>
<th>Accuracy (SD)</th>
<th>User lift</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Watch movie, then walk</td>
<td>Baseline</td>
<td>0.175 (0.010)</td>
<td>0.343 (0.011)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td>0.632 (0.103)</td>
<td>0.635 (0.103)</td>
<td>0.292</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Random forest</td>
<td>0.722 (0.090)</td>
<td>0.723 (0.090)</td>
<td>0.380</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2: Listen to music, then walk</td>
<td>Baseline</td>
<td>0.173 (0.004)</td>
<td>0.340 (0.004)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td>0.591 (0.062)</td>
<td>0.594 (0.061)</td>
<td>0.254</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Random forest</td>
<td>0.684 (0.048)</td>
<td>0.685 (0.047)</td>
<td>0.345</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3: Listen to music while walking</td>
<td>Baseline</td>
<td>0.180 (0.014)</td>
<td>0.348 (0.015)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td>0.709 (0.113)</td>
<td>0.711 (0.113)</td>
<td>0.363</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Random forest</td>
<td>0.781 (0.087)</td>
<td>0.782 (0.087)</td>
<td>0.434</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Figure 5. Boxplot of classification accuracies for participants divided by conditions. The results are for 10-fold cross-validation, with each fold in the training data consisting of contiguous windows from both happy and walking data, and the held-out test fold consisting of contiguous windows from either the happy or the sad walking data. RF: random forest.

Table 6. Average user lift and average personal model accuracy per condition.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1 score (SD)</th>
<th>Accuracy (SD)</th>
<th>User Lift</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Condition 1: Watch movie, then walk</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.031 (0.121)</td>
<td>0.031 (0.121)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.787 (0.104)</td>
<td>0.682 (0.139)</td>
<td>0.650</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forests</td>
<td>0.763 (0.112)</td>
<td>0.651 (0.146)</td>
<td>0.620</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Condition 2: Listen to music, then walk</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.000 (0.000)</td>
<td>0.000 (0.000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.705 (0.099)</td>
<td>0.575 (0.115)</td>
<td>0.575</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forests</td>
<td>0.678 (0.105)</td>
<td>0.543 (0.118)</td>
<td>0.543</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Condition 3: Listen to music while walking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.036 (0.129)</td>
<td>0.036 (0.129)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.812 (0.140)</td>
<td>0.723 (0.179)</td>
<td>0.688</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random forests</td>
<td>0.815 (0.148)</td>
<td>0.731 (0.185)</td>
<td>0.695</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Table 7. Accuracy scores for leave-one-user-out cross-validation.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC^a (SD)</th>
<th>F1 score (SD)</th>
<th>Accuracy (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Condition 1: Watch movie, then walk</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.342 (0.021)</td>
<td>0.508 (0.018)</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.539 (0.137)</td>
<td>0.461 (0.112)</td>
<td>0.515 (0.090)</td>
</tr>
<tr>
<td><strong>Condition 2: Listen to music, then walk</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.332 (0.011)</td>
<td>0.499 (0.010)</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.539 (0.084)</td>
<td>0.467 (0.061)</td>
<td>0.519 (0.059)</td>
</tr>
<tr>
<td><strong>Condition 3: Listen to music while walking</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.500 (0.000)</td>
<td>0.323 (0.034)</td>
<td>0.490 (0.032)</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.510 (0.173)</td>
<td>0.476 (0.092)</td>
<td>0.505 (0.082)</td>
</tr>
</tbody>
</table>

^a AUC: area under the curve.

However, the performance of models remains higher than personal baselines with the exception of a few users. Only a quarter of baseline models under Condition 1 and Condition 3 achieved accuracies ranging from 0 to 0.5; the rest have accuracies of 0. This is expected because a baseline model predicted on the majority class will achieve an accuracy of 0 when tested on a contiguous block of the opposite class.

We conclude that for at least half the participants in Condition 1 (movie) and Condition 3 (music while walking), models are likely learning patterns associated with sad and happy emotions. In addition, high accuracies indicate that model performance is not a result of neighborhood bias [24].

Generalizing Across Users

We conducted leave-one-user-out cross-validation to assess how well a model trained on data from certain users would be able to generalize to a user for whom no data are available. We compared both the logistic regression and random forest model. However, random forest models performed similarly or worse than logistic regression; therefore, we only discussed results of the best performing logistic regression compared against the baseline (see Table 7). Logistic regression performed poorly across all conditions, showing that using data from different users to do emotion recognition on a different user is not possible with current features and logistic regression. Low accuracies across all conditions show that the behavior from user to user varies considerably, even when performing a similar action. Owing to the small number of users per condition (<18), data may not be enough to make accurate predictions for users not included in the training set [24]. However, it also highlights a limitation in our modeling approach, in that different features or more advanced models may be necessary to generalize across users. Ideally, deployment of an app should include an initial data collection and calibration phase, which can be used to build a high accuracy personal model for each user.

Model Interpretability

We address model interpretability, that is, how models are able to differentiate between emotions, by examining information gain of features. Random forest models can be interpreted by examining feature importances, and logistic regression can be interpreted by the sign and value of the coefficients. Random forest models outperformed logistic regression in our results; therefore, we limit our analysis to feature importances of random forest models.

Because we are building personal models, features that might be important for one user may be less important for another user. To show this, we plotted the distribution of feature importance values for each feature across all users using boxplots, as seen in Figure 6. Boxplots are sorted by median and we included only the top 30 features for visibility with the trend of the remaining features being about the same. To obtain feature importances for each user, we computed the mean feature importance for each feature in cross-validation folds and divided each feature by the maximum feature importance value. Thus, a value of 1.0 indicates that a feature was the most important among all the features.

A compact boxplot indicates that the feature has similar importance across all users. On the other hand, a boxplot with a large spread indicates that the feature is important for some users but less important for other users. For all conditions, heart rate was the most important feature. In fact, for Condition 1 (movie), heart rate was the most important feature for at least half of users (median=1.0). The rest of the features have distributions with smoothly decreasing medians but with heart rate being the only feature with a clear difference from other features.
**Discussion**

**Behavioral Response to Stimuli**

Participants reported feeling less negative affect after watching sad videos or after listening to sad music. This is contrary to the other condition (listening to music while walking) in which participants reported feeling more negative during happy stimuli compared with the neutral ones. Our findings suggest that the walking activity after experiencing a stimulus is useful to alleviate negative mood, similar to that reported [27,28], but not while experiencing stimuli. One reason for this is that participants were focused on the song, and possibly, the change between music types creates resentment or unhappiness. Some studies suggest that people may prefer sad music [29,30], which may influence participants’ response toward stimuli. However, a subset of 10 participants reported liking the sad stimulus the least compared with happy and neutral stimuli, suggesting that this is not a case of liking sad music more than others. This personal preference self-report further adds credence to PANAS results that walking is useful in alleviating negative mood.

From heart rate data, our participants did not experience any significant difference in heart rate between emotions. One possible explanation is that walking itself is a vigorous activity compared with standing still; thus, the brief exposure to emotional stimulus may not have been captured holistically. The other possible explanation is that both emotions were equally successful in evoking their emotional states; therefore, there was a nonsignificant difference between them. Nonetheless, data from PANAS suggest that it is likely the latter because participants reported experiencing a difference between positive and negative states.

**Classifiers for Emotion Recognition**

High accuracies achieved across all users for classification of happy versus sad emotional states provide further evidence for
the hypothesis that movement sensor data can be used for emotion recognition. To build personal models, we used statistical features that are computationally cheap, which would make it feasible to deploy a smart watch or a mobile phone app that can track emotions from movement sensor data without taxing the smart watch or mobile phone processor.

Using only accelerometer data for emotion recognition resulted in mean AUC values of at least 71% for all conditions. The combination of accelerometer data features and heart rate increased the overall performance of models to a mean AUC of 73%. The use of accelerometer, heart rate, and gyroscope features increased the mean AUC to 81%. This provides a strong motivation to use gyroscope and heart rate data in applications attempting to infer emotional states from movement data, especially given that application programming interfaces of mobile phones and smart watches make it easy to retrieve gyroscope and heart rate. In addition, the high importance of the heart rate feature in random forest models ought to encourage developers to use heart rate data from a smart watch for emotion recognition.

When comparing the classification results using features extracted from all sensor data on classification of happy versus sad emotions, we achieved high-fidelity emotion recognition models with an accuracy of ≥80% for 62.5% (55/88) of the personal models, average-fidelity models with an accuracy between 70% and 80% for 27.3% (24/88) of the personal models, and low-fidelity models with an accuracy of <70% for 10.2% (9/88) of the personal models. These results are encouraging. However, they also indicate that further work is needed to achieve consistent results across different users and accuracies closer to 100%. For example, this could be achieved by extracting additional features, using a more complex classifier, or by collecting more data for training and testing personal models. Lastly, our results on emotion cross-validation highlight that personal models for about half the participants are learning features that capture emotions.

Limitations

Previous studies have utilized a contrast experimental paradigm to manipulate the following participants’ moods: positive versus negative mood [2]: negative or neutral [31]; positive, negative, and neutral [32,33] using music or avatars. Past research findings indicate that negative moods tend to reduce mood recovery and a slower response for accurately identifying other emotional expressions [20,31]. Although these user studies did not apply to emotion recognition from sensor data obtained from a smart watch, we did not address issues, such as reduced mood recovery, for participants who were shown the sad stimulus first; however, we did perform counterbalancing for our stimuli on our participants.

The integrity of sensor data is a concern. For Conditions 1 and 2, participants were primed with audio and audiovisual stimuli for a few minutes, but beyond PANAS scores, we do not have other means to indicate that the stimulus had the intended effect. Furthermore, the effect of the stimulus on participants is questionable given that participants were not emotionally invested in movie and music clips that were shown. Personal models do distinguish at high accuracies between features extracted from happy, sad, and neutral emotions, but we do not know for certain that happy data is truly associated with a “happy” emotional state in users. In general, given that the mixed-design study consisted of 3 conditions, 50 participants is a small sample size.

From a modeling and data analysis point of view, the amount of data collected was small. Hence, this limits the training and validation of classifiers. Although personal models yielded high accuracies for many users, for other users, the results were slightly better than random guessing. Finally, we did not consider more flexible modeling approaches, such as using a time-aware model or using a neural network trained on raw sensor data, instead of extracting features from sliding windows.

The personal models we built are naive, in that each window is an independent sample. Therefore, a model could potentially predict happy-sad-happy for 3 consecutive one-second windows, which is unrealistic as a user is not likely to go from happy to sad and back to happy in a matter of 3 seconds. This limitation of our modeling approach will be addressed in future work.

Comparison With Prior Work

Our work is closest to the work reported previously [10,11]. In [10], the details of the design study are omitted, including the choice of videos and procedures. A limitation in a previous study [10] is that data was collected from two mobile phones, one strapped to the wrist and one strapped to the ankle of participants. In a previous study [11], 123 participants were recruited (twice the size of our sample), and smart bracelets were used for data collection with participants wearing a smart bracelet on the wrist and another smart bracelet on the ankle (with the latter violating ecological validity). We achieved accuracies comparable to those reported in another study [11], using only data from one smart watch on participants’ wrists and without relying on data from other body locations. Our work also differs in that we focus on happy and sad emotional states, whereas in a study [11], researchers focused on happy and angry emotional states. In contrast to prior work, we performed more rigorous testing by including emotion cross-validation and by extracting features from an accelerometer, a gyroscope, and heart rate sensors.

In contrast to emotion prediction based on typing behavior [5,6], mobile phone usage [7,8], and mobile phone speech recordings [9], we focused on movement data and heart rate data. The EmotionSense system does use accelerometer data to determine whether a user is moving but not for emotion recognition [9].

Conclusions and Future Work

Our findings suggest that emotional expression is transparent even in automatic functions such as walking gait. This finding is interesting in that healthy young adults typically do not report large differences in their emotional state, unlike some clinical groups [34]. These findings also validate our methodological approach with respect to priming the emotional state and the subsequent modeling using machine-learning algorithms.

Many studies have focused on face and voice modalities, but recent studies have shown that we tend to adopt different body postures and gaits as a reflection of our emotions and that these
postures and gaits are just as easily recognized by others, indicating that walking gait is a form of social signal. However, the emotional behavioral response is only evident after experiencing the stimulus on its own or while experiencing both together (eg, listening to music while walking). Nonetheless, our findings provide further knowledge in the field of social communication, particularly in specific clinical conditions. The unobtrusive wearable is a good complement for collecting data and for providing biofeedback and interventions for emotional regulation. Recent studies have started analyzing the possibility of using wearables to provide more readily available treatment for patients and provide feedback to clinicians to cater to their needs [34-36]. Benefits of using these wearables, particularly in identifying emotional states, are useful for diagnosis or monitoring specific clinical conditions, such as social anxiety and borderline personality disorder. Although most research is focused on getting patients to self-rate their moods, having actigraph data and walking patterns will complement the information necessary for clinicians. Other than for a clinical population, this type of information is also useful for vulnerable populations (eg, older adults) experiencing some emotional distress and social isolation [37]. Future studies should look into the duration of having on such wearables (over 24-hour cycles) and duration in experiencing stimuli (acute or chronic experiences).
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Abstract

Background: Despite the increasing amount of research on Web-based mental health interventions with proven efficacy, high attrition rates decrease their effectiveness. Continued process evaluations should be performed to maximize the target population’s engagement. Google Analytics has been used to evaluate various health-related Web-based programs and may also be useful for Web-based mental health programs.

Objective: The objective of our study was to evaluate WalkAlong.ca, a youth-oriented mental health web-portal, using Google Analytics to inform the improvement strategy for the platform and to demonstrate the use of Google Analytics as a tool for process evaluation of Web-based mental health interventions.

Methods: Google Analytics was used to monitor user activity during WalkAlong’s first year of operation (Nov 13, 2013-Nov 13, 2014). Selected Google Analytic variables were overall website engagement including pages visited per session, utilization rate of specific features, and user access mode and location.

Results: The results included data from 3076 users viewing 29,299 pages. Users spent less average time on Mindsteps (0 minute 35 seconds) and self-exercises (1 minute 08 seconds), which are important self-help tools, compared with that on the Screener tool (3 minutes 4 seconds). Of all visitors, 82.3% (4378/5318) were desktop users, followed by 12.7% (677/5318) mobile phone and 5.0% (263/5318) tablet users. Both direct traffic (access via URL) and referrals by email had more than 7 pages viewed per session and longer than average time of 6 minutes per session. The majority of users (67%) accessed the platform from Canada.

Conclusions: Engagement and feature utilization rates are higher among people who receive personal invitations to visit the site. Low utilization rates with specific features offer a starting place for further exploration of users in order to identify the root cause. The data provided by Google Analytics, although informative, can be supplemented by other evaluation methods (ie, qualitative methods) in order to better determine the modifications required to improve user engagement. Google Analytics can play a vital role in highlighting the preferences of those using Web-based mental health tools.

(JMIR Ment Health 2018;5(3):e50) doi:10.2196/mental.8594
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**Introduction**

As technologies such as internet, mobile phones, and computers have become ubiquitous, Web-based interventions have become one of the major treatment and preventative tools for mental disorders. More than 100 randomized controlled trials have been published to demonstrate the efficacy of internet interventions for psychiatric disorders [1]. These tools have been shown to be effective for a range of mental illnesses including panic disorder, depression, posttraumatic stress disorder (PTSD), perceived stress in schizophrenia, stress, insomnia, and eating disorders [2]. The potential of Web-based mental health interventions to effectively and efficiently treat and prevent mental illnesses has attracted many health care providers and researchers to explore using them as one of the major components of the mental health care system.

Despite their promising benefits, online mental health interventions face problems in engagement [3-5]. In relation to taking a drug, Web-based interventions are more vulnerable to disengagement as they lack close supervision, are easy to discontinue, and have no immediate health benefits [5]. Dropout rates for Web-based interventions are up to 50% in guided interventions and up to 74% in unguided interventions [6,7]. With such high dropout rates, these interventions may provide only limited outcomes regardless of their proven efficacy [8,9].

Engagement is especially challenging in the context of mental health. Dropout from traditional treatment among those with mental illness is already a cause for concern [10]. The chronic nature of mental illness requires frequent assessments in conjunction with long-term management that is tailored to individuals’ needs [11]. In addition, disorder-specific features such as symptom severity, emotional distress, and medication side effects have been shown to predict adherence [12,13]. In a technological context, being engaged can be described as “a category of user experience characterized by attributes of challenge, positive affect, endurance, aesthetic and sensory appeal, attention, feedback, variety or novelty, interactivity, and perceived user control” [14]. In other words, scientists and developers have the responsibility of ensuring not only the efficacy of their intervention but also user engagement. Strategies to increase user engagement may include continual platform improvement and improving outreach or marketing strategies.

A key step to improve engagement is identifying ways to improve intervention uptake in real-world settings through process evaluation [5]. A process evaluation is a type of assessment that determines whether program activities have been implemented as intended [15]. The goal is to inform strategies toward achieving optimal engagement and effectiveness of an intervention [16-18]. By understanding how users engage with the intervention, such as the specific pages visited or how long they used the website, process evaluation can inform the adaptation of the intervention in order to maximize user exposure to the tools and the knowledge available in Web-based interventions [18]. Ideally, this would involve a mixed-methods approach where both quantitative and qualitative indicators can collectively measure user perceptions or behavior [17]. However, this is not always possible for asynchronous, open-access, Web-based interventions and with limited resources.

In this context, one tool that can be used is Google Analytics, which is an open tool that provides free quantitative data on website usage that can be leveraged for continual website improvements (Figure 1). Although this tool is designed to provide insights from a marketing perspective, numerous variables about the webpage traffic are collected that can inform the process evaluation of Web-based interventions. Indeed, Google Analytics has already been used in health research as part of process evaluation [19-21]. For example, this tool has been used to assess the usage of a website about sexual health [19], an internet-delivered genetics education resource developed for nurses [21], and a Web-based tool to encourage the proper use of antibiotics [16], as well as websites related to osteoporosis and fractures [22], smoking cessation [23], and knowledge translation [24]. These studies have presented various indicators available from Google Analytics to show overall user engagement with their platforms. However, to our knowledge, the use of Google Analytics has not yet been demonstrated for Web-based mental health platforms that provide direct support for youth with mental health challenges. Since Web-based mental health platforms may face challenges with adherence, Google Analytics could be used to better understand user behavior as part of process evaluation and to come up with strategies that would improve adherence.

**Figure 1.** Google Analytics can be used as a tool for process evaluation by receiving information on user traffic and subsequently informing website improvement. This process can also continue as a cycle for continual improvement of the website.
The goal of this study was to evaluate WalkAlong, a Web-based mental health platform, using Google Analytics. This platform is a youth-oriented mental health Web-portal designed to provide young people with tools and resources required to manage their own mental health (Figure 2; Multimedia Appendix 1). The Web-portal focuses on supporting mood and anxiety disorders and has received funding under Bell Canada’s Let’s Talk mental health initiative. The portal is freely accessible to all users with an internet connection and contains information, links to resources, and self-help tools including a description and link to MoodGYM, a Web-based resource for depression and anxiety. Self-help tools available directly on the platform include the “Mind Steps” page, which consists of regularly posted short tips for helping users get through the day, and “The Self-Help Exercises” section, displaying a menu with the individual self-help exercise pages. Assessment screeners for depression and anxiety (Patient Health Questionnaire-9 and Generalized Anxiety Disorder 7-item scale) are also available. Users may also create a password-protected, secure account that grants them access to additional resources including the PTSD CheckList—Civilian Version, community resources, and a Life-Chart tracking tool that tracks mood and behaviors.

Our objective was to use Google Analytics as a tool for conducting a process evaluation of the WalkAlong platform. As part of the process evaluation, the following evaluation questions using Google Analytics were asked: (1) How engaged (ie, time spent on the website) are users with the WalkAlong platform? (2) How can the WalkAlong platform be improved to better engage the users? (3) How can the marketing strategy be shaped to engage and reach out to more users? Another objective of this project is to extend the work to a mental health platform from other health interventions and inform website design and marketing strategies to effectively impact user behavior [19,21].

Methods

Google Analytics

Google Analytics was used to access user data over the first year of WalkAlong (Nov 13, 2013-Nov 13, 2014). Focusing on the first year of operation was considered the most appropriate approach in order to capture a snapshot of web traffic following the initial launch. The Google Analytics data do not contain any personally identifiable information and are presented in the form of aggregate data, making it an accessible tool used in research settings without ethical concerns [20,21].

The research team installed Google Analytics by adding a tracking tag for WalkAlong [20]. These tracking tags are snippets of JavaScript code, a computer programming language used to build websites. This code allows collection of various forms of data related to user behavior as soon as the user visits the website. The data can emanate from various avenues such as the URL of the page the user is viewing, the language or the name of the browser, and the device used to access the site. The code also collects information on the nature of the visit such as the contents viewed, length of the session, and channels used to access the platform (eg, Google, direct URL search, social media, and email link). Such information is summarized in a...
real-time, interactive dashboard format, which can be accessed by logging in.

**Overall Engagement**

Several indicators from Google Analytics that would allow inference of a level of engagement were calculated. Such indicators include the number of returning users (n), bounce rate (%), number of pages accessed per session (n), mean session duration (minutes, seconds), and goal conversion rate (%).

The number of returning users refers to the number of sessions visited through the same client id. A high number of returning users has been used as an indicator for a strong level of engagement with the platform [21,25].

The bounce rate is the percentage of only a single page visit during a session. A high bounce rate could indicate minimal exposure to the intervention due to minimal interaction, but it could also indicate users exiting as they have found what they were looking for right away. However, generally, a low bounce rate can be considered indicative of a high overall engagement, especially for a multicomponent platform like WalkAlong [19]. For instance, there are not much available resources that would provide mental health support in the home page of the platform alone as it simply offers an overview. Users will often need to interact with various tools and webpages in order to obtain the necessary information.

The number of pages per session refers to the number of webpages within the platform that the user viewed in a single session, and the mean session duration (minutes, seconds) refers to the mean duration of time the users spent on the platform. There are limitations to ascertaining engagement through these indicators since they allow for multiple interpretations: a high number of pages per session could result from an increased engagement, but it could also result from a superficial exploration of several pages; similarly, a long session duration can result from increased engagement, but it could also result from a user keeping the webpage open while engaging in other irrelevant activities. Nevertheless, despite these caveats, traffic information provides an approximation of the level of exposure the users had with the platform [25].

The goal conversion rate measures the proportion of sessions that achieved a goal out of the total sessions. The goal was predefined as creating an account but can be defined as any activity the web developer or owner chooses (eg, buying a product). As discussed above, users who create an account are able to access more resources than those who do not (anonymous users). Thus, creating an account was assumed to indicate a stronger level of engagement. Overall, a high number of returning users, low bounce rate, high number of pages viewed per session, high mean session duration, and high goal conversion rates collectively translate to an estimate of a strong level of engagement [20,25].

**Platform Improvement**

Several indicators from Google Analytics that can inform the improvement of the platform were also selected. Indicators of user behavior such as page views, mean duration of visit, and bounce rate when accessing self-help tools (eg, Mindsteps page, Self-Help Exercises page, and Screener) were analyzed. In addition, the most visited pages were observed in terms of their overall entrance rate, exit rate, and bounce rate to understand which tools or pages were most used or viewed. The entrance rate represents a proportion of sessions starting from a given page, while the exit rate represents a proportion of sessions ending from a given page. The information regarding the entrance rate may provide an understanding about which webpage is serving as the first impression for the users, and the exit rate may indicate the point when users felt disengaged or, on the contrary, had adequate information needed for the session.

Google Analytics also provided data on the type of devices used for access. Such information can allow us to consider whether developing a mobile app for WalkAlong would be helpful or not. The three main devices of interest to the current investigation were desktops, tablets, and mobile phones (counted here as mobile devices).

**Marketing Strategy**

Google Analytics was also used to inform our marketing strategy, with the goal of reaching as many users as possible. At the outset, the research team had reached out to different youth and university organizations, especially around Vancouver. Twitter and a Facebook accounts were also created to spread awareness about the platform. To improve the marketing strategy, the channels used to access the platform were observed. The channels are direct link (ie, typing the web URL directly into a browser); organic search (ie, entry through a search engine); and referrals via another website, via social media, and via email. Understanding which channels are underutilized and which channel results in the highest level of engagement can help improve the marketing strategy. Locations of users from different countries around the world were also observed.

**Results**

**Overall Engagement**

The first year of operation for the WalkAlong platform saw a total of 3076 users, amounting to 5318 sessions and 29,299 page views (Figure 3). On average, users visited 5.51 pages per session with an average session duration of 5 minutes 6 seconds. The average bounce rate was 42.9% where users only viewed a single page; 31.7% (976/3076) users created an account (goal completion).

In terms of the frequency of visits, 80% (4259/5318) of sessions came from users visiting less than nine times, indicating a level of disengagement after a certain number of visits (Table 1). The number of sessions during the study period decreased with increasing number of visits. However, there was a slight increase at the upper end of sessions from high-frequency visits: 5.8% (311/5318) accounted for 26-50 visits and 4.7% (250/5318) accounted for 51-100 visits over the time period. The number of sessions also decreased with longer session durations (Table 2). These results indicate that the majority of sessions or 65.4% (3477/531) resulted in disengagement within the first minute.
Figure 3. WalkAlong overview presented in Google Analytics.

Table 1. Proportion of total sessions and number of visits.

<table>
<thead>
<tr>
<th>Visits</th>
<th>Sessions (N=5318), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3066 (57.65)</td>
</tr>
<tr>
<td>2</td>
<td>550 (10.3)</td>
</tr>
<tr>
<td>3</td>
<td>241 (4.5)</td>
</tr>
<tr>
<td>4</td>
<td>139 (2.6)</td>
</tr>
<tr>
<td>5</td>
<td>100 (1.9)</td>
</tr>
<tr>
<td>6</td>
<td>67 (1.3)</td>
</tr>
<tr>
<td>7</td>
<td>50 (0.9)</td>
</tr>
<tr>
<td>8</td>
<td>46 (0.9)</td>
</tr>
<tr>
<td>9-14</td>
<td>180 (3.4)</td>
</tr>
<tr>
<td>15-25</td>
<td>205 (3.9)</td>
</tr>
<tr>
<td>26-50</td>
<td>311 (5.8)</td>
</tr>
<tr>
<td>51-100</td>
<td>250 (4.7)</td>
</tr>
<tr>
<td>101-200</td>
<td>112 (2.1)</td>
</tr>
<tr>
<td>201+</td>
<td>1 (0.0)</td>
</tr>
</tbody>
</table>

Table 2. Duration of session.

<table>
<thead>
<tr>
<th>Session duration (in minutes)</th>
<th>Sessions (N=5318), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤1</td>
<td>3477 (65.4%)</td>
</tr>
<tr>
<td>1-3</td>
<td>527 (9.9%)</td>
</tr>
<tr>
<td>3-10</td>
<td>581 (10.9%)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>733 (13.8%)</td>
</tr>
</tbody>
</table>
Platform Improvement

Visits to the Mindsteps tool comprised 11.9% (3493/29,299) of total page views, with mean duration spent of 35 seconds. Visits to the Self-Help Exercises page comprised 6.13% (1797/29,299), with mean duration spent of 1 minute 8 seconds. Visits to the Screener comprised only 3.36% (983/29,299) of the total page views, but the mean duration spent on the Screener was 3 minutes 4 seconds. Table 3 presents the entrance and exit rates for the most viewed pages, which included the Self-Help Exercises, Mindsteps, and the Screener. The WalkAlong home page, which acts as the landing page, accounted for 65.6% (3487/5308) of all entries.

A list of devices used by WalkAlong’s users to access the site is presented in Table 4, indicating that the platform was accessed mostly via desktops (4378/5318, 82.3%). Furthermore, sessions completed via desktops had a lower bounce rate (39.6%), higher pages per session (6.17), and a higher conversion rate (22.7%) than those completed via other devices.

Table 3. Entrance and exit rates for the most viewed pages.

<table>
<thead>
<tr>
<th>Page</th>
<th>Entrances n (%)a</th>
<th>Exits (%)b</th>
<th>Bounce rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home page</td>
<td>3487 (65.6)</td>
<td>29.2</td>
<td>37.6</td>
</tr>
<tr>
<td>Depression in Canada</td>
<td>115 (2.2)</td>
<td>73.4</td>
<td>86.1</td>
</tr>
<tr>
<td>Self-Help Exercises</td>
<td>70 (1.3)</td>
<td>14</td>
<td>47.9</td>
</tr>
<tr>
<td>Mindsteps</td>
<td>62 (1.2)</td>
<td>5.4</td>
<td>24.2</td>
</tr>
<tr>
<td>Screener</td>
<td>55 (1.0)</td>
<td>32.0</td>
<td>50.9</td>
</tr>
</tbody>
</table>

aThe numbers do not add up to 100% because only several of the most viewed pages are included in the table.

bThe exit rate is calculated by the number of exits/number of times that page was viewed. Thus, the added percentages are higher than 100% where each row has different number of exits and the number of pages viewed.

Table 4. Devices used to access WalkAlong.

<table>
<thead>
<tr>
<th>Device</th>
<th>Sessions (N=5318), n (%)</th>
<th>Bounce rate (%)</th>
<th>Pages per session, n</th>
<th>Mean session duration</th>
<th>Conversion rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desktop</td>
<td>4378 (82.3)</td>
<td>39.6</td>
<td>6.17</td>
<td>5 min 43 s</td>
<td>22.7</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>677 (12.7)</td>
<td>61.6</td>
<td>2.15</td>
<td>1 min 53 s</td>
<td>7.2</td>
</tr>
<tr>
<td>Tablet</td>
<td>263 (5.0)</td>
<td>48.7</td>
<td>3.08</td>
<td>3 min 15 s</td>
<td>11.8</td>
</tr>
</tbody>
</table>

Table 5. Proportion of total sessions for each type of channel.

<table>
<thead>
<tr>
<th>Channels</th>
<th>Sessions (N=5318), n (%)</th>
<th>Bounce rate (%)</th>
<th>Pages per session, n</th>
<th>Mean session duration</th>
<th>Conversion rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Traffic</td>
<td>2,420 (45.51)</td>
<td>36.6</td>
<td>7.4</td>
<td>6 min 38 s</td>
<td>24.4</td>
</tr>
<tr>
<td>Organic Search</td>
<td>1,256 (23.62)</td>
<td>50.4</td>
<td>3.5</td>
<td>3 min 42 s</td>
<td>11.3</td>
</tr>
<tr>
<td>Referrals</td>
<td>849 (16.0)</td>
<td>46.9</td>
<td>3.5</td>
<td>3 min 46 s</td>
<td>22.6</td>
</tr>
<tr>
<td>Social Media</td>
<td>717 (13.5)</td>
<td>48.8</td>
<td>4.6</td>
<td>3 min 44 s</td>
<td>18.0</td>
</tr>
<tr>
<td>Email</td>
<td>76 (1)</td>
<td>17.1</td>
<td>10.5</td>
<td>7 min 39 s</td>
<td>25.0</td>
</tr>
</tbody>
</table>

Marketing Strategy

Direct traffic accounted for the highest proportion (2420/5318, 45.5%) of all visits to the site (Table 5). The combination of high bounce rate (50.4%) and low conversion rate (11.3%) among organic searches suggests that these particular users did not engage much with the site content. Visits via referrals or social media sites had relatively less traffic at 16.0% (849/5318) and 13.5% (717/5318), respectively, and both had more than 45% bounce rates. Although emails accounted for promoting only 1.4% of all sessions, they had a low bounce rate of 17% and a long average session duration of 5 minutes 6 seconds with a conversion rate of 25%, collectively indicating a relatively strong engagement.

Approximately two-thirds or 67.6% (2079/3076) of the users belonged to Canada. Users from Canada also had a relatively low bounce rate (34.35%), high number of pages viewed per session (6.57 pages per session), and long session duration (6:10). However, the users accessed the platform from around the world (Figure 4).
Discussion

Overall Engagement

The first year of operation for the WalkAlong platform saw a total of 3076 users, amounting to 5318 sessions of 5 minutes 6 seconds on average, 29,299 page views, and 31.7% goal completion rate. However, the high proportion of sessions comprising first visits and short session durations suggest a degree of disengagement for the users (Tables 1 and 2). Although the reason for the disengagement is unclear, as it could also be due to acquiring information that is needed early on, this finding does not contradict the pre-existing concerns about lack of engagement evidenced by Web-based mental health interventions [3-5]. These results call for further efforts to continuously improve the platform to be more engaging.

Platform Improvement

The platform can also be improved based on user behavior. For instance, there could be further efforts to improve engagement with tools such as the “Mindsteps” and “Self-Help Exercises.” The mean duration of 35 seconds spent on Mindsteps or 1 minute 8 seconds spent on Self-Help Exercises may be deemed too short considering that they are important components of WalkAlong intended to improve mental health outcomes. The relatively short time spent on “Mindsteps” and “Self-Help Exercises” needs to be addressed using better engagement strategies such as improved web design or involving youth to be part of the design process [26]. The WalkAlong home page had the highest entrance rate, indicating that users started their session from this page. This landing information reinforces the role of home page serving as the first impression, and determining the subsequent user behavior [27].

In terms of the devices used to access the WalkAlong platform, the site was viewed mostly via desktops. However, as the usage of mobile phones is ubiquitous among youth, future improvements in WalkAlong may benefit from making the platform more accessible and engaging for mobile phone users [28,29]. A next step could involve developing a native mobile phone app version of the WalkAlong website. This could allow users to access the platform wherever they are without the need of a desktop.

Marketing Strategy

The data indicate that some form of personal referrals indicated by either email or prior knowledge of the URL (direct traffic) results in a relatively stronger engagement (ie, longer average duration, more pages viewed per session, etc) than less personal channels such as referrals through social media or organic searches. In other words, direct referrals such as word-of-mouth strategies among peers could help increase the number of engaged users [30]. This may also include engaging with health care professionals so they can share the platform’s URL with their clients.

When observing the location of the users, 67% (2079/3076) users belonged to Canada. This finding aligns with the limited marketing strategy used in Vancouver. WalkAlong can be used by all English-speaking countries, but it can also be used as a template for other platform developments internationally. The WalkAlong team could consider spreading awareness beyond Canada to ensure that such a resource is available to as much youth population as possible.

Using Google Analytics as a Tool for Process Evaluation

Although Google Analytics has provided promising data on the usage patterns of the WalkAlong platform, the tool should be used with careful consideration. For example, comparing the results across various interventions is currently difficult as they serve different purposes with different standards in the number
of users, sessions, and page views [19,25]. For instance, Crutzen et al.’s website about sexual health showed 850,895 visitors with 5 minutes 6 seconds of average visiting time from March 2009 to December 2010 [19]. It can be assumed that this is a much higher number of visitors with similar duration of visiting time. However, with different periods of time being evaluated for a website serving different purposes, it is difficult to establish the standards for success. Instead, the overall engagement numbers, in particular, may be used to observe trends in usage across different time periods where continual evaluation of the platform is encouraged.

Google Analytics also conforms to a marketing perspective of Web-based behavior rather than to a full evaluation of user behavior [20]. Thus, some variables and information available may not reflect scientific inquiry. This is further complicated by the fact that Google Analytics provides aggregate data where testing of statistical significance for rigorous research purposes can be difficult. Furthermore, the validity of various indicators in measuring user engagement is yet to be established. The number of users may be inaccurate as a new client id is given every time the user deletes the browser cookies, switches devices, or uses a different browser. This may result in the same user being counted as a new user [20]. In addition, long session durations may not, in fact, indicate that users are engaging with the content or a high bounce rate may not indicate that users exit the page due to disinterest quickly, as they could have just quickly found the relevant information they needed. A more detailed analysis of longitudinal user data or a mixed-method assessment to supplement Google Analytics will be important for a more comprehensive process evaluation [31]. For instance, as this study looks only at the first year of operation of WalkAlong, a future study could examine subsequent years comparing internet traffic following changes to the platform, some of which are based on the recommendations mentioned in this paper. Overall, Google Analytics, in combination with other evaluation methods (eg, focus groups, surveys, etc), will provide more accurate interpretations when conducting process evaluation.

**Conclusion**

Google Analytics was helpful in informing the process evaluation of an open-access Web-based mental health platform. The process evaluation provided information about marketing strategies as well as the aspects of the platform that required improvement. Ideas for future improvements may include marketing the WalkAlong platform outside Canada to get more users from other countries and making the platform more accessible and engaging for mobile users. The rich aggregate data, when combined with other evaluation methods, may provide more accurate interpretations to reinforce or challenge these ideas. Therefore, future studies should focus on developing a mixed methodology that includes Google Analytics to conduct process evaluation of open-access Web-based mental health platforms. With high-quality process evaluation, Web-based mental health interventions may be not only effective but also engaging.
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Abstract

Background: It has become possible to use data from a patient’s mobile phone as an adjunct or alternative to the traditional self-report and interview methods of symptom assessment in psychiatry. Mobile data–based assessment is possible because of the large amounts of diverse information available from a modern mobile phone, including geolocation, screen activity, physical motion, and communication activity. This data may offer much more fine-grained insight into mental state than traditional methods, and so we are motivated to pursue research in this direction. However, passive data retrieval could be an unwelcome invasion of privacy, and some may not consent to such observation. It is therefore important to measure patients’ willingness to consent to such observation if this approach is to be considered for general use.

Objective: The aim of this study was to measure the ownership rates of mobile phones within the patient population, measure the patient population’s willingness to have their mobile phone used as an experimental assessment tool for their mental health disorder, and, finally, to determine how likely patients would be to provide consent for each individual source of mobile phone–collectible data across the variety of potential data sources.

Methods: New patients referred to a tertiary care mood and anxiety disorder clinic from August 2016 to October 2017 completed a survey designed to measure their mobile phone ownership, use, and willingness to install a mental health monitoring app and provide relevant data through the app.

Results: Of the 82 respondents, 70 (85%) reported owning an internet-connected mobile phone. When asked about installing a hypothetical mobile phone app to assess their mental health disorder, 41% (33/80) responded with complete willingness to install with another 43% (34/80) indicating potential willingness to install such an app. Willingness to give permissions for specific types of data varied by data source, with respondents least willing to consent to audio recording and analysis (19% [15/80] willing respondents, 31% [25/80] potentially willing) and most willing to consent to observation of the mobile phone screen being on or off (46% [36/79] willing respondents and 23% [18/79] potentially willing).

Conclusions: The patients surveyed had a high incidence of ownership of internet-connected mobile phones, which suggests some plausibility for the general approach of mental health state inference through mobile phone data. Patients were also relatively...
willing to consent to data collection from sources that were less personal but expressed less willingness for the most personal communication and location data.

(JMIR Ment Health 2018;5(3):e56) doi:10.2196/mental.9539
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Introduction

The assessment of mood and anxiety disorders is most commonly performed through clinician interview of the patient or patient self-report. These assessments question patients about their feelings and actions in situations throughout their daily life, asking patients to report the intensity and severity of their symptoms. A review by Meyer et al [1] found that although psychological and medical tests/assessments are valid overall, they have varying degrees of validity, from very low to very high, due to variations in assessment style and responses. Patients may be unwilling or unable to answer accurately due to inaccuracy of recollection [2], psychopathology and/or biases [3,4], ambiguity in the questions, or lack of comfort with their clinician, among other factors. Furthermore, the rating scales employed as part of these assessments are typically not objective—for example, asking the patient to rate their feelings of fear or anxiety, for which no objective measures exist.

An alternative to assessing mental disorders based on descriptions of feelings would be an assessment in which patient behaviors are observed and qualified as indicating increased or decreased severity of the symptoms of the patient’s mental disorder. Researchers have begun taking steps toward behavior-based assessments of mental disorders by employing mobile phones as sensing platforms to directly measure or otherwise infer behaviors. Mobile phones are an excellent tool for this purpose, since most owners carry them throughout their day [5] and a combination of sensor data and software techniques can be used to infer high-level behavior and contextual awareness [5-9]. Perhaps most importantly, a mobile phone offers the potential to collect objective data from the patient in contrast to the subjective information provided in interviews or self-reports. The data can be considered objective because there is no human interpretation or mediation of information that comes from sensors that directly measure physical properties. This objectivity of the measurement gives rise to the potential for objective assessment of mental health based on those data [10].

Prior research with this style of passively-sensed, mobile phone–based assessment has shown the ability to measure patients’ mental health states relating to disorders such as depression [11] and bipolar disorder [12,13]. Abdullah et al [12] used mobile phone data to assess the social rhythm metric, a marker of stability for individuals with bipolar disorder. They passively recorded geolocation, ambient light levels, communication activity, and ambient audio to infer the metric. Faurhollt-Jepsen et al [11] reported that they could classify the affective state of patients with bipolar disorder by analyzing features of the patients’ voices as recorded by the mobile phone app developed. Ben-Zeev et al [13] demonstrated that changes in depression severity were associated with changes in physical activity, speech duration, and sleep duration, all of which were measured passively through a mobile phone app. Place et al [15] generated behavioral indicators from mobile phone–collected data that were predictive of clinically assessed symptoms of depression and posttraumatic stress disorder [15].

While these techniques show promise as novel, objective assessment tools, they rely upon the collection and processing of large amounts of private data from a patient’s mobile phone. This presents several challenges when requesting patient consent to provide this data. Records of a patient’s whereabouts and communications could result in health care providers being subpoenaed for these records by law enforcement agencies. As a result, patients may not be willing to consent to wholesale collection of these data for fear of potential legal ramifications. Patients may also feel uneasy knowing that their health care providers have the ability to scrutinize their actions and communications on a very fine-grained level. This is a specific concern for patients with anxiety disorder. In particular, for those with social anxiety disorder, where a source of anxiety is the fear of judgment from others [16], personal data collected from a mobile phone could potentially form the basis of that judgment. Furthermore, a patient may also fear the possibility that their data could accidentally become public and reveal confidential thoughts, feelings, and behaviors or that perhaps there could be legal implications if the government were to have access to the data [17].

For the researchers and practitioners interested in designing, experimenting with, and deploying these kinds of mobile phone–based assessment tools, it will be important to have a sense of the patient population’s willingness to consent to the necessary data collection. A number of studies have surveyed the general consumer population to determine the adoption of Internet of Things [18-20] and wearable technologies [21,22] for health care purposes, and all clearly identified privacy concerns surrounding the data collected by these technologies. However, it is important to know specifically which sources of data available for collection on mobile phones are of most concern and therefore least likely to achieve consent. This question was also raised by Torous et al [23], who, in their study of patient interest in using mobile apps to monitor their mental health conditions, state that they did not address specifically to which sources of information patients would be willing to grant access. This information would allow researchers and developers to build systems that do not rely on unlikely-to-consent sources of data or to do extra work to find ways to address the concerns of patients on particular sources of data collection. It also gives insight into potential barriers that clinicians and researchers
would need to address in order to deploy such systems in a health care setting.

The objectives of this research were as follows: first, since mobile phone–based assessment requires that patients own a mobile phone and use it regularly, it is necessary to measure the ownership rates of mobile phones within the patient population. We also seek to gauge the patient population’s willingness to enroll in research studies in which their mobile phone would be used as an experimental assessment tool for their mental health disorder. Finally, and most importantly, we seek to determine how likely patients would be to provide consent for each individual source of mobile phone–collectible data across the wide variety of potential data sources.

**Methods**

**Participants and Procedure**

Participants included 82 individuals referred to the START (Stress, Trauma, Anxiety, Rehabilitation, Treatment) Clinic for Mood and Anxiety Disorders, a tertiary care mood and anxiety disorder clinic for the management of their symptoms, located in the city of Toronto, Ontario, Canada. Male and female genders were equally represented with 46% (38/82) males, 46% (38/82) females, and 7% (6/82) individuals who did not respond to a question on gender. The average age of the participants was 41 (SD 14.0) years old. All new intakes and existing patients (ie, any patients in the waiting room) from August 2016 to October 2017 were recruited for the survey while waiting for their appointment with a clinician. Patients were asked to complete a pen-and-paper questionnaire designed to achieve the goals stated above. The questionnaire underwent ethics review by Optimum Clinical Research (protocol number WS2382578), and all respondents provided informed consent before completing the questionnaire.

**Materials**

The questionnaire designed for this study consisted of 13 self-report questions. The introduction to the questionnaire provides context to the questions which follow by presenting the concept of mobile phone apps as a potential supplement or replacement to questionnaire-based methods of mental health assessment. It is explained that the collection and analysis of data from patients’ mobile phones may assist their clinicians in providing better care yet may also impact their privacy. The questions, therefore, are to survey people’s willingness to provide sources of information to clinicians and researchers in a scenario where a hypothetical mobile phone app were installed onto their personal mobile phone.

The questions are listed in **Textbox 1**. Questions 1 through 3 assess general mobile phone use, ownership information, and willingness to install an app that might help with mental health. Questions 4 through 12 ask respondents if they would be willing to share a specific source of data available on their mobile phone. The final question asks which specific brand of phone the respondent uses. For the 2 most potentially rich sources of information, SMS (short message service, or text) messages and raw ambient audio recordings made using the device’s microphone, multiple questions are posed in which the amount of information and granularity of the data collection are varied.

For example, question 5 asks if respondents would allow collection of SMS metadata (which doesn’t contain the content of the message but surrounding information such as who the message was sent to/from and when message occurred), while question 6 asks respondents if they would allow analysis into the contents of their messages for the purposes of extracting potentially clinically relevant words.

Questions 10 through 12 are audio-related. Question 10, concerning the least detailed of the 3 audio data sources, asks respondents if they would share audio metadata, while question 11 concerns willingness to have speech recognition (word detection) performed upon their audio. Question 12 assesses willingness on the most detailed personal data: the unrestrained analysis of ambient audio.

**Analysis**

Responses to questions 1 through 12 were coded as ordinal variables with 2 (yes and no responses) or 3 levels (yes, maybe, and no responses). When respondents chose to use the other categories of response and provided free-form text, these responses were interpreted as either a yes, maybe, or no response and coded accordingly. Responses to question 13 (on the phone brand type) were coded as a categorical variable. To test for correlation between responses to questions and respondent age, the Spearman rank correlation coefficient ($\rho$) was computed along with $P$ values to test against the alternative hypothesis that the correlation was nonzero (using the exact permutation test). To test for associations between responses to questions and respondent gender, responses were cross-tabulated by gender and a chi-square test for independence was performed (2-tailed). All statistics and tests were computed using MATLAB software version 2014b (MathWorks).
Regarding question 3, willingness to install and use a mobile phone app to help their doctor better diagnose mental health problems and/or provide treatment, 41% of respondents (33/80) indicated that they would be willing to install and use such an app, with another 43% of respondents (34/80) indicating that they may be willing to use such an app, provided they were given more information about how the app functioned. Only 16% respondents (13/80) indicated absolute unwillingness to use such an app. 

Table 1 presents how responses to these questions (questions 1, 2, 3, and 13) correlate with respondent age and how the responses are associated with respondent gender.

Results

Of the 82 respondents, 73 (89%) reporting owning a mobile phone and using it daily (question 1). Rates of internet usage are also high, with 85% (70/82) of respondents reporting that they connect to the internet using their mobile phone (question 2). All respondents reported owning either iPhone, Android, Blackberry, or Windows Mobile mobile phones; Apple iPhones constituted 45% (35/78) of all mobile phones, Android devices constituted 57% (37/78), Blackberry constituted 6% (5/78), and Windows Mobile the remaining 1% (1/78) (question 13). Regarding question 3, willingness to install and use a mobile phone app to help their doctor better diagnose mental health problems and/or provide treatment, 41% of respondents (33/80) indicated that they would be willing to install and use such an app, with another 43% of respondents (34/80) indicating that they may be willing to use such an app, provided they were given more information about how the app functioned. Only 16% respondents (13/80) indicated absolute unwillingness to use such an app. Table 1 presents how responses to these questions (questions 1, 2, 3, and 13) correlate with respondent age and how the responses are associated with respondent gender.
Survey questions 4 through 12 asked respondents if they would be willing to grant the hypothetical mental health monitoring app permission to collect a variety of data sources from their mobile phone. The responses corresponding to each permission (data source) are presented in Table 2. Figure 1 provides a graphical representation of this data, along with respondent willingness to install the app. It is worth noting that nearly none of the survey questions were strongly correlated with respondent age or associated with respondent gender. There is a weak positive correlation, however, between willingness to consent to audio recording and respondent age.

Table 1. Correlation with respondent age and association with respondent gender for mobile phone statistics and general willingness to install a mental health monitoring app.

<table>
<thead>
<tr>
<th>Question topic</th>
<th>Correlation with respondent age</th>
<th>Association with respondent gender</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ρ</td>
<td>P value</td>
</tr>
<tr>
<td>Mobile phone ownership (Q1)</td>
<td>0.08</td>
<td>.50</td>
</tr>
<tr>
<td>Internet-connected mobile phone usage (Q2)</td>
<td>−0.09</td>
<td>.46</td>
</tr>
<tr>
<td>Mobile phone types owned (Q13)</td>
<td>−0.10</td>
<td>.43</td>
</tr>
<tr>
<td>Respondent willingness to install a mental health monitoring app (Q3)</td>
<td>0.10</td>
<td>.44</td>
</tr>
</tbody>
</table>

Table 2. Survey respondent willingness to grant permission by category.

<table>
<thead>
<tr>
<th>Permission</th>
<th>Willing to grant permission, n (%)</th>
<th>Correlation with respondent age</th>
<th>Association with respondent gender</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>Maybe</td>
<td>No</td>
</tr>
<tr>
<td>GPSa location (Q4)</td>
<td>28 (35)</td>
<td>26 (33)</td>
<td>26 (33)</td>
</tr>
<tr>
<td>SMSb metadata (Q5)</td>
<td>24 (30)</td>
<td>22 (28)</td>
<td>34 (43)</td>
</tr>
<tr>
<td>SMS contents (Q6)</td>
<td>16 (20)</td>
<td>21 (27)</td>
<td>42 (53)</td>
</tr>
<tr>
<td>Calendar (Q7)</td>
<td>26 (33)</td>
<td>26 (33)</td>
<td>27 (34)</td>
</tr>
<tr>
<td>Screen on/off (Q8)</td>
<td>36 (46)</td>
<td>18 (23)</td>
<td>25 (32)</td>
</tr>
<tr>
<td>Motion sensors (Q9)</td>
<td>33 (42)</td>
<td>20 (26)</td>
<td>25 (32)</td>
</tr>
<tr>
<td>Audio metadata (Q10)</td>
<td>16 (20)</td>
<td>18 (23)</td>
<td>46 (58)</td>
</tr>
<tr>
<td>Audio keywords (Q11)</td>
<td>14 (18)</td>
<td>20 (25)</td>
<td>46 (58)</td>
</tr>
<tr>
<td>Audio unrestrained (Q12)</td>
<td>15 (19)</td>
<td>25 (31)</td>
<td>40 (50)</td>
</tr>
</tbody>
</table>

aGPS: Global Positioning System.
bSMS: short message service.

Figure 1. Respondent willingness to install app and grant permissions. GPS: Global Positioning System; SMS: short message service.
Discussion

Principal Findings

Mobile phone ownership rates in the patient population surveyed in this study are high, with 89% of respondents reporting that they own a mobile phone and use it daily and 85% of patients connect to the internet with it. These results indicate that, in general, lack of mobile phone ownership itself will not present a barrier to the use of mental health monitoring apps in the future. This is further evidenced by American [24] and Canadian [25] mobile phone ownership statistics.

The vast majority of respondents reported owning either an iPhone (45%) or an Android device (47%). This corroborates surveys conducted by Gartner in 2018 [26] which indicate that Android and iOS, collectively, comprise 99.8% of the mobile phone operating systems. As each platform can require significant effort to support, this is relatively good news that suggests that development solely on iOS and Android platforms is sufficient to support the vast majority of patients.

We observe that overall respondents’ reception toward the notion of installing a mental health monitoring app is generally positive, with 84% answering either yes or maybe when asked if they would install and use such an app on their mobile phone. This finding shows that there is a general positive interest in using mobile phone apps to aid in mental health assessment. Considering that the questionnaire expresses that such an app is believed to help both clinicians and patients but makes no claims about proven effectiveness nor does it quantify said effectiveness in any way, it is plausible that if such apps are to be developed and proved to be effective that rates of adoption may be higher than reported in this study once patients are presented with these findings.

Respondent willingness to provide access to particular sources of data varies from a minimum of 43% answering yes or maybe in the case of audio metadata or keyword extractions (questions 10 and 11) to a maximum of 68% answering yes or maybe in the case of screen state (question 8). We feel that these results are encouraging considering the survey does not allay any potential fears that may be held by the respondents with regard to data security or data access. In a production-ready app, data security is likely to be a considerable point of focus, with efforts to encrypt data in transit and at rest. Furthermore, it may be possible to develop automated software algorithms to process much of the raw data and report higher level statistics of interest to clinicians [27,28], addressing patient fears that others would be scrutinizing them personally by, for example, reading their text messages or listening to their audio recordings. As our survey did not address any of these points, it may be possible that responses would be more positive given these guarantees.

It is worth noting that data sources that are low resolution in terms of providing personal or private information, such as screen state (Q8) and motion sensor data (Q9), are the most likely to be granted. Contrast this with sources of data that offer much more insight into a person’s private life, such as the contents of SMS messages (Q6) and unrestrained audio recording and analysis (Q12), which are among the least likely to be granted (only 20% and 19% yes responses, respectively). This could be interpreted as evidence toward the hypothesis that fear of scrutiny is responsible for unwillingness to provide access to data. If that hypothesis was supported, then this suggests that any automated analysis of data that removes humans from direct observation of the source data may be a method to improve patient willingness to provide data access. Further research is required to explore this hypothesis, however.

Comparison With Other Studies

The rates of mobile phone ownership and use measured in this work is roughly in line with previous research in other areas. The results reported in this study are most similar to those measured in the United States, with a high 70% [29] to 80% range [30]. The predominance of Android and iOS devices within the population under study is also in line with current market statistics [26]. The mobile phone ownership and use measured in this study was somewhat lower than the 96% rate measured by Zhang et al [31] in a Chinese population.

While existing work demonstrates that mobile phone and/or wearable-based health assessment tools are being adopted despite concerns around privacy [21,22], the authors are unaware of any studies that have attempted to determine precisely which sources of data cause most concern. In the broader field of mobile phone apps in general (ie, without a focus on mental health care apps), Felt et al [32] found that SMS messages were the data source that was most cause for concern, more so than Global Positioning System (GPS) location. While they did not consider audio recordings, the identification of SMS messages being more invasive of privacy than GPS location is in line with our results. A similarly broad study into mobile phone user perceptions of privacy and security found that older users exhibited more privacy and security concerns [33]. This is in contrast with the population studied in this work, as we have measured a positive relationship between age and willingness to consent to audio recordings (ie, older people are more willing to consent to audio collection).

Limitations

One limitation of the study is the small, concentrated population of respondents. All respondents presumably live within the Toronto area, and it is not clear how these results may generalize to the greater Canadian population or beyond. Another limitation of the study is the survey design. It is clear that respondents, in general, require more information to provide a sense of their willingness to provide access to data, as the proportion of maybe responses averaged across questions 4 through 12 was nearly one-third of respondents (28%). As mentioned earlier, 2 key pieces of information that would help respondents make more informed decisions are the effectiveness of the app in helping to monitor or manage their mental health if the data are provided and the risks involved and the steps being taken to protect the patient’s privacy. Conveying both of these pieces of information to prospective app users will be a challenge for health care providers willing to employ mobile mental health apps.

Another fundamental limitation of this study is one inherent to surveys in general: it is not clear that survey respondents who expressed interest in the hypothetical app and willingness to
consent to collection of their data through the app would actually consent in a real-life scenario involving real mental health apps. We surmise this would depend upon how effective the apps were shown to be and what patient perception of the risks would be.

Finally, it would be interesting for future work to determine if there were any measurable differences between how patients with different disorders might consent to access to their data. One interesting hypothesis to test would be whether patients with social anxiety disorder, who fear evaluation and scrutiny, would be less likely to provide data access, possibly due to the fear of observation or judgment from others characteristic of the disorder [34].

**Conclusion**

Given the potential for mobile technology to help patients monitor their mental health symptoms in a passive and pervasive way, it is helpful for researchers to understand how patients may respond to requests for access to their personal data. General interest in such an app is moderate, with 41% of respondents indicating they would install a monitoring app and 43% of respondents indicating they may install such an app. Willingness to provide data collection across different sources ranges from 18% to 46%, with more intrusive or private sources of data being more likely to be withheld. Finally, we support previous findings [24,25] that show mobile phone technology adoption alone will not pose a significant problem to fielding mental health apps, as 85% of respondents reported using an internet-connected mobile phone daily.
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Abstract

Background: Emotions affect our mental health: they influence our perception, alter our physical strength, and interfere with our reason. Emotions modulate our face, voice, and movements. When emotions are expressed through the voice or face, they are difficult to measure because cameras and microphones are not often used in real life in the same laboratory conditions where emotion detection algorithms perform well. With the increasing use of smartphones, the fact that we touch our phones, on average, thousands of times a day, and that emotions modulate our movements, we have an opportunity to explore emotional patterns in passive expressive touches and detect emotions, enabling us to empower smartphone apps with emotional intelligence.

Objective: In this study, we asked 2 questions. (1) As emotions modulate our finger movements, will humans be able to recognize emotions by only looking at passive expressive touches? (2) Can we teach machines how to accurately recognize emotions from passive expressive touches?

Methods: We were interested in 8 emotions: anger, awe, desire, fear, hate, grief, laughter, love (and no emotion). We conducted 2 experiments with 2 groups of participants: good imagers and emotionally aware participants formed group A, with the remainder forming group B. In the first experiment, we video recorded, for a few seconds, the expressive touches of group A, and we asked group B to guess the emotion of every expressive touch. In the second experiment, we trained group A to express every emotion on a force-sensitive smartphone. We then collected hundreds of thousands of their touches, and applied feature selection and machine learning techniques to detect emotions from the coordinates of participant’s finger touches, amount of force, and skin area, all as functions of time.

Results: We recruited 117 volunteers: 15 were good imagers and emotionally aware (group A); the other 102 participants formed group B. In the first experiment, group B was able to successfully recognize all emotions (and no emotion) with a high 83.8% (769/918) accuracy: 49.0% (50/102) of them were 100% (450/450) correct and 25.5% (26/102) were 77.8% (182/234) correct. In the second experiment, we achieved a high 91.11% (2110/2316) classification accuracy in detecting all emotions (and no emotion) from 9 spatiotemporal features of group A touches.

Conclusions: Emotions modulate our touches on force-sensitive screens, and humans have a natural ability to recognize other people’s emotions by watching prerecorded videos of their expressive touches. Machines can learn the same emotion recognition ability and do better than humans if they are allowed to continue learning on new data. It is possible to enable force-sensitive screens to recognize users’ emotions and share this emotional insight with users, increasing users’ emotional awareness and allowing researchers to design better technologies for well-being.

(JMIR Ment Health 2018;5(3):e10104) doi:10.2196/10104
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emotional artificial intelligence; human-computer interaction; computing; artificial intelligence; emotions; emotional intelligence

Introduction

Background
Emotions are distinct natural entities that involve the mind and the body. They modulate our physiology by increasing or decreasing variables such as heart rate, respiration, and body temperature, and our psychology by altering perception, beliefs, and virtual images [1,2]. Emotions seek expression, and they use one or many motor outputs (sequentially or simultaneously) to fulfill their need to be expressed: face, voice, arms, and legs are used in a combination of one or many outputs to express emotions depending on the context, the physical condition of the body, the available means of communication, and the choice of the expresser [1].

Touch is a profound form of communicating emotions, and many researchers have studied its use in and impact on health and well-being [1,3-9]. A few minutes of daily touches not only enhance growth and weight gain in children, but also lead to emotional, physical, and cognitive improvements in adults [6,7]. Touch releases hormones and neuropeptides, and stimulates our bodies to react in very specific ways: the levels of blood pressure, heart rate, and cortisol change, and the hippocampus area of the brain is activated for memory [3]. Humans can easily communicate and sense emotions conveyed through touch [8,9]; babies respond well to touch [4] and loving touches are critical to the health of premature infants [5].

We use touch to communicate with many devices in our daily lives. As machine interfaces are engaging users more frequently and tend to mimic human-human interactions to facilitate natural communications, it is becoming key to develop new algorithms for the new interactive and sensitive touch screens to capture and recognize users’ emotions and increase the level of emotional intelligence of both users and their devices.

Emotional intelligence, or our ability to recognize and regulate our own emotions and those of others, is key to communicating well. Recognizing emotions when they are expressed and regulating them in ourselves and others helps us achieve effective communications and maintain good mental health [10-12].

Emotional artificial intelligence, or a machine’s ability to express emotions and recognize and regulate users’ emotions, has also become a key capability of an intelligent machine enabling effective interactions with its users [13]. Various methods are being used and technologies are being built to detect users’ emotions as they interact passively or actively with machines. The most commonly used techniques for emotion recognition are one or a combination of many of the following approaches: text, facial expressions, voice tones, biosensors and body movements, and gestures.

Many technologies have implemented facial coding and voice analysis theories to recognize emotions, but none have explored the touch theory [1]. Software technologies analyze the face, tone of voice, and textual natural language to recognize emotions [14]. It is difficult to fulfill the requirements of these technologies and measure emotions accurately in real-life situations. It is essential to find and add other more accessible ways to measure emotions: that is, mobile phone use and touch screen behavior.

Emotion recognition techniques using text process words and sentences in a particular language. The most common techniques process natural language and extract emotions and sentiments from writings and conversations found in books, blogs, chat rooms, and social media platforms [15]. One of the biggest challenges of this method is to recognize emotions in the context of the text. An emotion can be expressed without using the word that denotes it or any of its synonyms. New words and expressions can be created, or words from other languages or sarcasm can be used to express emotions, which makes the task of recognizing emotions very difficult [16].

Usually, facial emotion recognition techniques segment images of the face into specific regions and analyze their movement. Regions of interest include cheek, chin, wrinkles, eyes, eyebrows, and mouth [17]. Different classification techniques are then applied to recognize emotions [18]. New studies have claimed that faces alone do not universally communicate emotions, and that conceptual knowledge supported by language is necessary to distinguish and recognize emotions [19,20]. In addition, a static image does not convey the information related to the dynamic form of the expression to accurately recognize emotions.

Speech emotion recognition techniques analyze the tone of voice and other speech features to detect emotions and their dimensions. Various methods and interfaces have been designed to extract various features from speech signals, and they are usually adapted to a particular language. The tone of speech varies with different cultures. A person from a certain area, talking in a normal tone, might sound angry to someone from another culture due to differences in normal speed and volume between the two cultures. Someone talking in a low and slow tone might appear as sad for some and polite for others. Additionally, speaking in real-life conditions is corrupted with various noises. This makes it hard for a machine to isolate a particular voice and recognize emotions [21].

Emotion recognition using biosensors monitors the physiological variables of the autonomic nervous system (ANS) that are affected by emotions. Biosensors can be invasive or noninvasive and collect variables in the ANS including heart rate, skin conductance, heart rhythm, blood volume, and temperature to recognize emotions through changes in their patterns. Spatial and temporal analysis of the brain’s activity are two other techniques that are used to recognize emotion [22]. Functional magnetic resonance imaging focuses on identifying the regions of the brain involved in expressing emotions, and electroencephalography monitors the electrical activity of the brain to recognize emotions. Different clustering and evaluating
Techniques are then used on these physiological changes to detect emotions. But consistent and universal patterns in the ANS in relation to emotions have not been found, and many technical challenges are still to be solved [12,23,24].

Body movements and finger gestures are other ways of expressing emotions. Features such as amplitude, speed, fluidity, shape of movements, and motion direction are being extracted from expressive children and adults, and various methods and techniques have been applied to recognize emotions [25-27]. A body action and posture coding system has been developed recently to enhance the understanding of the role of body movements in expressing emotions [28]. But emotion recognition based on body movements and gestures is the least popular way of evaluating emotions. Tracking body movements and gestures in 3 dimensions is difficult and requires many sensors, which is one of the major drawbacks of this method.

Multimodal approaches have also been used to recognize emotions. By analyzing two or many measures from the face, voice, text, or ANS, these approaches provide better accuracy than do individual modalities but are complex and not easy to replicate or scale [29-31].

In the last few years, researchers have started to explore correlations between emotions, features from smartphones, and gestures [28,32]. Analyzing data from a smartphone’s accelerometer predicted the emotional dimension of arousal with an accuracy of 75% [33]. Analyzing the length, time, velocity, and pressure of finger strokes on a smartphone predicted the emotional dimension of valence with 84.9% accuracy [34]. Analyzing features extracted from textual contents and user typing predicted anger, disgust, happiness, sadness, neutrality, surprise, and fear with 72% accuracy [35].

The worldwide number of mobile phone users is expected to pass the 5 billion mark by 2019 [36]. Most of the mobile market growth can be attributed to the increasing popularity of smartphones. Users touch their smartphones thousands of times a day [37]: they play games, purchase products, and interact with other users in chat rooms and social media platforms. Users spend 54 minutes to 3.8 hours per day on their smartphone. Among 16- to 24-year-olds, 94% possess a smartphone and spend up to 4 hours per day on it. They open an app every 15 minutes because they feel the urge to do so: it is difficult for most of them to reduce the time spent on a smartphone or control the frequency of its use [38]. Addictive behaviors are dictated by uncontrolled emotions, where reasoning and logical thinking is not applied [2,39]. The World Health Organization classifies addictive behaviors for technology as a mental health problem [40].

It is thus essential to develop technologies for emotional awareness and help users establish a healthy communication between reason and emotions to lower addictive behaviors and suffering, improve decision making, and increase well-being [41].

Objective
This study explored the power of touch and its potential to convey distinct emotions when it is used as a means to communicate with apps and distant users via force-sensitive smartphones. Our ultimate goal is to increase users’ emotional awareness by powering smartphone apps with touchscreen emotional intelligence. We hope to open new opportunities for designers to create new interactive emotional experiences, provide emotional inputs for developers to enrich their apps, and offer insight for researchers to better understand emotions in the context of human-computer interactions.

We conducted 2 experiments in this study to recognize anger, awe, desire, fear, hate, grief, laughter, love, and no emotion. Experiment 1 examined whether humans are able to recognize the emotions by looking at passive expressive touches. Experiment 2 collected features of expressive touches of emotionally aware participants with good imagery ability and used machine learning techniques to predict emotions.

Methods

Emotions
Emotions are complex entities that often cannot be defined with just one single word. Naming an emotion is labelling the qualities of its psychophysiological manifestation, and these qualities are not precisely known. Naming by language the experience of anger is not a guarantee of the existence of a simple and clear psychophysiological pattern. Anger is not a simple entity, and complex and mixed patterns may have simple names. Sometimes the naming is, to a degree, confused and confusing. Some emotions remain nameless.

In this study, we were interested in what we define as biological emotions or nonverbal emotions for which language is not required when they are communicated. We listed 8 emotions (and no emotion) that we considered to be biological, and we hypothesized that they are easily recognizable by a perceiver if expressed authentically: anger, awe, desire, fear, grief, hate, laughter, and love, as well as no emotion. The main word we coined for each emotion is approximate and not unique. Translating our words to other languages and explaining them to our participants required that we define every individual word by describing how people react and what they say and do when they are under the influence of that emotion. Table 1 describes our 8 biological emotions.

In addition to these descriptions, we added a set of images and videos showing people’s faces, speech, and body movements for every emotion. We collected this multimedia content from the internet. We were inspired by the International Affective Picture System [42] and the affective videos of the Laboratoire d’Informatique en Image et Systèmes d’information Annotated Creative Commons Emotional Database [43], and standardized in terms of its audio and visual characteristics (brightness, loudness, distance, color, and size).

Participant Recruitment
We recruited and screened volunteers and smartphone users before assigning them into 2 groups to participate in 2 experiments. We contacted a local volunteer center and posted advertisements on websites asking people above 16 years old who were interested in emotions and technology to participate in our study for free.
Table 1. Labels, descriptions, and synonyms of the 8 biological emotions (and no emotion).

<table>
<thead>
<tr>
<th>Label</th>
<th>Description</th>
<th>Synonyms</th>
</tr>
</thead>
</table>
| Anger      | When you are angry, you boil, react, object, yell, or swear. You say words or expressions like “fuck,” “shit,” “no,” “stop,” or other synonyms silently in your head or loudly in your own language, usually your native language. | • Frustration  
• Rage  
• Fury |
| Awe        | When you are in awe, you freeze or slow in contemplation. You disconnect from distractions and get absorbed by the object of your awe. You are speechless and cannot link what you discover with what you already know. | • Interest  
• Discovery  
• Contemplation |
| Desire     | When you desire, you want, crave, need, and starve for. You say words or interjections like “yummy,” “come,” “tasty,” “want you,” or other synonyms silently in your head or loudly in your own language, usually your native language. | • Need  
• Lust  
• Want |
| Fear       | When you fear, you withdraw, hide, freeze, or tremble. You remain silent or say words or expressions like “no” or other synonyms silently in your head or loudly in your own language, usually your native language. | • Scare  
• Panic  
• Terror |
| Grief      | When you are in grief, you are very sad, and feel helpless and weak. You suffer and feel pain. You cry, moan, and whimper. | • Agony  
• Mourning  
• Sadness |
| Hate       | When you hate, you destroy, crush, and break. You say words or expressions like “perish” or “die” in your head or loudly in your own language, usually your native language. | • Detestation  
• Loathing  
• Vengefulness |
| Laughter   | When you laugh, your breath and voice are chopped and your eyes twinkle and tear. You repeat “Ha ha” or other sounds while you move in the same rate as you laugh and emit sounds. | • Chuckle  
• Giggle  
• Vengefulness |
| Love       | When you love, you care, protect, comfort, and maintain the state of the loved object. You smile, remain silent, or say words or expressions like “dear,” “cute,” or “sweet” in your head or loudly in your own language, usually your native language. | • Affection  
• Delight  
• Joy |
| No emotion | When you are not under the influence of an emotion, you reason with ease. Counting from 1 to 10 while seeing or visualizing the numbers in your head is an example of a very simple and unemotional state. | • Reasoning  
• Thinking  
• Counting |

Grouping Procedure

We invited all volunteers to complete 2 tests: the Levels of Emotional Awareness Scale (LEAS) to assess their emotional awareness [44]; and the Questionnaire Upon Mental Imagery (QMI) to assess their imagery ability [45,46]. For the purpose of our study, and the requirement to express pure and authentic emotions in both experiments, we needed all participants in group A to be not only emotionally aware, but also able to physiologically react to imaginary emotional situations. Only 20 participants among the 117 volunteers accepted to take the tests and apply to be part of group A.

The LEAS is an open-ended test in which we assessed the ability of volunteers to use emotion words in various situations to describe their feelings and the feelings of others [44]. A total of 20 volunteers answered 20 questions describing 20 emotionally evocative situations, and we hand-scored their responses. The scoring was as follow: 0 was given to nonemotional responses or when a response described thought instead of feeling; 1 was given when participants described physical awareness (eg, “I feel tired”); 2 was given when a response described an undifferentiated emotion (eg, “I feel bad”) or when the response described an action (eg, “I feel like I’m going to punch him in the face”); 3 was given when feelings were described using discrete emotions (we have a glossary of more than 600 discrete emotions collected from prior studies); 4 was given when many different discrete emotions were used to describe mixed or complex feelings; and 5 was given when participants described and differentiated their own feeling from someone else’s feelings using discrete emotions [47].

A higher score in the LEAS correlates positively with empathy, understanding of others, and openness to experience [48], as well as the ability to recognize emotions [49,50].

The QMI is a 600-item measure of mental imagery ability for 7 sensory modalities (visual, auditory, cutaneous, kinesthetic, gustatory, olfactory, and organic). In our study, we focused on the visual, cutaneous, and kinesthetic sensors only (the scoring of each of the 7 modalities is independent, and the emotion induction protocol requires participants to focus on 3 senses). We thus asked our volunteers 80 selected questions similar to the original questions of the test to indicate how clearly they could imagine a series of situations (eg, the form and movement of an assassin approaching the bed, touching silk, running fast to catch a car). Scoring was on a 7-point vividness rating scale varying from 1 (“Perfectly clear and as vivid as the actual experience”) to 7 (“I think about it but I cannot imagine it”).
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with a total score ranging from 80 to 560. Higher total scores indicate weaker imagery ability. Physiological activity in response to emotional imagery varies as a function of imagery ability. This means that good imagers show greater emotion-specific physiological activity than poor imagers [51].

We conducted experiments 1 and 2 in the laboratory on the same day for group A. Group B participated in experiment 1 remotely. We asked group A participants to follow some instructions (see below) 1 day before the day of the experiments. On the day of the experiments, they participated in an interview session and a training session before experiments 1 and 2 [52].

**Instructions for the Day Before**

We asked group A to rest, sleep, and eat well but not too much, because emotions are subject to physical and psychological states and can be difficult to induce under conditions of stress, fatigue, lack of sleep, hunger, or heavy meals [1]. For the needs of the training session, we asked them to come, if possible, with a voluntary partner with whom they were able to be emotionally intimate. Alternatively, we set up a time when 2 single group A participants could come together in the same time and partner each other during the training session. We asked all of them to bring their smartphone.

**Interview Session**

We excluded group A participants if they had a history of any of the following: current alcohol and drug abuse or dependence, neurological disease or trauma, and other medical or psychiatric complications. To share our definition of emotions clearly with everyone in group A, we gave them the list of emotions described in Table 1, and they viewed our collected multimedia content for each emotion. We encouraged them to ask questions and translate the words we gave as examples to their own words and language. All group A participants signed a consent form where a strict ethics code was applied, including their right to ask questions, withdraw from the experiment, keep their personal information private, and understand the scope and the purpose of the study.

**Smartphone Test**

Our protocol in experiment 2 required a minimal granularity in the measurement of finger pressure and area to collect enough change in data for our machine learning algorithms. To test whether a smartphone is sensitive enough, we designed an app that can be set up on any smartphone to check our requirements. After installing and launching the app on their smartphone, we asked participants to press on their screen as hard as possible for 5 seconds. We required a minimum granularity level of 10 for both area and force, a minimum pixel density of 100 pixels per inch, and a maximum temporal resolution of 1 millisecond. We used the device model Motorola XT1023 (Motorola Mobility LLC, Libertyville, IL, USA) with all of those who did not have a sensitive enough smartphone.

**Training Session**

The purpose of this session was to train participants from group A to express each emotion as precisely as possible by using only their finger and touching the palm of the partner to communicate each emotion. We called group A participants “expressers” and their partners “perceivers.” We encouraged but did not oblige expressers to use their middle finger during the expression because it is the first finger to reach the target of touch and the least cumbersome to use.

We asked the expressers to read the description of each emotion (see Table 1) and use our inductive material (images and videos) to stimulate their imagination and remember an emotion-provoking life situation. We asked them to describe the situation as if they were actively involved and emotional. They were encouraged to close their eyes and imagine the specific situation so as to experience it more accurately. A blank paper was provided, and participants were required to write down a description of the situation, their thoughts, and their words for each emotion. They were encouraged to use their own language. Textbox 1 lists the instructions given to the expressers.

We gave the perceivers, in a separate room, the list of emotions (see Table 1) and asked them to memorize them. They were informed that they were to be blindfolded and seated on a chair with their palm resting on their knee, and that an expresser would try to communicate an emotion from the list by only touching the perceiver’s palm with their finger. We asked the perceivers to try to guess the emotion conveyed by the finger and respond with 1 of the following 3 options: 1: “I don’t know;” 2: “I hesitate between...;” and 3: “I know; it is...” We asked expressers to express each emotion once or many times until the perceiver guessed their emotion correctly. They were free to move to another emotion before coming back to an emotion they had already tried to express without being successful and try again until they succeeded. Expressers were given a paper on which the emotions were listed and were also asked to put 1 or 0 at every trial (1: their partner successfully recognized the emotion; 0: their partner was confused or not able to recognize the emotion). Figure 1 shows the emotional expression of participants on the palms of their partners.

We asked expressers who completed the training session to participate in experiments 1 and 2, but only to express the emotions they were able to communicate successfully to their perceivers.

**Experiment 1**

The objective of this experiment was to answer the following question: if emotions modulate our touches [1,8,9], will humans be able to recognize emotions by only looking at an expressive touch?

---

**Textbox 1. Instructions to induce and express emotions.**

Choose an emotion from the list. Remember the related scene that you described as vividly as possible. Imagine as if it were really happening to you. Communicate your emotion by touch as precisely as possible.
We asked participants from group A to express the emotions that their partners were able to recognize during the training session against a transparent glass under which we video recorded their touches for 30 seconds. Each session started with neutral (nonemotional) touches.

We asked participants to express each emotion with one or many successive touches. They were encouraged but not obliged to use their middle finger. Figure 2 shows 3 frames from 3 different videos in which a participant expressed fear, grief, and laughter, respectively (left to right).

We then showed the videos online to group B and asked them to guess the emotion expressed by the finger by classifying the expression as 1 of the 8 emotions (and no emotion) described in Table 1.

Experiment 2

The objective of this experiment was to answer the following question: can we teach machines how to accurately recognize users' emotions from their touches on force-sensitive screens?

We asked group A participants to express the emotions that their partners were able to recognize during the training session against an app that we installed on a smartphone. They were encouraged to use their middle finger because it is the least cumbersome finger and the first to reach and touch the screen, but they were allowed to use any other finger if it was easiest for them to use.

Figure 3 shows the app’s interface and a participant expressing an emotion. Participants followed the same instructions as those in the training session (see Textbox 1).

Each session started with neutral (nonemotional) touches. We asked participants to express each emotion with one or many successive touches. They were encouraged to express each emotion at least 10 times, successively or not. After each emotional expression, participants took a 5-minute break to relax and resume a neutral state, thus preventing potential carryover effects of the previous emotional experience. During this period, we asked participants to rate on a single 5-level scale the purity of their emotional expression and the extent to which their finger expression conveyed the emotion. The rating varied from 0 to 5, where 0 was “not expressed” and 5 was “expressed well.” This allowed us to assess the accuracy of the induction procedure, as well as the subjective state of the participant after the emotional experience and expression.

Precision, Calibration, and Normalization

We recorded the coordinates \((x_t, y_t)\) of finger touches, their amount of force \(F_t\), and skin area \(S_t\), all as functions of time with a resolution of 1 millisecond. Knowing the screen density of each device, we converted \((x_t, y_t)\) from pixels to millimeters with a precision of a hundredth of a millimeter. We calibrated \(F_t\) and \(S_t\), knowing the maximum amount of force and skin area a participant could apply on a device, and then normalized it on a scale of 0 to 1 with a precision of 2 digits after the decimal, because the maximum values \(F_t\) and \(S_t\) differ not only between devices but also between participants. Some devices are more sensitive than others, and the maximum values of \(F_t\) and \(S_t\) are not always 1. Participants had different finger sizes, and large fingers record larger areas.
Data Filtering, Touches, and Expressions

Among the data we collected, and based on the subjective rating, we retained only the expressions that were rated 3 or more on the scale of purity. We grouped successive touches with a delay of less than 1000 milliseconds and considered them to be part of one single emotional expression. Expressions comprised one or many touches depending on the emotion, its intensity, and the need to express it.

Figure 2. Frames from the expression through touch of fear (left), grief (middle), and laughter (right).

Figure 3. Emotional expressions on the mobile app.

<table>
<thead>
<tr>
<th>Pair</th>
<th>Mean (SD)</th>
<th>SE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.139 (69.361)</td>
<td>1.441</td>
<td>2.313 to 7.966</td>
</tr>
<tr>
<td>2</td>
<td>175.118 (1000.759)</td>
<td>20.795</td>
<td>134.339 to 215.897</td>
</tr>
<tr>
<td>3</td>
<td>0.756 (1.520)</td>
<td>0.032</td>
<td>0.695 to 0.818</td>
</tr>
<tr>
<td>4</td>
<td>−284.59 (3446.514)</td>
<td>71.616</td>
<td>−425.03 to −144.15</td>
</tr>
</tbody>
</table>
Feature Extraction
To set up an initial set of relevant features and observe the expression of each emotion in time, we designed a visualization tool using Python.

Dimension Reduction
Based on our intuitive assumptions and observations and the experimental context, we calculated for every expression an initial set of the following 17 spatiotemporal features: the coordinates (x1, y1, x2, y2) of the beginning and end of an expression; the distance, angle, duration, velocity, and acceleration of the expression; the total number of touches and the mean duration of touches of an expression; and the mean, maximum, and velocity of both force and size of an expression. Further statistical analysis and feature selection techniques including principal component analysis [53] allowed us to reduce the number of features to 9 independent features. We retained the first 9 eigenvectors because they captured 95% of the total variance in the original data. The distribution of variance among the 9 components was 20.1% (roughly corresponds to the duration), 18.2% (the amount of force), 12.7% (the number of touches), 11.3% (the spatial extent on the x,y axis), 10.4% (the angle), 8.2% (the distance), 5.1% (the size), 4.6% (the velocity), and 4.4% (the acceleration).

We used the parametric paired $t$ test to measure the degree of variance and dependency between the normally distributed features. Table 2 displays the comparison results.

We see that the mean differences 5.139 (in pair 1), 175.118 (in pair 2), 0.756 (in pair 3), and –284.59 (in pair 4) between features are not equal to zero. With 95% confidence ($P=.05$), we could conclude that there was a significant statistical score to indicate that our selected features were independent.

Results

Participants
We recruited and screened 117 volunteers and smartphone users between the ages of 16 and 63 years (47 male and 70 female participants). Their mean age was 32.5 (SD 13.9) years. Only 15 participants were rated as good imagers and highly emotionally aware enough to be part of group A (15/117, 12.8%; 7 male and 8 female participants). They were all right-handed and scored above 70 (very much above average) in the LEAS test and below 107 (above average) in the QMI. The other 5 participants were either not enough emotionally aware or not good enough imagers, or both. We assigned them to group B, which comprised 102 volunteers (40 male and 62 female participants), and we applied no additional tests or requirements to them. Both groups participated in experiment 1, and only group A participated in experiment 2. Figure 4 shows the distribution of the participants by group and sex.

Smartphone Sensitivity Tests
We tested 11 different smartphone devices: 63% (7/11) were eligible to be used in experiment 2 (see Table 3).

Experiment 1: Human Recognition for Emotions
We collected 102 responses for each emotion. The results proved to be highly successful and significant, with all 8 emotions (and no emotion) correctly recognized with great accuracy with only 1 attempt. Errors of recognition were mainly choosing hate for anger (7/918, 0.8%) and vice versa, or choosing awe for no emotion (11/918, 1.2%) and vice versa. A total of 12 of the 918 participants (1.3%) confused hate with laughter.

Figure 4. Group and sex distributions of the participants.
Table 3. Sensitivity tests on participants’ smartphones.

<table>
<thead>
<tr>
<th>Device model</th>
<th>Screen density (pixels/inch)</th>
<th>Force granularity</th>
<th>Area granularity</th>
<th>Sensitive enough?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple iPhone 6S</td>
<td>326</td>
<td>121</td>
<td>95</td>
<td>Yes</td>
</tr>
<tr>
<td>Huawei G610U20</td>
<td>220</td>
<td>120</td>
<td>32</td>
<td>Yes</td>
</tr>
<tr>
<td>Huawei Y635TL00</td>
<td>196</td>
<td>1</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>LGE-D802</td>
<td>424</td>
<td>30</td>
<td>12</td>
<td>Yes</td>
</tr>
<tr>
<td>Motorola XT1023</td>
<td>256</td>
<td>52</td>
<td>16</td>
<td>Yes</td>
</tr>
<tr>
<td>OnePlus A2003</td>
<td>401</td>
<td>1</td>
<td>5</td>
<td>No</td>
</tr>
<tr>
<td>Samsung G920A</td>
<td>576</td>
<td>1</td>
<td>41</td>
<td>No</td>
</tr>
<tr>
<td>Samsung I8530</td>
<td>233</td>
<td>15</td>
<td>18</td>
<td>Yes</td>
</tr>
<tr>
<td>Sony Xperia XZ</td>
<td>424</td>
<td>35</td>
<td>21</td>
<td>Yes</td>
</tr>
<tr>
<td>Xiaomi RNote3</td>
<td>403</td>
<td>48</td>
<td>14</td>
<td>Yes</td>
</tr>
<tr>
<td>Xiaomi Redmi4</td>
<td>294</td>
<td>1</td>
<td>1</td>
<td>No</td>
</tr>
</tbody>
</table>

Figure 5. Human recognition of emotions in force-expressive touches.

However, 49.0% (50/102) of the participants were 100% (450/450) accurate in recognizing all 8 emotions (and no emotion) and 25.5% (26/102) were 77.8% (182/234) accurate. Male and female participants did equally well. Figure 5 shows the results obtained for each emotion and Table 4 details the classification results for each emotion. This experiment confirmed that emotions modulate our fingers as we force-touch a sensitive surface, as well as that humans have a high ability to recognize emotions from the pattern of the emotion in the expressive force-touch.

We can see distinct patterns between emotions in terms of their beginning and end, as well as the shape, speed, acceleration, and space occupation of their respective expressions. Figure 7 shows more details in the variation of the amount of force and skin area for each emotion. The horizontal axis is the time in milliseconds; the vertical axis represents the variation of force from 0 to 1, and the dot size on the curves correlates with the variation of the skin area over time.

Data Visualization

Figure 6 shows a single frame taken from participants’ finger expressions of each emotion at a random instant t on the (x,y) axis.

Emotional expressions have distinct amounts of force and skin area. Hate is characterized by a very high amount of force and fear is very fast and short.
Table 4. Classification results of group B for each video.

<table>
<thead>
<tr>
<th>Emotion expressed in the video</th>
<th>Participants’ classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Anger</td>
</tr>
<tr>
<td>Anger</td>
<td>92</td>
</tr>
<tr>
<td>Awe</td>
<td>1</td>
</tr>
<tr>
<td>Desire</td>
<td>1</td>
</tr>
<tr>
<td>Fear</td>
<td>1</td>
</tr>
<tr>
<td>Grief</td>
<td>1</td>
</tr>
<tr>
<td>Hate</td>
<td>2</td>
</tr>
<tr>
<td>Laughter</td>
<td>4</td>
</tr>
<tr>
<td>Love</td>
<td>0</td>
</tr>
<tr>
<td>No emotion</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 6. Patterns of emotional expressions on the (x,y) axis.

Experiment 2: Machine Learning Classification

Table 5 shows the results of overall subjective ratings of group A for each emotion.

All participants expressed anger and no emotion very well (486/486, 100% of expressions were rated 5). Grief and laughter were the most challenging (20% of expressions: 25/126 for grief and 46/232 for laughter were rated below 3).

Our dataset comprised 2316 instances (or emotional expressions). Figure 8 shows the distribution of instances among emotions. Anger was the most expressed emotion with 486 expressions, and grief was the least expressed with 101 instances.

The number of touches per emotional expression varied between 1 and 25 (mean 1.94, SD 2.88); 83.46% (1933/2316) of expressions had an average of 1.38 touches and 3.45% (80/2316) of expressions had a maximum of 2.5 touches (see Figure 9). We saw more touches in laughter and anger than in the other emotions.
We designed an experimental framework in which we tested various machine learning techniques in supervised learning, including naive Bayes, nearest neighbor, neural networks, meta, and decision tree classifiers. We obtained the best classification results in random committee and 2 decision tree algorithms: random tree and random forest.

Random committee is a type of meta algorithm that takes classifiers and converts them into more powerful learners. Random committee builds an ensemble of base classifiers and averages their predictions [54]. Each one is based on the same data but uses a different random number seed. Decision trees are treelike structures; they start from root attributes and end with leaf nodes. Decision tree algorithms describe the relationships among attributes and the relative importance of attributes. Random tree chooses a test based on a given number of random features at each node, performing no pruning. Random forest constructs random forests by bagging ensembles of random trees [55]. Table 6 shows the classification results using the 10-fold cross-validation test option.

The percentage of correctly classified instances was very high, and varying between 86.14% (1995/2316) and 91.11% (2110/2316). Kappa statistics is a chance-corrected measure of agreement between the classifications and the true classes. It is calculated by taking the agreement expected by chance away from the observed agreement and dividing by the maximum possible agreement. Kappa being higher than .81 demonstrates an almost perfect agreement for all the classifiers. Random forest produced the best results. Table 7 shows its detailed accuracy per emotion and Table 8 shows the confusion matrix.

The rate of true positives (or recall) varied from .75 for awe to 1.00 for fear. Most instances were correctly classified. The rate of false positive was insignificant and was highest in love, with only .03 instances falsely classified. The proportion of instances that were truly of a class divided by the total instances classified as that class (precision) varied from .82 to 1.00. A combined measure for precision and recall calculated as $2 \times \text{precision} \times \text{recall} / (\text{precision} + \text{recall})$ is presented as the F measure. The area under the receiver operating characteristic curve approach 1.00 for all classes (> .98), which demonstrates the optimality of our model.

The confusion matrix in Table 8 shows the raw numbers, with anger, are, desire, fear, hate, grief, laughter, love, and no emotion being the class labels.

To test the performance of the classifier, we trained it on 15 subsets where we excluded 1 different participant in each run to be tested on the sample of the excluded participant (leave-one-run-out cross-validation and leave-one-sample-out cross-validation). The average performance of the classifier was 86.36%, kappa=.84: a drop of 4.6% compared with the result obtained with 10-fold cross-validation.

**Human Versus Machines**

In recognizing our emotions from finger force-touches, our algorithm did better than group B participants. Figure 10 shows a comparison of accuracy between our algorithm and group B participants in recognizing emotions.

For group B participants, anger was the easiest recognizable emotion, while awe and laughter were the most difficult to guess. Our algorithms were best in detecting fear, with almost 100% accuracy.
<table>
<thead>
<tr>
<th>Emotion and rating</th>
<th>Participants who chose the rating, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anger (n=486)</strong></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>486 (100)</td>
</tr>
<tr>
<td><strong>Awe (n=181)</strong></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>23 (12.7)</td>
</tr>
<tr>
<td>5</td>
<td>158 (87.3)</td>
</tr>
<tr>
<td><strong>Desire (n=302)</strong></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>39 (12.9)</td>
</tr>
<tr>
<td>3</td>
<td>60 (19.9)</td>
</tr>
<tr>
<td>4</td>
<td>82 (27.2)</td>
</tr>
<tr>
<td>5</td>
<td>121 (40.0)</td>
</tr>
<tr>
<td><strong>Fear (n=292)</strong></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>79 (27.1)</td>
</tr>
<tr>
<td>5</td>
<td>213 (72.9)</td>
</tr>
<tr>
<td><strong>Grief (n=126)</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>25 (19.8)</td>
</tr>
<tr>
<td>4</td>
<td>25 (19.8)</td>
</tr>
<tr>
<td>5</td>
<td>76 (60.4)</td>
</tr>
<tr>
<td><strong>Hate (n=303)</strong></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>61 (20.1)</td>
</tr>
<tr>
<td>5</td>
<td>242 (79.9)</td>
</tr>
<tr>
<td><strong>Laughter (n=232)</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>23 (9.9)</td>
</tr>
<tr>
<td>1</td>
<td>23 (9.9)</td>
</tr>
<tr>
<td>4</td>
<td>46 (19.8)</td>
</tr>
<tr>
<td>5</td>
<td>140 (60.4)</td>
</tr>
<tr>
<td><strong>Love (n=288)</strong></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>95 (33.0)</td>
</tr>
<tr>
<td>5</td>
<td>193 (67.0)</td>
</tr>
<tr>
<td><strong>No emotion (n=216)</strong></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>216 (100)</td>
</tr>
</tbody>
</table>
Figure 8. Overall number of expressions for each emotion.

Figure 9. Number of touches per expression for each emotion.
Table 6. Best emotion classification results using the 10-fold cross-validation test option.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correctly classified, n (%)</th>
<th>Kappa statistic</th>
<th>Mean absolute error</th>
<th>Root mean square error</th>
<th>Relative absolute error (%)</th>
<th>Root relative square error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random tree</td>
<td>1995 (86.14)</td>
<td>.84</td>
<td>.03</td>
<td>.18</td>
<td>15.90</td>
<td>56.40</td>
</tr>
<tr>
<td>Random committee</td>
<td>2082 (89.90)</td>
<td>.88</td>
<td>.03</td>
<td>.13</td>
<td>16.43</td>
<td>42.62</td>
</tr>
<tr>
<td>Random forest</td>
<td>2110 (91.11)</td>
<td>.90</td>
<td>.04</td>
<td>.13</td>
<td>19.54</td>
<td>40.77</td>
</tr>
</tbody>
</table>

Table 7. Detailed accuracy per class for the random forest classifier.

<table>
<thead>
<tr>
<th>Class</th>
<th>True positive rate</th>
<th>False positive rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F measure</th>
<th>Matthews correlation coefficient</th>
<th>Area under the receiver operating characteristic curve</th>
<th>Area under the precision-recall curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>.957</td>
<td>.013</td>
<td>.951</td>
<td>.957</td>
<td>.954</td>
<td>.942</td>
<td>.994</td>
<td>.981</td>
</tr>
<tr>
<td>Awe</td>
<td>.746</td>
<td>.014</td>
<td>.818</td>
<td>.746</td>
<td>.780</td>
<td>.764</td>
<td>.980</td>
<td>.814</td>
</tr>
<tr>
<td>Desire</td>
<td>.814</td>
<td>.016</td>
<td>.866</td>
<td>.814</td>
<td>.839</td>
<td>.820</td>
<td>.980</td>
<td>.911</td>
</tr>
<tr>
<td>Fear</td>
<td>1.000</td>
<td>.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Hate</td>
<td>.904</td>
<td>.016</td>
<td>.893</td>
<td>.904</td>
<td>.898</td>
<td>.883</td>
<td>.991</td>
<td>.940</td>
</tr>
<tr>
<td>Grief</td>
<td>.871</td>
<td>.008</td>
<td>.838</td>
<td>.871</td>
<td>.854</td>
<td>.848</td>
<td>.996</td>
<td>.926</td>
</tr>
<tr>
<td>Laughter</td>
<td>.984</td>
<td>.001</td>
<td>.989</td>
<td>.984</td>
<td>.987</td>
<td>.985</td>
<td>1.000</td>
<td>.999</td>
</tr>
<tr>
<td>Love</td>
<td>.865</td>
<td>.030</td>
<td>.803</td>
<td>.865</td>
<td>.833</td>
<td>.809</td>
<td>.978</td>
<td>.886</td>
</tr>
<tr>
<td>No emotion</td>
<td>.972</td>
<td>.003</td>
<td>.972</td>
<td>.972</td>
<td>.972</td>
<td>.969</td>
<td>.999</td>
<td>.995</td>
</tr>
<tr>
<td>Weighted average</td>
<td>.911</td>
<td>.012</td>
<td>.911</td>
<td>.911</td>
<td>.911</td>
<td>.899</td>
<td>.991</td>
<td>.946</td>
</tr>
</tbody>
</table>

Table 8. Confusion matrix for the random forest classifier.

<table>
<thead>
<tr>
<th>Class</th>
<th>Anger</th>
<th>Awe</th>
<th>Desire</th>
<th>Fear</th>
<th>Hate</th>
<th>Grief</th>
<th>Laughter</th>
<th>Love</th>
<th>No emotion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>465</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>Awe</td>
<td>0</td>
<td>135</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>29</td>
<td>0</td>
</tr>
<tr>
<td>Desire</td>
<td>2</td>
<td>4</td>
<td>214</td>
<td>0</td>
<td>28</td>
<td>1</td>
<td>0</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>Fear</td>
<td>0</td>
<td>0</td>
<td>292</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hate</td>
<td>3</td>
<td>2</td>
<td>14</td>
<td>0</td>
<td>274</td>
<td>7</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Grief</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>88</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Laughter</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>183</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Love</td>
<td>10</td>
<td>15</td>
<td>5</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>249</td>
<td>2</td>
</tr>
<tr>
<td>No emotion</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>210</td>
</tr>
</tbody>
</table>
Discussion

Principal Results

The results of the first experiment of this study demonstrated the ability of humans to recognize emotions when expressed through finger force-touch, and the results of the second experiment demonstrated clear finger force-touch patterning of emotions.

Our findings in experiment 1 indicated the ability of group B participants to recognize 8 emotions: anger, awe, desire, fear, grief, hate, laughter, love (and no emotion) as described in Table 1. Group B had a high accuracy of 83.8% (769/918) in recognizing the emotions of the emotionally expressive participants (group A) by only looking at the movement of their fingers when pressing a transparent glass to express emotions. Clynes [1] reported a similar ability of humans to recognize emotions by only looking at the movement in space of an arm expressing emotions. Clynes [1] and Hertenstein and colleagues [8,9] demonstrated the ability of humans to communicate and perceive distinct emotions via touch. Our finding in experiment 2 indicated higher accuracy for our algorithm, recognizing clear patterns of 8 emotions (and no emotion) with a 91.11% (2110/2316) classification accuracy. Following the training sessions, recording finger force-touch and skin area in the expression of each emotion and filtering the collected data based on subjective ratings revealed highly significant and accurate classification of group A’s emotions.

An interesting insight in our data was the correlation between the 8 emotions (and no emotion) and the spatiotemporal features: coordinates of the beginning and end of an expression, the distance, angle, duration, velocity, and acceleration of the expression, the total number of touches, the mean duration of touches of an expression, and the mean, maximum, and velocity of both force and size of an expression.

Limitations

Using a strict participant selection process and a personalized emotion induction protocol with human validation and subjective rating allowed us to state that anger, awe, desire, fear, grief, laughter, love, and no emotion produce specific response patterns in finger force-touch expression of emotions. However, there are several considerations (related to the selection process of group A participants) that limit generalization of our findings: group A participants (1) were highly emotionally aware, (2) had good imagery ability, (3) were used to smartphones, (4) had good touch dexterity on their smartphones, and (5) were willing and able to communicate emotions authentically using touch. Future replication of these findings is needed in participants who are poor imagers, less emotionally aware, and nonusers of smartphones.

Comparison With Prior Work

According to cognitive-physiological network models, ideas, memories, and verbal and subjective descriptors are very important components to induce emotions. Thus, when we scrupulously described our emotions to our participants and then asked them to remember and personalize meaningful emotion-evoking scenes and use their finger as the motor output to communicate the emotion to another participant before communicating the expression to a smartphone, the finger force-touch alone discriminated between anger, awe, desire, fear, grief, hate, laughter, love, and no emotion in 91.11% (2110/2316) of the cases. This indicates that the 9 spatiotemporal features extracted from finger force-touch measures were part of the network that was activated when participants expressed their emotions. Our accuracy rates were higher than those
reported in earlier similar studies where emotions or emotional dimensions were detected from force-touch, typing, and words or other sensors in the smartphone [28,32-35]. This may be related to clearer descriptions of our target emotions, the use of personalized multimedia material and imagery of real-life situations to induce emotions, and the use of another participant to validate the communication of the emotion via finger force-touch. Also, our higher accuracy may be due to the strict conditions in the selection process of participants for group A (they were all good imagers and highly emotionally aware).

**Conclusions**

Emotions are unique and important entities with built-in windows across the mind-body barrier that need to be understood. They convey great power in the development and mental healing of the individual, of society, and even for the now self-conscious evolution of human beings.

In this study, we described a protocol and implemented methods that allowed us to validate the human ability to express and perceive distinct emotions, and a machine’s ability to recognize those emotions on force-sensitive smartphones. Much remains to be done to build more comprehensive, accurate, and scalable emotion detection algorithms in real-life contexts.

Touch is one of the most powerful of human senses, and we use it passively to communicate emotions. As we continue interacting with devices through touch, it is becoming essential to analyze these patterns and sense emotion. Enabling smartphone apps to capture, discern, and communicate the emotions of expressive touches will completely change the way users perceive and touch their devices and facilitate spontaneous emotional expressions. Human-computer-human interactions will get better, clearer, and emotionally intelligent.
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Abstract

Background: Dementia is an international research priority. Reminiscence is an intervention that prompts memories and has been widely used as a therapeutic approach for people living with dementia. We developed a novel iPad app to support home-based personalized reminiscence. It is crucial that technology-enabled reminiscence interventions are appraised.

Objective: We sought to measure the effect of technology-enabled reminiscence on mutuality (defined as the level of “closeness” between an adult living with dementia and their carer), quality of carer and patient relationship, and subjective well-being.

Methods: A 19-week personalized reminiscence intervention facilitated by a program of training and a bespoke iPad app was delivered to people living with dementia and their family carers at their own homes. Participants (N=60) were recruited in dyads from a cognitive rehabilitation team affiliated with a large UK health care organization. Each dyad comprised a person living with early to moderate dementia and his or her family carer. Outcome measurement data were collected at baseline, midpoint, and intervention closure.

Results: Participants living with dementia attained statistically significant increases in mutuality, quality of carer and patient relationship, and subjective well-being (P<.001 for all 3) from baseline to endpoint. Carers attained nonsignificant increases in mutuality and quality of carer and patient relationship and a nonsignificant decrease in subjective well-being.

Conclusions: Our results indicate that individual-specific reminiscence supported by an iPad app may be efficient in the context of early to moderate dementia. A robust randomized controlled trial of technology-enabled personalized reminiscence is warranted.

(JMIR Ment Health 2018;5(3):e57) doi:10.2196/mental.9684
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Introduction

Background

Dementia is an umbrella term that encompasses at least 40 conditions that feature progressive cognitive decline and are more prevalent in older age. In tandem with international aging demographics, the prevalence of dementia and associated costs have risen substantially. The estimated annual UK cost of dementia is over £26 billion [1], and this is higher than the combined costs for cancer, stroke, and heart disease. There is increasing evidence that nonpharmacological interventions for the symptoms of dementia can have commensurate effectiveness to pharmacological treatment and may be preferable where medication can cause negative side effects [2-4]. The progressive nature of dementia presents a challenge for families providing care to a relative with this condition [5-7]. Not surprisingly, the World Health Organization (WHO) has prioritized dementia as a global public health concern and has recommended that more research should be undertaken to inform supportive interventions for people living with dementia and their families [8].

Reminiscence refers to a range of psychosocial interventions that prompt memories and has been widely used as a therapeutic approach for people living with dementia and their carers [9,10]. Technology-based reminiscence increases opportunities to participate in conversations and enhances the social interactions of people living with dementia and their carers [10]; furthermore, it enables remote reminiscence to be delivered at home [11]. Traditional reminiscence utilizes collections of resources such as memory boxes that can stimulate a range of senses, including touch, taste, and smell. In contrast, technology-based reminiscence is reliant on visual and auditory memory prompts. These limitations may be offset by the portability, mobility, and utility of technology-based reminiscence systems to deliver personalized reminiscence experiences.

A systematic review [12] of technology-supported reminiscence therapy identified 44 papers that met the selection criteria. Although limited by the small sample sizes of some of the studies, the authors concluded that there were benefits to using information and communication technology (ICT) for reminiscence interventions. These benefits include access to rich and engaging multimedia reminiscence materials [13,14], opportunities for people living with dementia to participate in social interactions and take ownership of conversations [15,16], and a reduction in motor deficit-related barriers when interacting with media [16,17]. In the abovementioned review [12], 10 reviewed papers reported on the use of “reminiscence kits” that featured a technological component. Audio was a major component of these reminiscence kits, but impact evaluation was not reported. One study [17] examined the attitudes of older people (N=19) toward using an iPad to aid reminiscence. Participants in the study were randomly allocated to reminisce using either an iPad or more traditional images and cards. The results from that study indicated that participants enjoyed using the iPad. In a follow-up mixed methods design, a mobile app called “Memory Matters” was developed to promote reminiscence [15]; 18 people living with dementia and 8 family carers were asked to use MM for a period of 4 weeks. Consistent with the findings of a more recent study that explored a similar device [18], the technology-supported reminiscence was favorably evaluated. Family carers enjoyed discussing the early years with their relative, and on several occasions, the people living with dementia shared memories in a direct response to prompts provided by MM. People living with dementia who had only interacted minimally, or who had never spoken before, were observed to interact and support each other while using the app. These findings support the social engagement potential of mobile devices in the context of family caregiving in dementia [19,20].

As dementia progresses, it is common for carers to report a “disappearance of the relationship” [21,22]. There is a need to support caregiving relationships in order to protect mental and physical well-being of the carers [23,24]. ICT has an important role to play in this endeavor by supporting social connectivity [25]. It is important, therefore, that in studies of technology-based reminiscence, family carers are included in addition to people living with dementia.

Our research team was motivated by the rising acceptability of health apps to develop and test the feasibility of a novel app to deliver personalized reminiscence among people living with dementia and their carers. Consistent with recommendations [12], validated and standard outcome measures were selected for the appraisal of efficacy. Mutualy is a scale that measures closeness in a relationship [26]; WHO-Five Well-Being Index (WHO-5) is a short scale for measuring emotional well-being [27], and Quality of Carer-Patient Relationship scale (QCPR) is a scale of family caregiving [28]. All 3 scales have been tested in dementia research, but not in reminiscence research. This paper contributes to the evidence base by reporting the preliminary efficacy of technology-based personalized reminiscence facilitated by a program of training and an iPad app on mutuality, quality of caregiving relationships, and subjective well-being among people living with dementia and their family carers.

Development of a Reminiscence App

The size, capacity, and low cost of ubiquitous mobile devices have made them an attractive option for technology-based reminiscence systems. As part of this study, a cross-platform device agnostic tablet app (called InspireD: an acronym for Individual-Specific Reminiscence for People living with Dementia) was developed to facilitate reminiscing activity. The two primary aims of the app were to enable people living with dementia and their family carers to select and store personalized memorabilia (photographs, videos, sounds, music, etc) and to provide easy access to these visual and audiovisual cues to support bespoke reminiscence.

The InspireD app was developed [29] with input from the Reminiscence Network Northern Ireland and a user development group that comprised a total of 7 dyads, with each dyad comprising a person living with dementia and his or her primary caregiver (n=14). The Agile software development approach [30] was adopted to allow the functional prototype to be created early in the development lifecycle, with testing for usability and refinement taking place throughout the development process.
The app was implemented using Appcelerator Studio (Appcelerator Titanium SDK, US), an Eclipse-based integrated development environment that provides an environment to build, test, package, and publish apps for various platforms, including iOS and Android. The code is written in JavaScript, with native user interface (UI) elements being invoked at runtime. It incorporates local facilities for persistent data storage in SQLite database and facilitates the use of third-party app programming interfaces for Flickr and YouTube (Figure 1).

The app consists of a UI that is usable and responsive across a variety of mobile devices (tablets, mobile phones). It is also possible to use the system on a personal computer or laptop via the Web browser. The main user (and co-users, ie, carers) can upload images, videos clips, and audio clips to the app. SQLite database functionality is used to store and manage data natively. The main UI consists of a simple screen for people living with dementia to upload files with help from a reminiscence trainer or a family caregiver. A multiscreen layout allows users to choose which memorabilia they wish to access: view photos, watch videos, listen to audio files, and browse selected resources (Figure 2).

The design is minimalist, using verbal descriptors as well as images and icons to reinforce and indicate functionality to the user. Data are organized and presented primarily in the form of on-screen menus. The welcome screen is a simple log-in screen where the users confirm their identity by clicking a photo of themselves. The user data are contained within a local SQLite database, which can be easily queried with the reporting services enabled. Multimedia reminiscing resources (photos, videos, and audios) are also stored locally in the app data directory.

![Figure 1. InspireD app system architecture SQLiteDB SQLite database.](image1)

![Figure 2. The InspireD reminiscence app user interface.](image2)
The InspireD app incorporates a logging facility for 5 canonical events. These are entry (logging in), admin (adding a photo, deleting an audio, etc.), reminiscing (viewing a video, viewing a photo, etc.), ecological momentary assessment (EMA) questions, and exit (logging out). Usage data across the course of the intervention were collected via secure email and statistically analyzed, and the findings have been published [31]. EMA is influenced by Kurt Lewin [32]. The use of “in-the-moment” approaches, along with rigorous measurement techniques in psychometric research, has been validated in recent research [33-36]. In our study, EMA involved the delivery of a small series of 5 questions directly to participants through the app; the feasibility of this approach in the context of dementia care is being appraised and will be reported in a subsequent paper. The InspireD system was designed with scalability in mind for future enhancements as it is envisaged that the final version will be a secure, cloud-based app accessible via a secure internet connection for authorized users. While the design incorporated the ability to store content locally on the device or to upload it to a cloud-based storage, a decision was made by the team that for the feasibility study, all content would be stored locally on the device.

Methods

Design

This paper reports on a feasibility study that incorporated a quasi-experimental design. An intervention of home-based personalized reminiscence, supported by a program of training and a novel iPad app, was examined for preliminary efficacy using 3 outcome measures pertaining to mutuality, emotional well-being, and quality of carer-patient relationships. The quasi-experimental design is appropriate and a common design for assessing the feasibility of novel technological interventions [37-39]. In line with quality standards, repeated measures testing was employed. Data were collected at baseline, midpoint, and intervention close. Table 1 outlines the intervention activities and data collection time-points.

The model of reminiscence that was utilized to underpin the training intervention was that of simple reminiscence [40], which encompasses mainly unstructured autobiographic storytelling and triggers that generate spontaneous reminiscence, often within a relational context, such as special days or events shared by friends and family. The goal of this approach is to enhance social contacts and short-term well-being while also supporting intergenerational bonding [40,41]. Our intervention was designed to cater for the needs, preferences, and interests of people living with dementia and their family carers. As a measure of quality, the reporting of this study adheres to the Transparent Reporting of Evaluations with Nonrandomized Designs (TREND) statement [42].

Settings

The setting was a large health and social care trust in a region of the United Kingdom. The trust catchment area is a mix of rural and urban communities serving a population of approximately 300,000 people, with an estimated 2717 of them living with dementia. Recruitment was facilitated by the trust’s community mental health team for older people and through the trust’s cognitive rehabilitation team as engagement with the latter was indicative of a diagnosis of early to moderate dementia.

Participants

A purposive sampling strategy was used to recruit 30 caregiving dyads (30 persons living with dementia and 30 carers). A sample size of 40-50 is recommended as sufficient for a feasibility study to estimate the total sample size across parameters to inform a future randomized controlled trial (RCT) [43]. Our participants were predominantly older people, and there was potential for significant dropout. With that in mind, we increased our sample size to 60.

Inclusion and exclusion criteria were developed to minimize the potential for bias in the recruitment process. We included people who (1) had a diagnosis of early to moderate dementia, (2) were able to communicate and understand conversations, and (3) were aware of their dementia diagnosis; furthermore, we included family carers who were (1) aged ≥18 years, (2) caring for a family member living with dementia meeting the above criteria (either cohabiting or non-cohabiting), and (3) aware of their relative’s dementia diagnosis. Individuals with a major illness or disability that hindered their ability to engage in the study were excluded. Recruitment was commenced in April 2016 and continued until the sample size of 30 dyads (N=60) was achieved in October 2016.

Ethical considerations principally pertained to voluntariness, supporting separate informed consent for the people living with dementia and their carers, handling and storage of data, and right to withdraw from the study. The study received ethical approval (REC Ref 16/NI/0002) in line with regional and National Health Service Trust research governance.

Primary Outcome Measure

The primary outcome measure was mutuality, defined as the positive quality of the relationship between the carer and the care recipient [26]. The Mutuality scale consists of 15 items. A sample item includes “How attached are you to him or her?” A 5-point scale is used, ranging from 0 (not at all) to 4 (a great deal). Higher scores indicate a higher level of mutuality, which may support relationships in difficult circumstances. The Mutuality scale has been tested for validity in previous studies of family caregiving and has demonstrated internal consistency [44,45]. The mean was calculated across the response scores for data analysis [45,46].

Secondary Outcome Measures

The secondary outcome measures comprised QCPR [28] and WHO-5 [27,47]. The QCPR is a 14-item scale measuring relationship quality, including level of warmth and level of criticism. The scale has demonstrated good internal consistency and concurrent validity with other measures of relationship quality and carer stress [48]. Responses are rated using a 5-point Likert scale, scored from 1 (totally disagree) to 5 (totally agree). The 6 items measuring criticism and conflict are reverse scored in computation [28]. Total QCPR scores are utilized for data analysis. A total score >42 is indicative of a good relationship.
The WHO-5 comprises 5 questions that tap into the subjective well-being of participants; it has been extensively tested for validity [49,50] and reliability [51,52] scale items are scored from 0-5 and then totaled, giving a potential raw score ranging from 0 to 25. It is recommended that in studies assessing change over time, the WHO-5 raw scores are transformed to percentage scores for data analysis [53]. A total percentage score of ≤50 is an indication of low mood, and a score of ≤28 suggests likely depression, warranting further assessment.

**Intervention and Follow-Up**

Participating dyads were provided with a new touch screen tablet device that hosted the novel InspireD reminiscence app. A package of 5 reminiscence training sessions influenced by evidence-informed guidelines [40,41] was delivered by a reminiscence trainer employed by the Reminiscence Network Northern Ireland. Three information technology (IT) training sessions were then provided by an IT assistant to support the participants in uploading their personal memorabilia and to use the reminiscence app independently. The reminiscence and IT training packages were provided face-to-face, at the homes of participants living with dementia. The estimated cost of the intervention, which included the training package together with the cost of the InspireD system, was £2570 per dyad. After training was completed, participants were requested to engage in simple reminiscing through the app 3 days per week for the following 12 weeks. Compliance was supported by a user-friendly instruction booklet. A phone number for the IT trainer was provided, should any technological issues arise.

Participants were followed up for a period of 19 weeks from baseline (T₀), as outlined in Table 1. Midpoint measurement data (T₁) were collected on week 13 from baseline, which was 6 weeks into the independent use of the reminiscence technology. Endpoint measurement data were collected on week 19 at closure of the intervention (T₂). The data collection period was May 2016 to February 2017. Given the study design, there was no control group, and given the nature of the intervention, it was not possible to blind the participants or the trainers administering the intervention. All data were uploaded to IBM SPSS version 23 [54] using unique anonymized identification codes by the research assistant. The researcher responsible for analyzing the data and interpreting the results used that anonymized dataset.

**Statistical Analysis**

We used descriptive statistics to describe and synthesize the data pertaining to the characteristics of the participants. Missing data analysis, as recommended, was undertaken to discern possible patterns and challenges in the selected measurement tools [55]. We performed chi-square tests for analysis of nominal variables and independent t tests to compare measurement scores in Mutuality, QCPR, and WHO-5 across the dyad relationship (people living with dementia and their carers) and across gender at baseline; chi-square tests were not performed when numbers in categories were less than 5. Paired t tests were performed to investigate the differences in scores across 2 time-points. Furthermore, we performed within and between repeated measures analysis of variance (ANOVA) to investigate the impact of the intervention over time.

### Table 1. Intervention activities and data collection time-points.

<table>
<thead>
<tr>
<th>Timescale and activities</th>
<th>Data collection time-points</th>
<th>Repeated measures</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Preintervention</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>Baseline (T₀)</td>
<td>Mutuality</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WHO-5ᵇ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QCPRᶜ</td>
</tr>
<tr>
<td><strong>19-week intervention</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Weeks 1-6 training</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reminiscence training package (5 sessions)</td>
<td>N/Aᵃ</td>
<td>N/A</td>
</tr>
<tr>
<td>Information technology training package (3 sessions)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Week 7-19 reminiscence using iPad app</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home reminiscence begins in week 7</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Home reminiscence continues in week 13</td>
<td>Midpoint (T₁)</td>
<td>Mutuality</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WHO-5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QCPR</td>
</tr>
<tr>
<td>Home reminiscence ends in week 19</td>
<td>Endpoint (T₂)</td>
<td>Mutuality</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WHO-5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QCPR</td>
</tr>
</tbody>
</table>

ᵃN/A: not applicable.
ᶜQCPR: Quality of the Carer and Patient Relationship scale.
Correlational tests were performed to investigate relationships between continuous variables. On an intention-to-treat basis [55,56], missing data for Mutuality, QCPR, and WHO-5 were managed using the expectation-maximization imputation approach.

**Results**

**Baseline Assessment**

A baseline assessment of demographic details, Mutuality, QCPR, and WHO-5 was conducted prior to the program of reminiscence and IT training. We recruited 60 participants, in 30 dyads, in this study. Of them, a total of 58 participants (29 dyads) were retained in the study at completion. The participant characteristics and baseline measurement scores are presented in Table 2. Of all the participants with dementia, 67% (20/30) were men. A chi-square test for independence (with Yates continuity correction) was performed, and it revealed that the gender composition of the carer participants was different from that of participants living with dementia. Of all the carers, 80% (24/30) were women ($P=.001$). The age range of participants living with dementia was 61-94 years and that of the carers was 31-91 years. An independent $t$-test revealed that the age of the carers (mean 67 years, SD 14.8) was significantly lower than that of the participants living with dementia (mean 79 years, SD 8.9; $P<.001$). In 23 of the dyads, the carer was living in the same house as the participant living with dementia. The majority of the participants living with dementia had little or no IT experience, whereas the majority of carer participants had at least moderate IT experience.

There were no missing data at baseline. Mean mutuality score at baseline was 3.13 (SD 0.68), indicating a moderate level of closeness in the relationship. Visual inspection of the histogram and Q-Q plots indicated a reasonable but positively skewed distribution.

**Table 2.** Baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Number of participants (N=60)</th>
<th>People living with dementia (n=30)</th>
<th>Family carers (n=30)</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>73 (13)</td>
<td>79 (8.9)</td>
<td>67 (14.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age range (years)</td>
<td>31-94</td>
<td>61-94</td>
<td>31-91</td>
<td>N/A$^b$</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>26 (43)</td>
<td>20 (67)</td>
<td>6 (20)</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>34 (57)</td>
<td>10 (33)</td>
<td>24 (80)</td>
<td>.001</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>47 (78)</td>
<td>22 (73)</td>
<td>25 (83)</td>
<td>N/A</td>
</tr>
<tr>
<td>Widowed</td>
<td>9 (15)</td>
<td>8 (27)</td>
<td>1 (3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Separated or single</td>
<td>4 (6.7)</td>
<td>0 (0)</td>
<td>4 (13)</td>
<td>N/A</td>
</tr>
<tr>
<td>IT experience, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Little or none</td>
<td>35 (58)</td>
<td>24 (80)</td>
<td>11 (37)</td>
<td>N/A</td>
</tr>
<tr>
<td>Moderate</td>
<td>21 (35)</td>
<td>5 (17)</td>
<td>16 (53)</td>
<td>N/A</td>
</tr>
<tr>
<td>A lot</td>
<td>4 (7)</td>
<td>1 (3)</td>
<td>3 (10)</td>
<td>N/A</td>
</tr>
<tr>
<td>Home internet access, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social</td>
<td>29 (48)</td>
<td>14 (47)</td>
<td>15 (50)</td>
<td>N/A</td>
</tr>
<tr>
<td>Physical fitness</td>
<td>19 (32)</td>
<td>8 (27)</td>
<td>11 (37)</td>
<td>N/A</td>
</tr>
<tr>
<td>Creative</td>
<td>7 (12)</td>
<td>4 (13)</td>
<td>3 (10)</td>
<td>N/A</td>
</tr>
<tr>
<td>No hobby</td>
<td>5 (8)</td>
<td>4 (13)</td>
<td>1 (3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Repeated measures, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mutuality</td>
<td>3.13 (0.68)</td>
<td>3.24 (0.54)</td>
<td>3.02 (0.79)</td>
<td>.22</td>
</tr>
<tr>
<td>QCPR$^d$</td>
<td>57.4 (7.9)</td>
<td>58.1 (7.1)</td>
<td>56.7 (8.6)</td>
<td>.52</td>
</tr>
<tr>
<td>WHO-5$^e$</td>
<td>61.0 (23.9)</td>
<td>60.8 (26.2)</td>
<td>61.2 (21.8)</td>
<td>.94</td>
</tr>
</tbody>
</table>

$^a$ $P$ values <.05 indicate significance.

$^b$ N/A: not applicable.

$^c$ IT: information technology.

$^d$ QCPR: Quality of Carer-Patient Relationship scale.

$^e$ WHO-5: World Health Organization–Five Well-Being Index.
There was no significant difference in baseline mutuality for participants living with dementia and carers ($P=.22$). There was a statistically significant difference between mutuality for men (mean 2.9, SD 0.78) and women (mean 3.3, SD 0.56), with women having higher scores (95% CI $-0.756$ to $-0.026; P=.04$). No relationship was discerned between age and baseline mutuality ($r=0.09$).

Mean QCPR score was 57.4 (SD 0.9), indicating a good relationship. A Kolmogorov-Smirnov statistic of 0.057 was suggestive of a normal distribution, supported by visual inspection of histograms and Q-Q plots. There was no significant difference in baseline QCPR score between participants living with dementia and carers ($P=.52$) or between men and women ($P=.91$). There was a positive but weak correlation between age and QCPR ($r=-0.123$), which failed to reach statistical significance ($P=.35$).

Mean WHO-5 score was 61.0 (SD 23.9), indicating a moderate level of subjective well-being. The Shapiro-Wilks statistic (appropriate for a small sample) of 0.052 suggested normality, and this was supported by visual inspection of histograms and Q-Q plots. There was no significant difference in WHO-5 score between participants living with dementia and carers ($P=.94$) or between men and women ($P=.40$). No relationship was discerned between age and baseline WHO-5 ($r=-0.04$).

**Missing Data Analysis**

At T1 (midpoint), 5% (3/60) participants had missing data: participant 50 had 2.9% missing data; participant 11 had 5.9% missing data, and participant 44 was unavailable for data collection due to a hospital admission. At T2 (endpoint), 6.6% (4/60) participants had missing data: participant 20 had 2.9% missing data; participant 43 was unavailable due to a hospital admission, and one participant had died and her carer withdrew from the study.

**Intention-to-Treat Analysis**

Paired-samples $t$ tests were conducted to compare baseline and endpoint measurement scores. There was a statistically significant increase in mutuality scores of participants living with dementia from baseline (mean 3.24, SD 0.545) to endpoint (mean 3.64, SD 0.274; 95% CI $-0.56$ to $-0.23; P<.001$, two-tailed). Furthermore, there was a statistically significant increase in QCPR scores of participants living with dementia from baseline (mean 58.07, SD 7.12) to endpoint (mean 63.2, SD 4.32; 95% CI $-7.42$ to $-2.84; P<.001$, two-tailed). Similarly, there was a statistically significant increase in WHO-5 scores of participants living with dementia from baseline (mean 60.8, SD 26.2) to endpoint (mean 70.6, SD 21.4; 95% CI $-14.8$ to $-4.84; P<.001$, two-tailed).

Regarding the carers, there was an increase in mutuality from baseline (mean 3.02, SD 0.79) to endpoint (mean 3.07, SD 0.60), but the increase was not statistically significant ($P=.52$). Similarly, an increase in carer QCPR scores from baseline (mean 56.7, SD 8.66) to endpoint (mean 57.9, SD 8.26) was not statistically significant ($P=.28$). There was a decrease in carer WHO-5 scores from baseline (mean 61.2, SD 21.8) to endpoint (mean 60.2, SD 23.4), but the change in the scores was not statistically significant ($P=.74$).

Mixed between-within subjects ANOVA was performed to assess the impact of the reminiscence intervention over time and between participants living with dementia and the carers. For the participants living with dementia, mean mutuality increased from baseline to midpoint and then further increased at endpoint. For the carers, mean mutuality peaked at midpoint. A similar pattern for participants living with dementia and carers was observed in mean QCPR scores over time. Regarding WHO-5, the mean scores of participants living with dementia increased from baseline to midpoint, with a further increase at endpoint. For the carers, the mean WHO-5 scores decreased from baseline to midpoint and then increased to the end point. Mean outcome measurement scores, SDs, time-related $P$ values, and pattern difference $P$ values are presented in Table 3.

A statistically significant effect of the intervention on mutuality was demonstrated over time, Wilks lambda=0.77, $F(2,57)=8.17$, $P=.001$, partial eta squared=0.22. The pattern of mutuality scores for the participants living with dementia and the carers was significantly different, Wilks lambda=0.87, $F(2,57)=4.23$, $P=.02$, partial eta squared=0.129, with participants living with dementia exhibiting higher scores. A statistically significant effect of the intervention on QCPR was demonstrated over time, Wilks lambda=0.77, $F(2,57)=8.15$, $P=.001$, partial eta squared=0.22. The pattern of QCPR scores for participants living with dementia and carers was statistically significant, Wilks lambda=0.88, $F(2,57)=3.72$, $P=.03$, partial eta squared=0.116. The participants living with dementia exhibited higher scores. Overall, the intervention did not demonstrate a significant effect on WHO-5 scores over time, Wilks lambda=0.90, $F(2,57)=2.94$, $P=.06$, partial eta squared=0.09. However, a statistically significant difference was found in the pattern of scores between the participants living with dementia and the carers, Wilks lambda=0.85, $F(2,57)=4.90$, $P=.01$, partial eta squared=0.147. The participants living with dementia exhibited a pattern of higher scores.

**Estimation of Sample Size for a Future Randomized Controlled Trial**

A linear mixed model for a 2-way repeated measures ANOVA (fixed effects) was used to analyze the data. The between effect was dyad role, that is, participants living with dementia versus carers. The statistical power for the between effect in the model, based on the results from the mutuality measure, was 36 individuals per group (total=72). The power to detect the effects was set at 0.9 in all of the analyses.

For the within effect (repeated measures for both carers and those living with dementia), to detect the main effect of time (within subject effect), a sample of 16 respondents would be required in each group (total=32). For between-within subjects (interaction), to detect the interaction of condition (carer vs those living with dementia) and time, a sample of 39 individuals in each condition (total=78) would be required to detect an effect similar to that present in the previous study, with a statistical power of 0.9.
Table 3. Measures across time.

<table>
<thead>
<tr>
<th>Measure and participant</th>
<th>Baseline (T₀), mean (SD)</th>
<th>Midpoint (T₁), mean (SD)</th>
<th>Endpoint, (T₂), mean (SD)</th>
<th>N</th>
<th>Time P value</th>
<th>Pattern P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mutuality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PLWD</td>
<td>3.1 (0.687)</td>
<td>3.4 (0.55)</td>
<td>3.4 (0.543)</td>
<td>60</td>
<td>.001</td>
<td>N/A</td>
</tr>
<tr>
<td>Carer</td>
<td>3.2 (0.556)</td>
<td>3.6 (0.203)</td>
<td>3.6 (0.275)</td>
<td>30</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>QCPR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PLWD</td>
<td>58.1 (7.1)</td>
<td>61.3 (5.2)</td>
<td>63.2 (4.3)</td>
<td>30</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Carer</td>
<td>56.8 (8.7)</td>
<td>58.6 (7.4)</td>
<td>58.9 (8.3)</td>
<td>30</td>
<td>N/A</td>
<td>.03</td>
</tr>
<tr>
<td>Total</td>
<td>57.4 (7.9)</td>
<td>59.9 (6.5)</td>
<td>60.6 (7.0)</td>
<td>60</td>
<td>.001</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>WHO-5</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PLWD</td>
<td>60.8 (26)</td>
<td>69.9 (18)</td>
<td>70.7 (21)</td>
<td>30</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Carer</td>
<td>61.2 (22)</td>
<td>56.5 (27)</td>
<td>60.3 (23)</td>
<td>30</td>
<td>N/A</td>
<td>.01</td>
</tr>
<tr>
<td>Total</td>
<td>61.0 (24)</td>
<td>63.2 (24)</td>
<td>65.5 (23)</td>
<td>60</td>
<td>.06</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aPLWD: person living with dementia.
bN/A: not applicable.
cQCPR: Quality of Carer-Patient Relationship scale.

**Discussion**

**Principal Findings**

In this quasi-experimental study, we sought to appraise outcomes from a feasibility study of individual-specific reminiscence facilitated by a program of training and an iPad app. A total of 58 participants (29 dyads) were retained in the study at completion, supporting the understanding that neither age nor a diagnosis of dementia are barriers to engagement in home-based research using technology. The main findings from the study are as follows: (1) statistically significant increases in mutuality, quality of carer and patient relationship, and emotional well-being of participants living with dementia from baseline to endpoint; (2) nonsignificant increases in mutuality and QCPR and a nonsignificant decrease in WHO-5 scores for the carer participants from baseline to endpoint; and (3) statistically significant differences in patterns of intervention effect across time, with the participants living with dementia exhibiting patterns of higher scores. It is difficult to determine the clinical significance of these changes as this was outside the remit of this feasibility study. However, a future RCT could include additional scales such as the mini-mental state examination [57] and Geriatric Depression Scale Short Form [58] in repeated measures testing.

**Comparison With Prior Work**

There is increasing use of mobile computer software and rising acceptability of health promotion apps internationally [29,59-62]. It was foreseen that the future would bring opportunities for reminiscing facilitated by touch screen interfaces [10]. Ours was a feasibility study with the objectives of testing a novel intervention of individual-specific reminiscence and investigating its impact. The total number of participants (N=60) recruited to this study is a significant increase from previous technology-enabled reminiscence studies [12]. The 3 outcome measures utilized in our study were mutuality [26], Quality of the Carer and Patient Relationship [28], and WHO-5 [47]. A strength of our study is that all 3 tools have previously undergone extensive testing for validity and reliability and were sufficiently sensitive to deliver statistically significant results. Our reminiscence intervention differed in a number of ways from the approaches taken in recent studies [12]: (1) our intervention was home-based; (2) the participating dyads received a program of individual-specific training in reminiscing and IT, and (3) the reminiscing activity was supported by an iPad app hosted on tablet software with each of the participants having his or her own unique access log-in details. Our findings suggest that technology-based reminiscence may be able to support mutuality and quality of informal caregiving relationships, in contrast with negative trends observed in longitudinal studies among caregiving dyads [22,44]. We cannot make direct comparisons between our results and those of other technology-based reminiscence research due to the lack of appraisal of outcome in previous research. Our findings, however, add to the emerging evidence that technology-based reminiscence offers benefits in the context of family caregiving in dementia [12,15,18].

It is acknowledged internationally that family carers are the most important practical, personal, and economic supports for people with dementia [7,8] and that enduring caregiving roles in the context of dementia are associated with significant negative trends in mutuality and quality of life among family carers [22]. It would, therefore, not have been surprising if we had found significant negative trends in the outcome scores of carers over the course of our study. Our decision to deliver a home-based intervention was informed by research that suggested that research participation can pose a significant challenge to carers of people living with dementia [48]. Our...
research findings suggest that it is possible that the home-based nature of our intervention contributed to the statistically significant enhancements for participants with dementia, with no significant detriment to carers. To what extent carers would continue to support the intervention in a longer-duration study is worthy of consideration. It may be possible to develop the iPad app further to utilize a coaching companion to prompt, incentivize, and reward the carer. Taken together, our findings support the need for a robust RCT of home-based app-enabled personalized reminiscence. A stratified sampling strategy guided by mini-mental state examination scores, with matched controls, and a longer follow-up time of up to 2 years would address the unknown issue of how long the intervention effect might last.

**Limitations**

This was a feasibility study, and it was important to maximize the exposure to the novel technology-based personalized reminiscence intervention. There are acknowledged challenges in the recruitment of people living with dementia and their family carers, and use of a comparison group would have reduced exposure to the intervention. Quasi-experimental designs, such as the one we adopted, cannot establish cause-and-effect relationships with certainty, but they can establish strong links. We cannot rule out a Hawthorne effect given the trial design and the possibility that pre-existing factors have influenced the results. Conclusions, therefore, have to be interpreted with caution. An additional limitation is the underrepresentation of women among the participants living with dementia in our study, given that women have been constituted as a marginalized majority in UK prevalence of dementia [63].

**Conclusions**

Reminiscence has been promoted internationally as a means of enhancing standards of care and quality of life of people living with dementia and their family carers. Our study comprised a novel intervention of home-based reminiscence with repeated measures testing. The findings of this study indicate statistically significant enhancements in mutuality, quality of relationship, and subjective well-being for the participants living with dementia and nonsignificant enhancements in mutuality and quality of relationship for carers. These findings support an emerging body of evidence that purports that individual-specific psychosocial interventions have efficacy in the context of dementia. It is important to highlight that our study is not without limitations and that pre-existing factors may have influenced the results. Nonetheless, our intervention, comprising a program of training and use of a novel iPad app, may contribute to the ongoing development of home-based reminiscence in the context of dementia. Future research must cognizant of the potential for women living with dementia to be underrepresented among participants and the importance of controlling pre-existing factors. A robust RCT of personalized reminiscence is worthy of consideration.
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Abstract

Background: Despite a growing interest in the use of technology in order to support the treatment of psychotic disorders, limited knowledge exists about the viability and acceptability of these eHealth interventions in relation to the clinical characteristics of patients.

Objective: The objective of this study was to assess the access and use of, as well as experiences and interest in, new technologies using a survey of patients diagnosed with early psychosis compared with a survey of patients diagnosed with chronic psychotic disorders.

Methods: We designed a structured questionnaire. This questionnaire was divided into five parts: (1) clinical and demographic information, (2) access and use of the internet, (3) use of the internet in relation to mental health, (4) experiences with technology, and (5) patients’ interest in eHealth services. In total, 105 patients were recruited from early psychosis units (n=65) and recovery units (n=40).

Results: In this study, 84.8% (89/105) of the patients had access to the internet and 88.6% (93/105) owned an electronic internet device. In total, 71.3% (57/80) of patients who owned a mobile phone were interested in eHealth systems and 38.2% (37/97) reported negative experiences related to the internet usage. We observed differences between the groups in terms of device ownership (P=.02), the frequency of internet access (P=.001), the use of social media (P=.01), and seeking health information (P=.04); the differences were found to be higher in the early psychosis group. No differences were found between the groups in terms of the use of internet in relation to mental health, experiences and opinions about the internet, or interest in eHealth interventions (P=.43).

Conclusions: The availability and use of technology for the participants in our survey were equivalent to those for the general population. The differences found between the groups in relation to the access or use of technology seemed to due to age-related factors. The use of technology involving mental health and the interest in eHealth interventions were mainly positive and equivalent.
between the groups. Accordingly, this group of patients is a potential target for the emerging eHealth interventions, regardless of their clinical status. However, 28.7% (23/80) of the studied patients rejected the use of internet interventions and 38.2% (37/97) had unpleasant experiences related to its usage; thus, more in-depth studies are needed to better define the profile of patients with psychosis who may benefit from eHealth treatments.

*(JMIR Ment Health 2018;5(3):e51)*  doi:10.2196/mental.9950
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**Introduction**

The relevance of early intervention (EI) in psychotic disorders in order to prevent the pathological development of the illness is well known [1]. However, some studies have shown that the current models of EI do not produce any different results in terms of efficacy or efficiency when compared with treatment as usual [2,3]. In this vein, technological developments could make a difference by adapting these traditional models of psychiatric and psychological health care to an electronic form, which would allow interactive and more personalized tracking of patients and Web-delivered therapy such as psychoeducational services or cognitive behavioral treatments [4]. These technological health interventions are known as eHealth [5]. The recent examples of these interventions that are being currently tested are Actissist [6], Prime [7], and SlowMo [8].

Nevertheless, before proceeding further in developing these eHealth interventions, it is important to better understand the relationship between patients with psychosis and technology resources. Psychotic disorders are characterized by their clinical heterogeneity [9]; thus, it is necessary to study if these eHealth interventions are equally accepted for all patients with psychosis, regardless of their demographics or clinical characteristics, especially if they are in an early psychosis (EP) condition or a chronic psychosis (CP) condition.

First, it is important to assess whether the access and use of technology are equivalent between EP and CP patients and whether the access and use are equivalent to those among the general population. Depp et al [10] conducted a survey of CP patients and found that these patients had substantial cognitive and functional deficits and that high punctuations in these impairments were related to the less use of technology. Moreover, in 2014, the National Alliance on Mental Illness (NAMI) [11] showed that 54% of American patients with schizophrenia owned a mobile phone compared with 64% of the general American population [12]; similar results have been shown in other studies [13]. However, recent studies have shown that these rates have changed and that the access of these patients to technology is similar to that of the general population at the moment [14-16].

Second, 80% of patients with psychosis are permitted to use internet resources in relation to their illness management [17]. Nevertheless, we could not find any study that investigated whether this use of technology is equivalent between EP and CP patients, who are usually more aged persons with more associated morbidities [10].

Third, despite the majority of patients who report positive feelings and experiences in response to the internet usage [4,18], there are some patients who experience anxiety or paranoid feelings while using this resource [18]. Moreover, some patients admitted that they had stopped taking medication on their own because of the information they read on the internet [17]. In relation to this, it is important to better understand the effect that technologies have on these patients and whether these experiences are similar between EP and CP patients.

Finally, there are several studies that have confirmed the interest of patients experiencing psychotic disorders in using the emerging eHealth systems to help them cope with their illness [4,14,18,19]. Specially, it has been found that 60%-75% of patients with psychosis would be interested in receiving information and feedback from their clinicians [19,20] and in contacting them in case of emergency [20]. However, there is a lack of studies that have assessed this interest in relation to the evolution of the disease (EP compared with CP). There are a few studies that have found some controversial results when studying this interest among individuals of different age groups. Some of these studies have suggested that younger patients would be more willing to endorse eHealth treatments [14,18], while others have suggested the opposite [21,22]. Consequently, it is necessary to study the variations in the interest in these services in relation to the evolution of the illness.

The main objective of this study was to assess the access and use of and experiences with technology in a survey of patients diagnosed with EP compared with a survey of patients diagnosed with CP disorder. In addition, we aimed to analyze the interest in these two groups regarding using an eHealth system and regarding the different tracking eHealth services suggested.

**Methods**

**Measures and Design**

The data were collected through a cross-sectional questionnaire that we designed for the purpose of this investigation. To elaborate this questionnaire, we reviewed studies about the use, access, and impact of technology on patients with psychosis. Based on these studies, we elaborated the survey, which is divided into five parts: the items for the first part, which aims to assess clinical and demographic information, and the items for the second part, which measures the access and use of the internet, mobile, and social media, were taken from the Spanish National Statistics Institute [23] survey and from studies by Trefflich et al [17] and Robotham et al [24]. In addition, the items for the third part of the questionnaire, which assesses the use of internet in relation to mental health, and the items for the
fourth part, which measures experiences with technology and the effect of internet usage on patients’ health, were based on a survey of the NAMI [11] and on studies by Gay et al [18], Miller et al [25], and Borzekowski et al [26]. The last part of the survey, which rates the interest of the patients in using an eHealth app and their interest in different tracking and reminder services, was an originally developed section.

Once the instrument was made and prior to its use, a pilot study was conducted to check the acceptability and relevance of the measure. Overall, 14 representative patients participated; consequently, 3 ambiguous items were corrected in order to make them easier to understand for the patients, and 2 redundant items were removed.

The 10-minute, structured questionnaire (Multimedia Appendix 1) was completed face-to-face. Initially, the patients were informed about data extraction ethics and confidentiality following the information sheet (Multimedia Appendix 2); subsequently, the patients completed the questionnaire. All the patients signed the informed consent before participating in this survey. The survey was conducted from February to May 2017 and was approved by the Clinical Hospital of Valencia’s Ethics Committee.

Sample and Recruitment
A total of 113 participants were eligible for inclusion. They met the following criteria: (1) diagnosis of a psychotic disorder according to the International Classification of Diseases, Tenth Revision [27]; (2) clinically stable; (3) outpatient from the first episode units at the Clinical Hospital of Valencia and from the Primary Care Centre Font of Sant Lluis in Valencia or outpatient from association for comprehensive care of the mental health patient or from aid association for mental health patients in the Valencia community recovery units; and (4) able to communicate in Spanish. Patients were excluded if they had severe cognitive impairments or did not complete the entire questionnaire.

Data Analysis
We analyzed data using the statistical program IBM SPSS Statistics version 22. We excluded 8 patients from this analysis for not having totally filled the survey; due to this, data of 105 patients were considered for the analysis. The cohort was divided into two groups: the EP group, with a duration of illness of ≤72 months, and the CP group, with a duration of illness >72 months. This division was based on the fact that EP patients are treated in EP units until a maximum period of 72 months. This division was based on the fact that EP patients are treated in EP units until a maximum period of 72 months. Descriptive statistics (mean, standard deviation, frequencies, and percentages) were determined, and chi-square test and analysis of variance were performed in order to compare the differences between the EP and CP groups.

Results
The data in Tables 1, 2, 3, and 4 are shown in the following order: First, the EP results are shown, followed by the CP results and the total results (which are the global results of the sample in each category). It is important to mention that the sample is not the same in every category due to the fact that some questions in the survey were exclusionary. If the patients did not fulfill the profile for one question, they did not have to complete the rest of the questions that were related to the first one. We have marked this condition in every table.

Sample Characteristics
A total of 105 participants were enrolled in the study. Based on the duration of their illness, we assigned 65 patients to the EP group (≤72 months) and 40 patients to the CP group (>72 months). The mean age of the sample was 38.1 (SD 13) years; the patients were mostly male (76/105, 72.4%) and single (89/105, 84.8%) and had achieved a secondary level of education (compulsory schooling: 26/105, 24.8%; secondary education: 39/105, 37.1%).

We found significant differences between the two groups. EP patients were mostly in the first episode of psychosis (FEP), while CP patients were mostly diagnosed with schizophrenia. The duration (months) of illness was higher in the CP group. The patients in the EP group were younger and mostly employed, while those in the CP group were mostly unable to work or were not employed. There were no significant between-group differences in terms of gender, marital status, or the level of education. These clinical and sociodemographic characteristics are displayed in Table 1.

Access and Use of the Internet, Mobile and Social Media
Of all the participants, 84.8% (89/105) had access to the internet in the 3 months prior to the study, and there was high electronic device availability in the survey (93/105, 88.6%). After the first two questions, 8 patients did not continue with completing the survey as they were considered “electronic excluded” patients because they were not using or had not used the internet sufficiently to consider their experience relevant for the aim of this study. From that moment on, the total sample consisted of 97 patients (EP, n=63; CP, n=34).

Differences between the groups (Table 2) were found in terms of electronic device availability ($\chi^2 =13.8, P=.02$), the frequency of access to the internet ($\chi^2 =31.8, P<.001$), and the use of social media ($\chi^2 =13.9, P=.01$). Electronic device availability was higher in the EP group (63/65, 97%) than in the CP group (30/40, 75%), and while 81% (51/63) patients in the EP group had daily access to internet, 52.9% (8/34) of the patients in the CP group had only weekly access. However, no differences were observed in terms of the type of device used to access ($\chi^2 =5.6, P=.06$), mobile ownership ($\chi^2 =10.2, P=.07$), or the most used functions of the mobile phone, which were calls (74/88, 84.1%; $\chi^2 =0.7, P=.41$) and texting or WhatsApp (72/88, 83.8%; $\chi^2 =0.4, P=.51$) for both groups. Social media ownership was higher in the EP group (51/63, 81%) than in the CP group (15/34, 44.1%); however, Facebook was the most used social media site in both the groups (47/66, 72.3%; $\chi^2 =1.6, P=.21$), and patients’ main goal in using this social media platform was to communicate with people (55/66, 83.3%; $\chi^2 =1.4, P=.24$).
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Internet is a resource that 61.9% (60/97) of the patients used to seek information about health. EP patients (45/63, 71.4%) used this resource to a greater extent than CP patients (15/34, 44.1%; $\chi^2 = 11.5, P=.04$). The most wanted information was regarding symptoms (47/60, 78.3%) or diagnosis (40/60, 66.7%), which was more sought after by EP patients (26/45, 57.8%; $\chi^2 = 6.4, P=.01$). Of all the patients, 37.1% (36/97) stated that the internet was their first resource for seeking health information, whereas 58.8% (57/97) consulted clinical services as a first option.

In relation to the feelings that the use of internet provided to the patients, we found that 60.9% (59/97) felt socially linked when using internet and that 78.4% (76/97) felt informed. However, 22.7% (22/97) of the patients felt frustrated or anxious in relation to the internet and 19.6% (19/97) felt suspicious or paranoid.

Table 1. Demographic and clinical characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Early psychosis (N=65)</th>
<th>Chronic psychosis (N=40)</th>
<th>Total (N=105)</th>
<th>$P$ value ($\chi^2$ or $t$, df)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>9 (13.8)</td>
<td>29 (72.5)</td>
<td>38 (36.2)</td>
<td></td>
</tr>
<tr>
<td>First episode of psychosis</td>
<td>44 (67.7)</td>
<td>0 (0.0)</td>
<td>44 (41.9)</td>
<td></td>
</tr>
<tr>
<td>Other psychotic disorder$^d$</td>
<td>12 (18.5)</td>
<td>18 (27.5)</td>
<td>23 (21.9)</td>
<td></td>
</tr>
<tr>
<td>Duration of Illness (months), mean (SD)</td>
<td>28.8 (21.3)</td>
<td>253.3 (115)</td>
<td>114.3 (131.3)</td>
<td>$.001 (235.9^b, 1)$</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>32.9 (11.8)</td>
<td>46.6 (10.3)</td>
<td>38.1 (13)</td>
<td>$.001 (−6.1^b, 103)$</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>$.38 (8^a, 1)</td>
</tr>
<tr>
<td>Female</td>
<td>16 (24.6)</td>
<td>13 (32.5)</td>
<td>29 (27.6)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>49 (75.4)</td>
<td>27 (67.5)</td>
<td>76 (72.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>$.07 (7.2^a, 3)</td>
</tr>
<tr>
<td>Single</td>
<td>56 (86.2)</td>
<td>33 (82.5)</td>
<td>89 (84.8)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>7 (10.8)</td>
<td>1 (2.50)</td>
<td>8 (7.6)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>0 (0)</td>
<td>1 (2.50)</td>
<td>1 (1.0)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>2 (3.1)</td>
<td>5 (12.5)</td>
<td>7 (6.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>$.43 (3.8^a, 4)</td>
</tr>
<tr>
<td>Primary school</td>
<td>11 (16.9)</td>
<td>8 (20)</td>
<td>19 (18.1)</td>
<td></td>
</tr>
<tr>
<td>Compulsory schooling$^e$</td>
<td>17 (26.2)</td>
<td>9 (22.5)</td>
<td>26 (24.8)</td>
<td></td>
</tr>
<tr>
<td>Secondary education</td>
<td>22 (33.8)</td>
<td>17 (42.5)</td>
<td>39 (37.1)</td>
<td></td>
</tr>
<tr>
<td>University degree</td>
<td>15 (23.1)</td>
<td>6 (15.0)</td>
<td>21 (20.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>$.001 (27.7^a, 6)</td>
</tr>
<tr>
<td>Employed</td>
<td>18 (27.7)</td>
<td>4 (10.0)</td>
<td>22 (21.0)</td>
<td></td>
</tr>
<tr>
<td>Not employed</td>
<td>16 (24.6)</td>
<td>11 (27.5)</td>
<td>27 (25.7)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>16 (24.6)</td>
<td>1 (2.5)</td>
<td>17 (16.2)</td>
<td></td>
</tr>
<tr>
<td>Unable to work</td>
<td>9 (13.8)</td>
<td>18 (45.0)</td>
<td>27 (25.7)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>6 (9.3)</td>
<td>6 (15.0)</td>
<td>12 (11.5)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Chi-square ($\chi^2$) values.  
$^b$Student $t$ values.  
$^c$df: degrees of freedom.  
$^d$Referring more than one psychotic episode or a specific disorder (bipolar, schizophreniform, schizoaffective, major depression, personality disorder).  
$^e$Until the age of 16 years.
Table 2. Access to and use of the internet, mobile, and social media.

<table>
<thead>
<tr>
<th>Access and use of technology</th>
<th>Early psychosis (N=65), n (%)</th>
<th>Chronic psychosis (N=40), n (%)</th>
<th>Total (N=105), n (%)</th>
<th>( P ) value (( \chi^2, df ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet access (last 3 months)</td>
<td>N=65</td>
<td>N=40</td>
<td>N=105</td>
<td>( .05 (7.5, 3) )</td>
</tr>
<tr>
<td>Yes</td>
<td>59 (90.8)</td>
<td>30 (75)</td>
<td>89 (84.8)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>6 (9.2)</td>
<td>10 (25)</td>
<td>16 (15.2)</td>
<td></td>
</tr>
<tr>
<td>Electronic device availability</td>
<td>N=65</td>
<td>N=40</td>
<td>N=105</td>
<td>( .02 (13.8, 5) )</td>
</tr>
<tr>
<td>Yes</td>
<td>63 (97)</td>
<td>30 (75)</td>
<td>93 (88.6)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2 (3)</td>
<td>10 (25)</td>
<td>7 (11.4)</td>
<td></td>
</tr>
<tr>
<td>Device type</td>
<td>N=63</td>
<td>N=30</td>
<td>N=93</td>
<td>( .06 (5.6, 2) )</td>
</tr>
<tr>
<td>Computer</td>
<td>16 (25.4)</td>
<td>13 (43.3)</td>
<td>29 (31.2)</td>
<td></td>
</tr>
<tr>
<td>Mobile</td>
<td>47 (74.6)</td>
<td>16 (53.3)</td>
<td>63 (67.7)</td>
<td></td>
</tr>
<tr>
<td>Tablet</td>
<td>0 (0)</td>
<td>1 (3.3)</td>
<td>1 (1.1)</td>
<td></td>
</tr>
<tr>
<td>Frequency of internet access</td>
<td>N=63</td>
<td>N=34</td>
<td>N=97</td>
<td>It; ( .001 (31.8, 2) )</td>
</tr>
<tr>
<td>Daily</td>
<td>51 (81)</td>
<td>11 (32.4)</td>
<td>62 (63.9)</td>
<td></td>
</tr>
<tr>
<td>Weekly</td>
<td>3 (4.8)</td>
<td>18 (52.9)</td>
<td>21 (21.6)</td>
<td></td>
</tr>
<tr>
<td>Less than once a week</td>
<td>9 (14.3)</td>
<td>5 (14.7)</td>
<td>14 (14.4)</td>
<td></td>
</tr>
<tr>
<td>Mobile ownership</td>
<td>N=63</td>
<td>N=34</td>
<td>N=97</td>
<td>( .07 (10.2, 5) )</td>
</tr>
<tr>
<td>Yes, cell phone</td>
<td>7 (11.1)</td>
<td>6 (17.6)</td>
<td>13 (13.4)</td>
<td></td>
</tr>
<tr>
<td>Yes, mobile phone</td>
<td>54 (85.7)</td>
<td>21 (61.8)</td>
<td>75 (77.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2 (3.2)</td>
<td>7 (20.6)</td>
<td>9 (9.3)</td>
<td></td>
</tr>
<tr>
<td>Mobile use(^b)</td>
<td>N=61</td>
<td>N=27</td>
<td>N=88</td>
<td></td>
</tr>
<tr>
<td>Calls</td>
<td>50 (82)</td>
<td>24 (88.9)</td>
<td>74 (84.1)</td>
<td>( .41 (.7, 1) )</td>
</tr>
<tr>
<td>Texting or WhatsApp</td>
<td>51 (83.6)</td>
<td>21 (77.8)</td>
<td>72 (83.8)</td>
<td>( .51 (.4, 1) )</td>
</tr>
<tr>
<td>Social media ownership</td>
<td>N=63</td>
<td>N=34</td>
<td>N=97</td>
<td>( .01 (13.9, 4) )</td>
</tr>
<tr>
<td>Yes</td>
<td>51 (81)</td>
<td>15 (44.1)</td>
<td>66 (68)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>12 (19)</td>
<td>19 (55.9)</td>
<td>31 (32)</td>
<td></td>
</tr>
<tr>
<td>Social media site(^b)</td>
<td>N=51</td>
<td>N=15</td>
<td>N=66</td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>351 (68.6)</td>
<td>12 (80)</td>
<td>47 (72.3)</td>
<td>( .21 (1.6, 1) )</td>
</tr>
<tr>
<td>WhatsApp groups</td>
<td>34 (66.7)</td>
<td>12 (80)</td>
<td>46 (69.7)</td>
<td>( .32 (.9, 1) )</td>
</tr>
<tr>
<td>Social media use(^b)</td>
<td>N=51</td>
<td>N=15</td>
<td>N=66</td>
<td></td>
</tr>
<tr>
<td>To communicate with people</td>
<td>44 (86.3)</td>
<td>11 (73.3)</td>
<td>55 (83.3)</td>
<td>( .24 (1.4, 1) )</td>
</tr>
<tr>
<td>To stay informed</td>
<td>35 (68.6)</td>
<td>9 (64.3)</td>
<td>44 (67.7)</td>
<td>( .76 (.1, 1) )</td>
</tr>
</tbody>
</table>

\(^a\) df: degrees of freedom.

\(^b\) Sample reduction because of a previous exclusionary question.
Table 3. Internet and mental health.

<table>
<thead>
<tr>
<th>Experiences and opinions about internet</th>
<th>Early psychosis (N=63), n (%)</th>
<th>Chronic psychosis (N=34), n (%)</th>
<th>Total (N=97), n (%)</th>
<th>P value ($\chi^2$, df$^a$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet used to seek health information</td>
<td>N=63</td>
<td>N=34</td>
<td>N=97</td>
<td>.04 (11.5, 5)</td>
</tr>
<tr>
<td>Yes</td>
<td>45 (71)</td>
<td>15 (44)</td>
<td>60 (62)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>18 (29)</td>
<td>19 (56)</td>
<td>37 (38)</td>
<td></td>
</tr>
<tr>
<td>Most sought after health information$^b$</td>
<td>N=45</td>
<td>N=15</td>
<td>N=60</td>
<td></td>
</tr>
<tr>
<td>Symptoms</td>
<td>36 (80)</td>
<td>11 (73)</td>
<td>47 (78)</td>
<td>.59 (.3, 1)</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>26 (58)</td>
<td>14 (93)</td>
<td>40 (67)</td>
<td>.01 (6.4, 1)</td>
</tr>
<tr>
<td>Internet: first information resource</td>
<td>N=63</td>
<td>N=34</td>
<td>N=97</td>
<td>.13 (5.7, 3)</td>
</tr>
<tr>
<td>Agree</td>
<td>27 (43)</td>
<td>9 (27)</td>
<td>36 (37)</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>36 (57)</td>
<td>25 (74)</td>
<td>61 (63)</td>
<td></td>
</tr>
<tr>
<td>Agreement on internet feelings$^c$</td>
<td>N=63</td>
<td>N=34</td>
<td>N=97</td>
<td></td>
</tr>
<tr>
<td>Socially linked</td>
<td>28 (60)</td>
<td>21 (62)</td>
<td>59 (61)</td>
<td>.93 (.9, 5)</td>
</tr>
<tr>
<td>Informed</td>
<td>53 (84)</td>
<td>23 (68)</td>
<td>76 (78)</td>
<td>.24 (5.5, 4)</td>
</tr>
<tr>
<td>Frustrated or Anxious</td>
<td>11 (18)</td>
<td>11 (32)</td>
<td>22 (23)</td>
<td>.08 (8.3, 4)</td>
</tr>
<tr>
<td>Suspicious or Paranoid</td>
<td>13 (21)</td>
<td>6 (18)</td>
<td>19 (20)</td>
<td>.46 (3.6, 4)</td>
</tr>
<tr>
<td>Agreement on internet experiences$^c$</td>
<td>N=63</td>
<td>N=34</td>
<td>N=97</td>
<td></td>
</tr>
<tr>
<td>Internet as a benefit for mental health</td>
<td>27 (43)</td>
<td>18 (53)</td>
<td>45 (46)</td>
<td>.23 (5.6, 4)</td>
</tr>
<tr>
<td>Unpleasant experiences related to internet usage</td>
<td>25 (40)</td>
<td>12 (35)</td>
<td>37 (38)</td>
<td>.92 (.9, 4)</td>
</tr>
<tr>
<td>Stopped taking medication because of internet information</td>
<td>4 (6)</td>
<td>4 (12)</td>
<td>8 (8)</td>
<td>.84 (1.4, 4)</td>
</tr>
<tr>
<td>Relapse related to internet usage</td>
<td>20 (32)</td>
<td>4 (12)</td>
<td>24 (25)</td>
<td>.17 (6.4, 4)</td>
</tr>
<tr>
<td>Excessive time spent on internet</td>
<td>20 (32)</td>
<td>6 (18)</td>
<td>26 (27)</td>
<td>.25 (5.4, 4)</td>
</tr>
<tr>
<td>Internet increases social isolation</td>
<td>12 (19)</td>
<td>5 (15)</td>
<td>17 (16)</td>
<td>.69 (2.3, 4)</td>
</tr>
</tbody>
</table>

$^a$ df: degrees of freedom.

$^b$ Sample reduction because of a previous exclusionary question.

$^c$ Sum of individual scores of “Strongly agreed” and “Somewhat agreed” in each factor.

Regarding experiences related to internet usage, we found that 46.4% (45/97) of the patients thought that the internet is beneficial to their mental health, while 38.2% (37/97) had unpleasant experiences related to its usage, and 24.8% (24/97) patients had experienced relapses perceived as directly related to internet usage. Moreover, 8.3% (8/97) patients had stopped taking medication on their own because of the information they read on the internet. Excessive time on the internet was a concern for 26.8% (26/97) of the patients and 16.2% (17/97) thought that internet increases social isolation. As displayed in Table 3, we could not find any significant between-group differences in terms of the feelings about the internet or experiences related to its usage.

Interest in eHealth Systems (Mobile Phone App)

This part of the survey was completed only by patients who owned a mobile phone. For this reason, the sample size was reduced to 80 patients (EP, n=59; CP, n=21). Of all the patients, 71.3% (57/80) were interested in owning an eHealth app, with no significant differences observed between the EP and CP groups ($\chi^2=3.9; P=.43$); furthermore, no significant differences were observed in terms of age of the sample ($F=0.8, P=.93$). The reason for not being interested was “I do not think I will benefit from it” (14/23, 60.9%) or “I have enough information” (6/23, 26.1%).

The services that were perceived as the most interesting were as follows: clinician contact alarm (60/80, 75.1%) and a reminder for clinical appointments (58/80, 72.6%). Mood, mental health, and side effect tracking were perceived as equally interesting (51/80, 63.8%), while the least interesting function for the patients was the reminder to take medication (41/80, 51.3%). As shown in Table 4, no significant differences were found between the groups in terms of their interest in any of the services suggested. Furthermore, no significant differences were found regarding the age of the sample and interest in mood and mental health service ($F=1.31, P=.27$), interest in side effect tracking ($F=1.44, P=.24$), reminder for clinical appointments ($F=2.99, P=.37$), reminder to take medication ($F=2.35, P=.11$), and clinician contact alarm ($F=4.7, P=.63$).
Table 4. Interest in eHealth systems (app).

<table>
<thead>
<tr>
<th>Opinions about eHealth app services</th>
<th>Early psychosis (N=59), n (%)</th>
<th>Chronic psychosis (N=21), n (%)</th>
<th>Total (N=80), n (%)</th>
<th>P value ($\chi^2$, df$^a$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>App interest</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>42 (71.2)</td>
<td>15 (71.4)</td>
<td>57 (71.3)</td>
<td>.43 (3.9, 4)</td>
</tr>
<tr>
<td>No</td>
<td>17 (28.8)</td>
<td>6 (28.6)</td>
<td>23 (28.7)</td>
<td></td>
</tr>
<tr>
<td>I do not think I will benefit from it$^b$</td>
<td>11 (64.7)$^c$</td>
<td>3 (50)$^d$</td>
<td>14 (60.9)$^e$</td>
<td></td>
</tr>
<tr>
<td>I have enough information$^b$</td>
<td>5 (29.4)$^c$</td>
<td>1 (16.7)$^d$</td>
<td>6 (26.1)$^e$</td>
<td></td>
</tr>
<tr>
<td>Others$^b$</td>
<td>1 (5.9)$^c$</td>
<td>2 (33.3)$^d$</td>
<td>3 (13)$^e$</td>
<td></td>
</tr>
<tr>
<td><strong>App services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mood and mental health tracking</strong></td>
<td></td>
<td></td>
<td></td>
<td>.77 (1.8, 4)</td>
</tr>
<tr>
<td>Interested$^f$</td>
<td>38 (64.4)</td>
<td>13 (61.9)</td>
<td>51 (63.8)</td>
<td></td>
</tr>
<tr>
<td>Indifferent</td>
<td>5 (8.5)</td>
<td>3 (14.3)</td>
<td>8 (10)</td>
<td></td>
</tr>
<tr>
<td>Not interested$^g$</td>
<td>16 (27.1)</td>
<td>5 (23.8)</td>
<td>21 (26.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Side effect tracking</strong></td>
<td></td>
<td></td>
<td></td>
<td>.39 (4.1, 4)</td>
</tr>
<tr>
<td>Interested$^f$</td>
<td>40 (67.8)</td>
<td>11 (52.3)</td>
<td>51 (63.8)</td>
<td></td>
</tr>
<tr>
<td>Indifferent</td>
<td>4 (6.8)</td>
<td>4 (19)</td>
<td>8 (10)</td>
<td></td>
</tr>
<tr>
<td>Not interested$^g$</td>
<td>15 (25.4)</td>
<td>6 (28.5)</td>
<td>21 (26.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Reminder of clinical appointments</strong></td>
<td></td>
<td></td>
<td></td>
<td>.82 (1.5, 4)</td>
</tr>
<tr>
<td>Interested$^f$</td>
<td>41 (69.5)</td>
<td>17 (80.9)</td>
<td>58 (72.6)</td>
<td></td>
</tr>
<tr>
<td>Indifferent</td>
<td>4 (6.8)</td>
<td>1 (4.8)</td>
<td>5 (6.3)</td>
<td></td>
</tr>
<tr>
<td>Not interested$^g$</td>
<td>14 (23.7)</td>
<td>3 (14.3)</td>
<td>17 (21.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Reminder to take medication</strong></td>
<td></td>
<td></td>
<td></td>
<td>.32 (4.7, 4)</td>
</tr>
<tr>
<td>Interested$^f$</td>
<td>29 (49.1)</td>
<td>10 (57.1)</td>
<td>41 (51.3)</td>
<td></td>
</tr>
<tr>
<td>Indifferent</td>
<td>11 (18.6)</td>
<td>2 (9.5)</td>
<td>13 (16.3)</td>
<td></td>
</tr>
<tr>
<td>Not interested$^g$</td>
<td>19 (32.2)</td>
<td>7 (33.3)</td>
<td>26 (32.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Clinician contact alarm</strong></td>
<td></td>
<td></td>
<td></td>
<td>.12 (7.3,4)</td>
</tr>
<tr>
<td>Interested$^f$</td>
<td>44 (74.5)</td>
<td>16 (76.2)</td>
<td>60 (75.1)</td>
<td></td>
</tr>
<tr>
<td>Indifferent</td>
<td>4 (6.8)</td>
<td>—</td>
<td>4 (5)</td>
<td></td>
</tr>
<tr>
<td>Not interested$^g$</td>
<td>11 (18.6)</td>
<td>5 (23.8)</td>
<td>16 (20)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ df: degrees of freedom.

$^b$ Sample reduction because of a previous exclusionary question.

$^c$ N=17.

$^d$ N=6.

$^e$ N=23.

$^f$ Sum of individual scores of “Very interested” and “Somewhat interested” in each factor.

$^g$ Sum of individual scores of “Not very interested” and “Not at all interested” in each factor.

Discussion

Access and Use of Technology

The rates of accessibility and usability of the internet, mobile, and social media in our surveyed sample were high and very similar to the rates we found in the general Spanish population [23]. These results contradict the lower rates obtained by the NAMI study in 2014 [11] and are more similar to the results of recent studies [14-16,18,28], which found that the access and use of technology in patients diagnosed with psychotic disorders are equivalent to those in the general population. The differences between the two comparison groups in this study suggested that the access and use are not equivalent between EP and CP patients. As we found, CP patients had less electronic device
availability (CP: 30/40, 75%; EP: 63/65, 97%) as well as lower rates of daily access to the internet (CP: 11/34, 32.4%; EP: 51/63, 81%) and use of social media (CP: 15/34, 44.1%; FEP: 51/63, 81%) than EP patients. However, these differences were not only found in previous studies on patients with psychosis [14,17,24,29] but also found in studies on the general Spanish population [23,30]. All these studies agreed that younger patients (18-34 years) have the highest rates of access and use of technology and that these rates start to decrease with the increasing age. In relation to this, we suggest that the differences found between EP and CP patients might be more related to the fact that EP patients were younger than CP patients (P<.001) than to a pathologically related issue.

**Use of the Internet Related to Mental Health**

In accordance with previous studies [17,23,28,31], the internet is a resource that both patients and the general population use in order to seek information about health. Moreover, nearly 40% (39/97) of our patients admitted that the internet is their first source of health information. However, in accordance with previous studies [17], EP patients used this resource to a greater extent than CP patients (EP: 45/63, 71.4%; CP: 15/34, 44.1%; P=.04). Nevertheless, it is important to note that nearly 56% (19/36) of CP patients and 29% (18/63) of EP patients did not use the internet to seek health information and that nearly 63% (61/97) of patients did not regard internet as their first source of information. These results suggest that despite the fact that the internet is an accessible and quick resource to obtain information [28,32], patients still rely on clinicians as their first source of health information.

**Experiences and Opinions About the Internet**

In line with previous studies [4,18,32], between 60.9% (59/97) and 78.4% (76/97) of patients reported positive experiences related to the internet usage. However, 22.7% (22/97) of the patients felt frustrated or anxious in relation to the internet, and 19.6% (19/97) felt suspicious or paranoid. Moreover, 38.2% (37/97) of the patients had had unpleasant experiences related to internet usage, 24.8% (24/97) had experienced relapses perceived as directly related to its usage, and 8.3% (8/97) of the sample had stopped taking their medication on their own decision because of the information that was read on the internet. It should be noted that despite the fact that the access and use of technology were found to be higher in the EP group, there were no between-group differences in relation to their experiences of or opinions on internet usage. However, these negative experiences have been found in previous studies [18,29,32], and they suggest that although internet could be a great resource to improve the empowerment of the patients in the management of their illness [32] or as an entertainment resource [18], it could also be a source of stress by causing anxious or paranoid feelings [18,29,32]. It is important to mention that 50%-56% of the general Spanish population agrees with “being worried about internet, social media, and government use of personal information given on the internet” [33]; in accordance with this, we suggest that new technologies are a source of information that could be interpreted as a false alarm signal that may trigger paranoid symptoms. However, we could not find any studies concerning this issue.

Moreover, although 60.9% (59/97) of the patients felt socially linked when using the internet, 26.8% (26/97) admitted to spending excessive time on it and 16.2% (17/97) thought that internet increases social isolation. This enhancement of social isolation has also been reported in studies in the general population [34]. In accordance with previous studies, social isolation is a risk factor for psychosis [35], and it is one of the key relapse factors following the FEP [36].

**Interest in eHealth Systems (Mobile Phone App)**

Consistent with previous studies [4,14,19], the interest in owning an eHealth system (mobile phone app) in our sample was high (57/80, 71.3%), with no differences observed between the two comparison groups. Moreover, we could not find any significant differences between the groups in terms of their interest in the different eHealth services suggested or when comparing the age of the sample. This result has been found in a systematic review of previous acceptance studies [19], which concluded that there is no difference between clinical and demographic characteristics and the acceptance of eHealth interventions. In line with this, the high acceptance of eHealth interventions in our sample could be regarded as a potential confirmation that patients with psychotic disorders are a good target for these emerging interventions, with no differences related to the length of the illness.

However, although the differences were not statistically significant, on comparing both groups, we found that the percentages of interest were higher in the CP group than in the EP group regarding “reminder services” (clinical appointments and taking medication). In a previous study [21], it was found that the older the patients were, the more reminders they would select. In line with that study, we suggest that CP patients, being more aged and impaired than EP patients, as shown in Table 1 and in previous studies [10], could regard reminder services as a helpful tool to manage their illness, whereas the EP group, being younger and having better social support and less associated impairments, would not regard this service as useful.

On the other hand, EP patients found the “tracking services” (mood, mental health and, side effects) more interesting than CP patients. In a systematic review of previous publications [19], it was found that the interest of patients in receiving psychoeducative and symptom information increased to 90% in the EP sample. According to this finding, we speculated that the EP group would consider “tracking services” more interesting due to their more recent diagnosis and need to better understand their illness, whereas the more experienced CP patients would not consider this service useful.

However, as noted before, there were no significant differences between the groups; thus, initially, patients in both the groups (EP and CP) would be interested in any service in an equivalent way regardless of their age.

Finally, it is important to mention that the most interesting service for the patients was the “contact alarm to the clinicians in case of emergency” (60/80, 75.1%); the interest shown by both groups was nearly the same (EP: 44/59, 74.5%; CP: 16/21, 76.2%). This service must be a priority in eHealth developments. Patients are asking for more personalized, interactive, and closer
clinical attention [14,19,20], which could lead to a greater improvement in psychosis EI [4]. However, as noticed in previous studies [37,38], regarding the clinical implications associated to these interventions, it is highly important to design these feedback systems taking into consideration the clinicians’ perspective to not overwhelm their capacities to respond to this systems.

Limitations
This study has some limitations. First, we cannot generalize the results to a broader population of individuals with psychotic disorders. We could not conduct a randomized selection of the sample; therefore, it was selected for the purpose of the aim of this study. Moreover, the small sample size (N=105) and the fact that 72.4% (46/105) of the patients were males with a mean age of 38.1 (SD 13) years caused our sample to not be representative of the demographic distribution of individuals with psychosis. In addition, some demographic information, such as the ethnicity of the sample was not collected. However, it is important to note that most of our results are consistent with those of previous publications; thus, we could infer that in a larger, randomized sample, the results would be similar to the ones we obtained in this study.

Second, the data were obtained from a questionnaire designed for the purpose of this investigation. Even though it was based on a previous review of publications and we conducted a pilot study to test its validity, our survey was not a standardized or a properly validated instrument for individuals with psychotic disorders. The quality of data obtained was affected for this reason. Moreover, most of the items in the survey measured nominal information, which hampered the performance of more complex statistical analyses. In relation to this, some items measured opinions or patients’ perceptions, and we did not include an open text-box in order to better understand the responses given by the patients to these items.

Finally, regarding items of the final section of the questionnaire, since eHealth services are rapidly progressing, future updates of these items would be needed.

Implications and Orientations for Future Research
This study highlighted the viability and relatively high acceptability of eHealth interventions in a sample of patients diagnosed with psychotic disorders. However, some disregarded issues must guide future investigations in the area of eHealth and psychotic disorders.

First, although the findings of this study that is related to the access and usability of new technologies in patients diagnosed with psychotic disorders are very similar to the data obtained in the previous studies conducted in patients with psychosis [14,17,18,24,31] and in studies conducted in the Spanish general population [23,33], larger studies are needed to generalize our results, based on a small sample, to a broader patient population with psychosis in Spain to confirm that they are a good target for eHealth interventions.

Second, our results showed that there is a widespread use of internet to obtain information about health, not just by patients diagnosed with psychotic disorders but also by the general population [23]. However, we would like to highlight the substantial negative experiences related to internet usage that we found in our sample. Due to the great extent of internet usage in our society, we believe that further studies focusing on how internet usage affects patients are needed to understand the effect that this resource has on these patients and to study its role as a risk factor for psychosis.

Finally, we did not find any differences between the patient groups in terms of interest in eHealth services, allowing us to conclude that regardless of the demographic or clinical characteristics of patients, they would be equally interested in these interventions. However, in every category measured, we found 20%-30% of patients who were systematically “not interested” in the interventions suggested. As it has been shown in previous studies, personality can affect internet and mobile phone use [39,40]. In accordance with this, it would be interesting to replicate this study with a larger sample and to include specific measures of personality, interest, and patients’ expectations because we believe that it would not be possible to achieve any promising results with the use of technology advances if the patients do not feel encouraged and motivated to use these resources. This is the reason why future investigations must focus on better understanding the patients’ point of view to truly achieve a personalized measure of the patients’ health status.

This study is the first approach to such patients’ perspective. We aimed to describe patients’ current situation in terms of the availability of technology and the experiences and opinions related to its usage. However, further studies are needed.
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Abstract

Background: Management of severe and persistent mental illness is a complex, resource-intensive challenge for individuals, their families, treaters, and the health care system at large. Community-based rehabilitation, in which peer specialists provide support for individuals managing their own condition, has demonstrated effectiveness but has only been implemented in specialty centers. It remains unclear how the peer-based community rehabilitation model could be expanded, given that it requires significant resources to both establish and maintain.

Objective: Here, we describe the results from a study of one such program implemented within Waverley Place, a community support program at McLean Hospital, emphasizing psychiatric rehabilitation for individuals with severe and persistent mental illness, as well as describing the challenges encountered during the implementation of the program. Key questions were whether the patients could, and would, successfully use the app.

Methods: The smartphone app offered multiple features relevant to psychiatric rehabilitation, including daily task lists, activity tracking, and text messaging with peer specialists. A 90-day program of activities, goals, and content specific to the community support program was created on the basis of a prior pilot, in collaboration between members of the app development team (WellFrame), and peers, clinical, and research staff associated with the program. Hospital research staff recruited patients into the study, monitored peer and patient engagement, and handled all raw data acquired from the study.

Results: Of 100 people approached for the study, a total of 13 provided consent, of which 10 downloaded and used the app. Two patients were unable to complete the app installation. Five used the app regularly as part of their daily lives for at least 20 days of the 90-day program. We were unable to identify any specific factors (eg, clinical or demographic) that affected willingness to consent or engage with the app platform in the very limited sample, although the individuals with significant app use were generally satisfied with the experience.

Conclusions: Smartphone apps may become a useful tool for psychiatric rehabilitation, addressing both psychiatric and co-occurring medical problems. Individualizing functions to each patient and facilitating connection with a certified peer specialist may be an important feature of useful apps. Unlike prior reports emphasizing that patients with schizophrenia will adopt smartphone platforms, we found that implementation of digital tools into existing community support programs for severe and persistent mental illness has many challenges yet to be fully overcome to realize the potential benefits such apps could have to promote systematization and cost reduction for psychiatric rehabilitation.

(JMIR Ment Health 2018;5(3):e10092) doi:10.2196/10092
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Introduction

The imperative for health care providers to engage patients as proactive partners in their own health care has never been greater. A wide variety of community-based programs for people with mental illness are now recognized as evidence-based practices, but their provision of care is usually limited to the program facility because it is cost-prohibitive for program staff to meet with patients in their homes, neighborhood locations, or work settings [1-4]. This limitation in the loci of service provision is problematic because, while the psychiatric symptoms of many people can be symptomatically controlled by medication and psychotherapy, they are often not able to recover to premorbid levels of functioning without additional support in the community [2]. Therefore, there is a need for a cost-effective, low-effort measure to bridge this gap in service.

Mobile technologies, such as smartphone apps, show promise for remotely guiding and supporting patients with mental illness on an ongoing basis in a convenient and cost-effective manner. Smartphones, mobile phones that are able to access the internet and use apps, have become ubiquitous in the United States, and statistics indicate that this holds true among people with severe mental illness [5-8]. Additionally, previous studies have determined that mobile apps are acceptable to end users [9]. A systematic review by Firth et al found that in studies of smartphone apps in patients with schizophrenia, there was overall high retention and use by participants, with an overall retention rate of 92% [10]. The review also found relatively high use of the smartphone apps by participants, with participants using the apps more than 85% of the time [10]. In a previous study by Ben-Zeev et al, a smartphone app designed to provide illness management support to people with schizophrenia was used effectively by patients [11]. Participants were able to log on and access the resources on the app, participants accessed the app on average five times a day and 62% used it to reach out to their treaters [11]. In some studies, clinician engagement rates have been shown to be lower than patient rates [12]. One app designed for middle-aged people with serious mental illnesses, which led them through a ten-session psychosocial intervention on their smartphone, found good acceptability of smartphone app use in this population [13]. Additionally, the absence of stigma around use of smartphone apps may be one advantage of this approach. Previous research has determined that smartphones are viewed as a nonstigmatizing way to deliver care as they are commonplace in mainstream society, as is the use of mobile apps [14].

Despite progress, it is not clear whether older adults diagnosed with a major mental illness, many of whom also have a chronic physical health condition, are capable of using a health-promotion smartphone app on a regular basis in the community and if they are willing to do so. The present study examined the acceptability, viability, and usage patterns of a smartphone app developed by a software company (“WellFrame”), with which one of the authors is affiliated (TP). The app was tailored to the clinical programming of a community support program affiliated with McLean Hospital. A previous study of found that the smartphone app was acceptable to the program’s clients during a 30-day trial [15]. During that trial, all participants were successfully able to use the app, used the app an average of 94% of days in the study, and said they would continue to use the app if given the opportunity. In the present study, the trial period was extended to 90 days in order to determine whether individuals with severe and persistent mental illness would continue to sustain use of the app over a longer trial and whether acceptability and usage patterns would change, particularly given that usage of most apps drops off precipitously over time [15].

Methods

Study Sample

The site for this study was Waverley Place, an outpatient community support program for adults with mental illness affiliated with McLean Hospital. The majority of program members were aged 50 years or older, and most were diagnosed with a schizophrenia spectrum disorder or major affective disorder as a young adult. Daily activities offered by the program include mental health and addiction support groups co-led by staff and members, art and craft sessions, cooking classes, recreational and social activities, physical health promotion (exercise classes, trips to a local gym), counseling, and direct help with daily living tasks, as well as referrals to volunteer or paid work outside the program. Additionally, every member chooses a “contact person,” a certified peer specialist, with whom they check in on a semiregular basis. The program employs both Master’s level mental health staff and certified peer specialists. The program administrator is a psychiatrist at McLean Hospital.

Recruitment and Screening

This protocol was reviewed and approved by the Partners Healthcare Institutional Review Board and all participants gave informed consent. A convenience sample was recruited during usual group activities at the program, for example, support groups, program planning meetings, exercise sessions, social events, and impromptu gatherings for casual conversation and recreation. Typically, a study representative provided a brief description of the smartphone app (“WellWave”) and the app evaluation study, inviting those interested in learning more to meet with the study representative individually at a later time, where they demonstrated the app and explained study aims and procedures. Additionally, the study staff attended all community meetings to make announcements about the project and posted flyers with study staff contact information in order to stimulate recruitment. A total of 100 individuals were approached by research staff, over an 8-month period of enrollment. To ensure inclusiveness, the only eligibility criteria for study enrollment were (1) access to a mobile phone compatible with the app or willingness to use a study-provided one and (2) current membership in Waverley Place. Interested individuals who did not own an app-compatible phone were told they could receive a loaner phone as soon as these were available, and that the project would provide instruction in how to use the phone. Only 1 participant accepted a loaner phone.
**Smartphone App Intervention**

This pilot study focused on the two main components of the *WellWave* app: (1) to improve patient functioning and (2) to allow program staff to confidentially monitor the well-being of patients when they are not attending the program. The purpose of the app is to improve engagement of individuals in the rehabilitation program through increasing communication with their care provider and assigned peer specialist. A detailed description of the development and initial pilot of the app are reported by Macias et al [15]. Members of the Wellframe staff were actively involved in the planning and support phases of this study and provided the app free of charge for the duration of the pilot, as well as providing the phones for participants without smartphones to use. Members of the WellFrame staff did not, however, engage in any direct communication with the study participants, either in person or online, at any time during the study procedures.

**Daily Tasks Lists**

The *WellWave* app generates a list of suggested activities for each day in the 90-day study period using a predefined sequence that was fixed for all participants, such that a new “Daily Tasks” list would appear on the participant’s phone screen every morning. These optional activities included internet links to recommended readings and videos; questionnaires including brief free-text reports on well-being (eg, “I am feeling...”) or mood and symptom self-ratings; and exercise prompts, which consisted of a goal for daily walks (ie, steps or time-based) that gradually increased from 5 minutes to 20 minutes over the course of the 90-day program. Medication reminders also appeared on the Daily Tasks list for participants who choose to set up this option. An exercise reminder appeared on the screen every day. Testimonial or motivational videos created by the community support program’s current peer staff appeared on the Daily Task list early in the 90-day program to encourage engagement.

The app automatically recorded each participant’s selection of a task, how long the selected task remained open, and any response the participant made to the task prompt. These recordings were subsequently used to graph fluctuation in task engagement over time. For instance, the app electronically tracked which internet resources (eg, psychoeducational videos and readings) were activated, as well as the duration of engagement.

In addition, participants were asked to report (through the app) their emotional and physical well-being; relative ease of use, which could be visualized in a Web-based dashboard visible to the research and program staff; completion rates; and sensitivity to detect change over time in relation to life events reported by each user. These self-report measures included standardized self-assessment instruments, including brief versions of the PROMIS scales [16], single-item global questions commonly used in medical settings (eg, “How would you describe your physical health?” where 1=poor to 5=excellent), and brief mood and symptom checklists. A total of 2 to 6 tasks appeared on the app’s Daily Tasks screen on any given day.

**Text Messages**

The *WellWave* app offered two-way text messaging between app users and community program peer staff (certified peer counselors diagnosed with a mental illness). This messaging was confidential and HIPAA-compliant because all text conversations took place exclusively within the app. The app preserves this text, ordered by sender id, date, and time of day. In this pilot study, we were primarily interested in measuring how often such electronic contact took place, and how often the messaging was reciprocal (ie, a two-way conversation between peer staff and app user).

**Measures**

**Intake and Exit Interviews**

Questionnaires were administered at the time of enrollment and in a poststudy exit interview. Intake questions were designed to measure (1) prior experience with smartphones; and (2) current mental and physical health problems that might interfere with app use. The latter measure of self-perceptions used the same wording and scaling as measures in the *WellWave* app. Questionnaires were offered as a choice between paper or computer formats, which used REDcap. The exit interview questionnaire also contained several rating scale measures of satisfaction with the app, and inquired about personal reasons for using or not using the app. The app feedback questionnaire was posed as a series of prompts, such as “I still find it hard to use WellWave without asking for help” and “I’d recommend WellWave to a friend” rated on a 1 to 5 Likert scale. A member of the research team also conducted interviews with each of the participants during the exit interview. This interview consisted of 12 questions about specific features the participants liked and didn’t like about the app, and whether or not they would continue the app if given the option.

**Engagement With the Smartphone App**

Ease of use and acceptability were measured quantitatively, including items for whether app training was successfully completed (yes or no), how frequently the app was used, how intensively each of the app components was used, and duration of app use during a common 90-day study period.

**Frequency of app use** was operationally defined as a count of study days the app was used (turned on) during each participant’s 90-day study period.

**Intensity of app use** was defined as the ratio of total tasks opened to total tasks viewed in the Daily Tasks list across all days the app was used. **Intensity** was calculated for each participant as one summary percentage, and as separate percentages for specific types of tasks. Because only one participant chose to use the medication reminder option, summary measures of use frequency and intensity were based only on prompts in the Daily Tasks lists that reminded participants to exercise, offered links to videos and readings, or asked for reports of well-being.

**Duration of app use** was defined as a count of calendar days between first and last day the app was used by each study participant.
Results

Participants

Figure 1 outlines the participant flow through the study. Of the 100 people eligible and approached to participate in the study, a total of 13 were recruited. Members who met study eligibility criteria entered the project gradually over an 8-month open enrollment period (August 31, 2015 to March 4, 2016). However, only ten participants actually downloaded the app and were onboarded to the study. Of the three that never downloaded the app, 2 were excluded due to incompatibility of their personal smartphone; and 1 was lost to follow up after consent. Of the remaining 10 participants two individuals were unable to use the app after intake training. Three successfully completed app training, but then used the app only briefly. Five participants used the app on 20 or more study days (range 20-92 days). All 13 participants completed baseline assessments and were therefore included in analyses of baseline data.

All the participants were non-Hispanic Caucasian. A majority were over the age of 40 years (n=8), and about half were over the age of 50 years (n=6). Most of the participants were women (n=10). The women were more diverse in age (range 29-63 years), and the men were aged 52-60 years. The sample was split between those diagnosed with a schizophrenia spectrum disorder (n=5), and those with a major affective disorder (n=8), either bipolar disorder or severe depression. Most of the sample (n=7) also reported being under treatment for a chronic physical condition (eg, heart disease, asthma, arthritis, cancer). Psychiatric and physical health diagnoses were evenly distributed across age groups and sexes. As is true of the program membership in general, the study sample was well-educated: all except 1 study enrollee had some postsecondary education, and 9 of the 10 had completed 2 or more years of college. Two of the 10 were already in a previously published pilot [14].

The following case descriptions of study participants include identified reasons for not using the app, and explicit or inferred attitudes expressed by participants toward the app. These qualitative explanations for app use or nonuse were derived from researcher-recorded observations during and after app training, participant verbal and written feedback in exit interviews, text messages sent to staff regarding app use, and participants’ free-text responses to app-generated questions about their health and daily activities. Additionally, participants total messages received and sent are displayed in Table 1.

Unable to Use App

Two participants (both women) who were unable to use the app at all after training. One (aged 61 years, bipolar disorder) had difficulty staying awake during app training, was hospitalized for psychiatric reasons a few days later, and remained hospitalized for the duration of the study. The other (aged 63 years, schizophrenia) accepted a loaner phone in order to be eligible for the project, but she had minimal experience using a smartphone, and after 3 instructional sessions, gave up trying to learn to use the app. Both participants had earned college degrees (Master’s degree and registered nurse) as young adults, were long-term members of Waverley Place, and checked psychotic symptoms and cognitive problems on intake questionnaires.

App Training Only

One man (aged 52 years, major depression) and two women (aged 24 years, bipolar disorder and aged 59 years, schizophrenia) completed intake training but only used the app for at most five days. All 3 were relatively new to the community support program. In their exit interviews, the man (age 52 years) said, “I forgot I had the app.” The older woman (age 59 years) said she had accidentally deleted the app. The 24-year old woman was lost to follow-up soon after enrollment.

App Engaged

Of the 13 participants recruited, 5 study participants used the app for 20 or more of their 90 study days. Observations made by study staff and program staff about individual participants utilization of the app are described in Table 2.

Associations Between Participant Characteristics and Level of App Engagement

The sample was homogeneous with regard to race (all non-Hispanic Caucasian), education (12-16 school years), prior experience using a mobile phone (all except one had used a smartphone for 2-4 years), and current level of exercise (all had some scheduled physical activity). Due to the small sample size we could not test whether any of these four background characteristics had any impact on app use. However, from a general examination of the data there does not seem to be any associations.

Participant Feedback

Five participants completed an exit interview at the end of the 90-day study period. In contrast to an earlier 30-day pilot study, where all participants reported satisfaction with the app [14], in the present study only 2 participants said they would continue to use the app if given the chance to do so. Although, one participant who reported that they would not want to continue using the app, cited frustration with the technical malfunctions of the exercise portion of the app, where the exercise tracker would stop working mid-walk, as their main source of dissatisfaction and stated that “…without the exercise part, the videos were good, and the med reminders were good.” Additionally, 4 of the 5 participants indicated that they enjoyed receiving messages from the peer specialists and that these messages made them feel more connected to the staff. Participant’s suggestions for improving the app included adding a social feature to interact with other members.
Figure 1. Outline of participant flow through the study.

Table 1. Frequency of messaging of participants and staff members.

<table>
<thead>
<tr>
<th>Subject ID</th>
<th>Number of user messages</th>
<th>Number of staff messages</th>
</tr>
</thead>
<tbody>
<tr>
<td>WW013</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>WW012</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>WW010</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>WW009</td>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td>WW007</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>WW006</td>
<td>2</td>
<td>23</td>
</tr>
<tr>
<td>WW005</td>
<td>14</td>
<td>34</td>
</tr>
<tr>
<td>WW004</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>WW002</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>WW001</td>
<td>53</td>
<td>51</td>
</tr>
</tbody>
</table>
Table 2. Case descriptions for the 5 participants who actively used the app beyond onboarding.

<table>
<thead>
<tr>
<th>Characteristics (age, gender)</th>
<th>Diagnosis</th>
<th>Key app use features</th>
<th>App use difficulties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Late 40s, female</td>
<td>Schizophrenia</td>
<td>While active, they engaged in almost all the app digital components (eg, surveys, videos, readings) except medication management, and took 20 app-recorded walks during her 28 days of app use.</td>
<td>Hand tremors made it difficult to key responses into their phone, but they did not mention this as an obstacle to app use. The reason they gave for withdrawing from the project was that the app surveys designed to track her moods and psychiatric symptoms “made me feel bad” and “more symptomatic.”</td>
</tr>
<tr>
<td>Late 20s, female</td>
<td>Schizoaffective Disorder</td>
<td>This participant used the app about half the days she was enrolled in the project, and her days of use were sporadic across the 90-day study period.</td>
<td>They refused to complete both intake and exit questionnaires. The participant took only 3 recorded walks and expressed concern at intake that her exercise performance would be compared to that of other participants.</td>
</tr>
<tr>
<td>Early 40s, female</td>
<td>Bipolar Disorder</td>
<td>This participant remained steadily engaged in the app for the duration of the study in spite of several chronic health conditions (cardiovascular disease, diabetes, asthma), recurrent migraine headaches, and an acute episode of severe bronchitis. Their primary psychiatric symptoms were anxiety and depression, and she rated herself at intake as very lonely, suspicious, edgy, and easily upset. The participant reported that insomnia often left them tired and unable to concentrate, but they used the app almost daily, and responded to about half of the tasks they saw listed on the Daily Tasks screen. They also had the second-highest rate of conversational text-messaging with peer staff, and the second-highest count of app-recorded exercise (31 walks).</td>
<td>Not applicable.</td>
</tr>
<tr>
<td>Early 60s, male</td>
<td>Schizophrenia</td>
<td>This participant opened the app nearly every day to see what was listed in the Daily Tasks screen. They were also intensively engaged in all the app tasks except exercise (8 recorded walks). The participant responded to 56% of the tasks he viewed on the Daily Tasks list, completing about 70% of the app-generated surveys, and connecting to 70% of the internet readings and videos. The participant sent a text to peer staff saying &quot;This is a good app!&quot;</td>
<td>They exhibited hand tremors during app training and reported that sleep apnea reduced his ability to concentrate.</td>
</tr>
<tr>
<td>Early 60s, female</td>
<td>Bipolar Disorder</td>
<td>By the end of the project, this participant had viewed 90% of the internet readings and videos that appeared on the Daily Tasks lists, completed 84% of the self-report surveys, and they were the only participant to use the medication reminder option. In spite of needing a walker to get around, they recorded 58 walks on an elliptical machine in response to exercise prompts. This participant also responded to almost all the self-report surveys received on their phone and sent periodic free-text descriptions of events in their social life.</td>
<td>This participant was slow in keying in responses because of hand tremors.</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

The aim of this study was to determine if extending the trial of a previously piloted smartphone app from 30 days to 90 days would affect the acceptability and use patterns. In the present study the uptake of the app was low: of the 100 members of the program approached to participate in the study, only 13 signed consent and only 10 downloaded the app onto their phone, which was not a problem encountered in the previous study. However, those who did use the app found it acceptable. The current study is notable because of the recruitment difficulties encountered by the study staff. Despite the minimal inclusion criteria and efforts of the research staff to use multiple avenues to stimulate recruitment (one-on-one recruitment, flyers, group announcements) only 13 members of the 100 approached
ultimately consented to be in the study. Technology is often looked to as an exciting component for the future for physical and mental health care, but this study may be a demonstration that although conceptually mobile apps may provide a way to provide more or better services to people, and fulfill a need in health care, sometimes people do not want to use them. The present study was able to provide a better look at the desire for people to engage with these kinds of apps in a real-world situation than previous studies, because unlike in previous studies, participants were provided no monetary compensation for their participation [17]. Therefore, the participants had little other incentive to participate other than interest in the app itself.

There are certain characteristics of Waverley Place that may have contributed to the low adoption of the app in this population. Specifically, members of this day program already had a staff member who they were assigned to check in with and provide support, reducing the need for an adjunctive digital support tool. Additionally, the day program is open 8 hours a day, 5 days a week and members are free to come in and receive support and guidance from a staff member at any time. Consequently, there may have been no need for this app to fill in this particular program. However, a similar app may do very well in a population where time and resources of the program and staff are more limited, and this app, or similar apps, may represent a way to maintain contact with members in ways they otherwise would not be able to. Therefore, as more smartphone apps are developed the target population should be carefully considered to determine whether a smartphone app would be wanted or useful.

People who are older may be less technologically literate, which was demonstrated in our sample by the difficulty study staff had teaching participants using study provided smartphones (several one-on-one sessions, before the participant ultimately withdrew). Participants in this study were older adults with over half being over the age 40, and this age range was representative of the program members, particularly given that those who attend the program on a regular basis are older, indicating that this may have limited the adoption and use of the app in our study. Additionally, many of the members of the program used government subsidized flip phones and did not want to use an additional device for the duration of the study, which is similar to results found in other studies in community support clinics [17]. Therefore, smartphone apps such as WellWave may be more successfully accepted in a population where people are already using a smartphone, such as in a population of younger adults, in an early intervention or first episode clinic. For example, in a study published by Kumar et al) a majority of their potential participant pool did not have a smartphone to begin with, but they were able to effectively able to distribute smartphones for use during their intervention, potentially due to using an Early Psychosis population [17]. Interestingly, Ben-Zee et al was able to effectively train and deploy study supplied phones in their intervention, in a study with a mean age of 45.9 years, similar to that of the present study [11]. Therefore, there may be more factors impacting a person’s interest in using an app other than age, and technological literacy, which is commonly associated with age, that need to be explored in order to develop a strategy for the most effective development and implementation of these resources.

**Implications for the Design and Evaluation of Mobile Phone Apps**

Smartphone apps that require interactive responses to multiple features appear to be appropriate for most adults with a major mental illness who have smartphone experience, 80% (8/10) of study enrollees who downloaded the app were able to learn to use the app, and 50% (5/10) found the app acceptable for regular use in their everyday lives. However, the personal reports suggest that use and comfort with specific features differs greatly among individual patients.

Participants who used the app regularly had moderate to high response rates for every app component, except the option to receive medication reminders. Most study enrollees had been coping with mental illness for many years, so it is likely they already had medication management systems in place and, unlike new patients, may not need these reminders. Alternatively, medication use is often a complex negotiation between patient and clinician, and an app may not be the best way to assist compliance for many users.

Smartphone apps, like WellWave, appear especially useful for community support programs dedicated to promoting autonomy and community living because patient well-being can be assessed frequently and efficiently, at low cost and with minimal staff time.

More research is needed to determine which app features are most important to adults with mental illness and their mental health service providers, as well as what level of app complexity is a good fit with particular groups of people who share the same psychiatric symptoms or educational attainment. For instance, the participant who withdrew after a month in the project said that she found the negatively-worded symptom-assessment questions particularly distressing. Ideally, smartphone apps should be pilot-tested continuously in small sample studies while they are still being developed so that app features can be added and tested in a stage-wise fashion, with one or two new components added at a time, beginning with a streamlined menu of app activities and progressing toward a more demanding design. This incremental approach would reveal at what level the app becomes unacceptable or unusable by people with differing levels of functioning and cognitive clarity and allow the eventual production of separate versions of the same app tailored to the needs of specific types of people. Beyond types and groups, symptoms, styles, and needs are very different from one person to the next, and app design and choice may need to be individualized.

Additional research should assess what factors impact the adoption of a smartphone app in a population. Apps and other technology are looked to as potential ways to disseminate quality mental health care more efficiently, but as the present study illustrates more work needs to be done to understand what interventions will work and will be accepted in a given population.
Limitations

This study was limited by a small sample size, which may limit the generalizability of our findings to other clinical samples and treatment settings. Nonetheless, our experiences provide some unexpected insight into the demand for smartphone apps in a population like Waverley Place when no other financial incentive is given. The small sample size did not allow us to draw any conclusions about the participant characteristics that most influenced app use. Although some anecdotal data was collected by study staff about the reasons members of the program did not want to participate, further research is warranted to explore more systematically the reasons and characteristics of people who do and do not want to participate in these app studies. This would have important implications for development and dissemination of future apps to support individuals with severe and persistent mental illness.

Conclusions

A smartphone app designed to promote and track emotional well-being can become a useful tool for many community-based patients served by mental health programs. All adults diagnosed with a major mental illness should be offered the opportunity to learn to use a health-promotion smartphone app even if they are psychiatrically symptomatic, past the age of 50 years old, or coping with a cognitive impairment or a disabling physical health condition. However, this study illustrates the importance of researchers being cognizant of factors that may affect the implementation of such apps in existing community support programs, such as how features in the app complement or overlap with existing services, and the extent to which the application is offered as a research opportunity versus an integral part of the program’s support services.
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Background: Psychotic disorders are severe mental health conditions that adversely affect the quality of life and life expectancy. Schizophrenia, the most common and severe form of psychosis affects 21 million people globally. Informal caregivers (families) are known to play an important role in facilitating patient recovery outcomes, although their own health and well-being could be adversely affected by the illness. The application of novel digital interventions in mental health care for patient groups is rapidly expanding; interestingly, however, far less is known about their role with family caregivers.

Objective: This study aimed to systematically identify the application of digital interventions that focus on informal caregivers of people with psychosis and describe their outcomes.

Methods: We completed a search for relevant papers in four electronic databases (EMBASE, MEDLINE, PsycINFO, and Web of Science). The search also included the Cochrane database and manual search of reference lists of relevant papers. The search was undertaken in accordance with Preferred Reporting Items for Systematic Reviews and Meta-Analyses reporting guidelines.

Results: The search identified 9 studies derived from 8 unique datasets. Most studies were assessments of feasibility and were undertaken in the United States. Interventions were predominately Web-based, with a focus on improving the caregivers’ knowledge and understanding about psychosis.

Conclusions: This study offers preliminary support for the feasibility and acceptability of digital interventions for psychosis in informal caregiver populations. However, the findings underpin a clear need for greater development in the range of caregiver-focused digital approaches on offer and robust evaluation of their outcomes. The use of digital approaches with caregiver populations seemingly lags someway behind the significant developments observed in patient groups.

(JMIR Ment Health 2018;5(3):e55)  doi:10.2196/mental.9857
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Introduction

Informal Care Provision

Despite optimal pharmacological interventions, as many as one-third of patients with psychosis might continue to experience persistent psychotic symptoms, as well as comorbid conditions, including depression and anxiety [1,2], implying that across the globe, as care provision for adults living with psychosis conditions continues to devolve from hospitals to community settings, informal (unpaid) caregivers provide the bulk of care and play a central role in affecting treatment outcomes. Informal caregivers are primarily close relatives of patients, such as their parents, siblings, partners, and offspring, and many live with and maintain close regular contact with their relatives, particularly during the early illness course [3,4]. Patients who are supported by informal caregiving relationships...
tend to have improved functioning and recovery outcomes, including improved life expectancy [5], fewer relapses and need for hospital admissions [6], and higher levels of engagement with and improvements from prescribed treatments [7,8]. The economic value of unpaid caregiver support is estimated at several billion pounds each year [9]; these figures are remarkable in the light of robust findings indicating that high levels of burden are reported by caregivers and at least one-third admit to being at “breaking point” in their role [10,11]. Approximately 40% of caregivers report clinical levels of depression and anxiety [4,12,13]; feelings of loss, grief, and despair are also commonplace [14]. The physical health of caregivers can also be compromised, including experiencing elevated rates of sleep disturbance [15-17].

Interventions to improve caregivers’ understanding of psychosis, facilitate adaptive coping strategies, and provide support and stress management skills have proven efficacy [18,19] and are included in treatment guidelines in many regions, including Canada [20], Australia [21], the United States [22], and the United Kingdom [23]. However, there remains an ongoing issue of how to best increase the provision and access to evidence-based interventions for caregivers. Psychotherapy interventions for caregivers are a neglected group that has independent care, information, and support needs that mental health providers can typically struggle to respond. Reportedly, evidence-based family interventions, like other psychological therapies, are not widely available and rates of implementation in mental health trusts and services can range between 0% and 53% [24,25]. Several barriers to implementation and widening access have been posited, including issues related to family engagement, time demands, and insufficient staff and resources [26]. Hence, a growing need exists to explore options that help to address these obstacles and increase caregiver access to support interventions. Furthermore, the importance of seeking to identify effective and acceptable approaches to responding to the needs of psychosis caregivers is widely acknowledged, given the integral role they play in optimizing patient outcomes. Moreover, as caregivers with poor health status are more likely to relinquish their caregiving role and consequently affect patient outcomes and care costs, the need to focus on caregivers and optimal care provision is axiomatic.

Digital Interventions in Health Care

An ever-increasing proportion of the world’s adult population is online [27]. In the United Kingdom, for example, 78% of the adult population (approximately 39.3 million) is online each day, with a similar proportion accessing the internet using mobile devices, including mobile phone or portable computers [28]. Searching for information, including those related to health issues, constitutes some of the most popular Web-based activities [28,29]. The last decade has witnessed considerable growth and innovation in the application of digital technologies (electronic health), including virtual and augmented reality, to support the assessment, understanding, and treatment of a wide range of health conditions [30-33], including mental health, such as psychosis [34]. These have included, for example, developments with mobile apps (eg, mobile phones) to assess mood functioning and symptoms [35], Web-based psychological therapies [36], interactive short message service text messages [37], computerized interventions [38], and wearable technologies that offer real-time feedback on well-being and functioning such as activity and sleep quality [39,40]. Furthermore, digital interventions could be a useful way to offer time and cost-effective approaches to reach and engage with larger populations, including those who might be less willing or able to access standard services because of geography and travel burden, or where flexible modes of access and privacy are prioritized.

Study Aims

This study aimed to review the application of digital interventions and their outcomes with families (informal caregivers) of people with psychosis. It specifically aimed to characterize the type of interventions used with caregiver populations and their key components. This study included a broad definition of “digital interventions” to capture any approach designed to affect an individual’s understanding, functioning, behavior, and well-being.

Methods

Design

This was a systematic review of the literature with a qualitative synthesis of the findings.

Selection Procedure

In accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement [41] we searched four electronic databases (EMBASE, MEDLINE, PsycINFO, and Web of Science) from inception to June 30, 2017. The search included the Cochrane database and manual search of the reference list of relevant papers. Studies eligible for review were as follows: (1) those reporting the application and outcomes of a digital (ie, internet-, mobile-, virtual or augmented reality-, telephone-, or app-based) intervention; (2) those having target population including informal caregivers (ie, unpaid relatives or friends) of an individual with psychotic disorder; (3) those reporting caregiver-focused outcomes; (4) those published in English; (5) those reported in a peer-reviewed journal. Ineligible studies were those reporting data from a single person case studies and reviews, having samples with 5 or less participants, and including nonpsychotic disorder illness conditions. However, studies using mixed diagnostic groups were included if psychotic disorders constituted at least 50% of the sample. Furthermore, studies using patient and caregiver samples were eligible, although we focused on caregiver outcomes.

Search Criteria

To increase the search capabilities and accurate selection of papers, a comprehensive list of keywords and Medical Subject Headings, were used along with relevant search truncations and wildcards to capture variations in language and database indexing.
Search terms related first to the digital technologies comprising “virtual reality” OR teleme* OR telemedicine OR telepsychiatry OR telehealth OR eHealth OR mHealth OR “mobile phone” OR “mobile health” OR “mobile technolog*” OR “mobile application” OR smartphone* OR internet OR online OR “online system*” OR “social media” OR “Web-based intervention*” OR “augmented reality” OR e-learning OR computer* OR “computer assisted therapy” OR apps OR “mobile application.” The second group of terms focused on caregivers comprising family OR families OR sibling* OR relative* OR “first-degree relative” OR partner* OR “domestic partner*” OR parent* OR caregiver* OR carer*. The third term related to the psychosis spectrum and included psychos* OR psychotic OR schizophren* OR “at risk mental state” OR “ultra high risk” OR paranoia* OR delusion* OR hallucination*. The Boolean operator AND was used to combine the three primary search term categories.

Initially, the titles and abstracts of identified papers were screened by the second author (FA) against the eligibility criteria to remove duplicates. Subsequently, full-text papers for the remaining papers were obtained where the title and abstract were jointly reviewed by all three authors. Any areas of disagreement between the reviewers about a decision to include or exclude were resolved through discussion. Figure 1 presents the study selection process.

**Assessment of Methodological Quality**

The methodological quality of eligible studies was reviewed using the Quality Assessment Tool for Quantitative Studies (QATO) assessment tool [42]. The tool, which has good content and construct validity [43,44], was designed to evaluate the quality of quantitative studies in 6 key domains comprising study design, data collection methods, blinding, selection bias, confounding variables, and withdrawals and dropouts.

Each study was assigned a global rating of methodological quality denoting the overall strength of the ratings across the individual domains. Studies with no weak domain ratings were classified as “strong”; those with at least 1 weak rating were classified as “moderate”; and those with ≥2 weak ratings as “weak.” All papers were rated by author FA, and 50% of papers were rated by at least two authors (FA, LRV, and JO), with any rating discrepancy resolved through discussion.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram.
Results

Information Extraction

Our database and manual search methods yielded 11,327 papers, which were subsequently reduced to 8538 studies, following the exclusion of duplicates.

Next, we retrieved 28 full-text papers, which were read in full and assessed against the inclusion or exclusion criteria. Overall, we excluded 19 papers subsequently, resulting in a total of 9 studies, derived from 8 unique datasets, which met full criteria for the inclusion in this review and were assessed against the inclusion criteria by all three authors (FA, JO, and LRV). One paper [46] presents follow-up data from their original study [45]. Figure 1 presents the flowchart detailing the extraction.

Qualitative Synthesis

In addition to author details, we extracted relevant characteristics from the selected studies on study origin, rationale, design, sample, and details of the intervention and outcomes (Tables 1 and 2).

Study Characteristics

Study Origin

Regarding the study origin, 4 of the 9 studies were undertaken solely in the United States [45,46,48,52]. Except for one study, the remaining studies were conducted in Hong Kong [47], Ireland [49], Turkey [50], and the United Kingdom [53]. In one study [51], 26 of 30 participants were recruited from the United States and the remaining sample had been recruited from Peru, Australia, and Canada.

Participant Characteristics

Across the studies, the total number of caregiver participants was 305. The individual number of participants reported in each study ranged from 16 to 91 [47,52]. Participants were predominately females in 8 of 9 nine studies that provided gender data [45-51,53]. While more than half the studies employed caregiver participants only, 4 papers reported data from caregiver participants and individuals they provided informal care for [45,46,48,52].

Study Rationale

There was heterogeneity in the reported study objectives, with two-thirds reporting to be an investigation of the feasibility, acceptability, and usability of the intervention [45-48,52,53]. Two studies specifically sought to test the effectiveness of their intervention [49,50]. In the final paper [51], an online self-help group sought to examine the functionality of the user communications.

Table 1. Summary of reviewed studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Origin</th>
<th>Sample</th>
<th>N</th>
<th>Caregiver (%)/gender</th>
<th>QATOa rating</th>
<th>Digital intervention type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chan et al [47]</td>
<td>Hong Kong</td>
<td>First-episode psychosis caregivers</td>
<td>81</td>
<td>75/Fb</td>
<td>Weak</td>
<td>Website</td>
</tr>
<tr>
<td>Glynn et al [48]</td>
<td>United States</td>
<td>Patients with schizophrenia or schizoaffective disorder living in the community and their relatives</td>
<td>42</td>
<td>83/F</td>
<td>Moderate</td>
<td>Website</td>
</tr>
<tr>
<td>Haley et al [49]</td>
<td>Ireland</td>
<td>Relatives of people with a schizophrenia spectrum disorder</td>
<td>56</td>
<td>Not reported</td>
<td>Weak</td>
<td>Telepsychiatry videoconferencing</td>
</tr>
<tr>
<td>Ozkan et al [50]</td>
<td>Turkey</td>
<td>Primary caregivers of hospitalized patients with schizophrenia</td>
<td>62</td>
<td>53/F</td>
<td>Moderate</td>
<td>Telepsychiatry telephone</td>
</tr>
<tr>
<td>Perron [51]</td>
<td>United States, United Kingdom, Peru, Australia</td>
<td>Relatives of people with schizophrenia and related mental health problems</td>
<td>33</td>
<td>79/F</td>
<td>Weak</td>
<td>Internet: email and bulletin board</td>
</tr>
<tr>
<td>Rotondi et al [46]</td>
<td>United States</td>
<td>Persons with schizophrenia spectrum (n=30) and their informal caregivers</td>
<td>21</td>
<td>68/F</td>
<td>Weak</td>
<td>Website</td>
</tr>
<tr>
<td>Rotondi et al [45]</td>
<td>United States</td>
<td>Persons with schizophrenia or schizoaffective disorders (n=31) and their informal caregivers</td>
<td>24</td>
<td>63/F</td>
<td>Weak</td>
<td>Website</td>
</tr>
<tr>
<td>Ruskin et al [52]</td>
<td>United States</td>
<td>Caregivers of n=22 patients with schizophrenia or schizoaffective disorder</td>
<td>16</td>
<td>Not reported</td>
<td>Weak</td>
<td>eMonitor</td>
</tr>
<tr>
<td>Sin et al [53]</td>
<td>United Kingdom</td>
<td>Siblings of 18 people with psychosis</td>
<td>19</td>
<td>84/F</td>
<td>Weak</td>
<td>Website</td>
</tr>
</tbody>
</table>

aQATO: Quality Assessment Tool for Quantitative Studies.
bF: female.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Study aim</th>
<th>Key intervention components</th>
<th>Main findings</th>
</tr>
</thead>
</table>
| Chan et al [47]  | Usability of an internet-based Psychosis Education Program designed to provide up-to-date and interactive online information about psychosis and local resources | - Information about psychosis, caregiver coping, and support  
- Information on local resources  
- Downloadable video and written information  
- Interactive discussion with caregiver peers and professionals | (1) On average, participants used website 2-5 times; (2) 85.2% reported improved knowledge about psychosis; (3) 74.7% felt supported by the site; (4) >80% would recommend the website to others; (5) 80% felt website was easy to use; (6) 81.5% felt website had sufficient information |
| Glynn et al [48] | Feasibility and quasi-experimental 12-month trial of the online multifamily group program for relatives of persons with schizophrenia | - Discussion board  
- Resources links  
- Psychoeducational videos and information  
- Interactive live chat between participants and professionals on Sunday evenings to focus on problem solving, illness management concerns  
- Optional groups focused on  
  - Medication  
  - Social support | (1) 79% of caregivers completed the intervention; (2) 52.6% attended core Sunday evening sessions. 84.6% used the discussion board; (3) 30% engaged with optional groups; (4) 92% expressed satisfaction with the intervention; (5) 14% reported having initial difficulty with the website; trend significance for caregivers from experimental group to be hospitalized less during the year of the intervention (24% vs 50%, X²=2.9, P<.09) |
| Haley et al [49] | To evaluate the effectiveness of caregiver psychoeducation course delivered via telepsychiatry | - 6x2-h educational sessions  
- Sessions delivered by interactive videoconferencing equipment | Significant increases at postintervention in caregiver knowledge about psychosis |
| Ozkan et al [50] | Randomized controlled trial to assess the impact of psychoeducation in a hospital clinic and telepsychiatric follow-up after inpatient discharge | - Initial 8 sessions of face-to-face psychoeducation followed by 6 months of regular 15-min phone calls from clinician on set days to facilitate the expression of emotion | Significant postintervention, reduction in the experimental group in levels of caregiver burden, expressed emotion, and depression (P<.001) |
| Perron [51]      | To examine an online self-help group for caregivers of people with mental health problems specifically the patterns and functions of their communications | - An open asynchronous group comprising email and bulletin board | Participants posted an average of 12.6 messages (range, 1-92); male participants posted an average of 1.8 messages versus females who posted an average of 15.5; disclosure (eg, about their participant’s lives, their emotions, their relative’s condition) was the most common type of message function |
| Rotondi et al [46] | Randomized controlled trial evaluating the feasibility of random allocation to Schizophrenia Online Access to Resources website intervention delivering online multifamily therapy for persons with schizophrenia and caregivers; 3-month outcomes | - Three professionally led facilitated therapy forums that were for patients only, caregivers only, and patients and caregivers together  
  - Therapy forums focused on problem solving, stress management, and peer support  
  - Ask the “Expert” questions  
  - Educational resources library, including information on local events and relevant news | (1) Therapy groups were the most used component of the website by caregivers; (2) no significant differences in outcomes between caregivers in experimental and treatment as usual groups but patients reported significantly less perceived stress; (3) 27.3% of caregivers reported loneliness when using the website; (4) caregivers suggested areas for the improvement included the greater provision of medication information and research on treatments, and the inclusion of website areas for caregivers to communicate about nonpsychosis-related issues (eg, cooking recipes) |
| Rotondi et al [45] | Examine use and benefits following random allocation to the Schizophrenia online access to resources website, delivering online multifamily therapy; 12-month outcomes | - Three professionally led facilitated therapy forums that were for patients only, caregivers only, and patients and caregivers together  
  - Therapy forums focused on problem solving, stress management, and peer support  
  - Ask the “Expert” questions  
  - Educational resources library, including information on local events and relevant news | (1) 92% were engaged in the treatment program; (2) caregivers spent an average of 14 h on the site (range, 30-4021 min) and were in active therapy for an average of 9 months (range, 1-19); (3) significant improvement in caregivers’ knowledge of psychosis, specifically, beliefs about prognosis |
Reference | Study aim | Key intervention components | Main findings
--- | --- | --- | ---
Ruskin et al [52] | Feasibility of using a home-based computerized device (Med-eMonitor) to enhance the monitoring of patient medication compliance and symptoms and to provide psychoeducation over a 2-month period | • Med-eMonitor records the date and time of when patient medication containers are opened and records when medications are missed • Prompts medication compliance through emitting an audible tone • Liquid crystal display screen that provides factual information on psychosis and poses questions to patients and caregivers about patient clinical status | (1) Caregivers reported significant improvement in knowledge about psychosis (t=2.39, P=.05) but no improvements noted in the patient sample; (2) caregivers believed the monitor impacted positively on patients taking their medication more regularly and helped the caregiver remember to give medication; (3) caregivers reported satisfaction with the monitor though most would opt not to use the monitor after the end of the study
Sin et al [53] | Evaluate user satisfaction and usability over a 4-week period of an online psychoeducation intervention for siblings of people with psychosis “E-siblings” | • Downloadable factual information about psychosis • Ask the Experts • Direct access to advice from 12 professionals • Interactive modules on self-care and coping • Frequently Answered Questions • Links to resources • Discussion forum and blog | (1) 17 participants completed the full evaluation; (2) participants each spent approximately 2 h (SD 72 min) using the site. Average site visits were 25 mins (SD 12); (3) all participants rated intervention highly, and approximately 95% rated content as very relevant to them; (4) 88.2% rated the intervention as being helpful; (5) 70.5% would recommend the site to others

Length of Intervention

The duration of the intervention under review was not always clear. No information was offered in Chan et al’s study [47], while others described interventions that lasted from 1 month [53] to 12 months [45,48]. Comparisons among studies were difficult because the amount of exposure to the given intervention was often evaluated and reported in different ways. While some papers provided data on the total number of minutes a participant was engaged in the intervention [45,47,53], others described the percentage of the sample who engaged with different components of the intervention [48].

Intervention Types

Variability was present in the digital interventions described and their intended outcomes. While 5 studies could be best described as Web-based [45-48,53], 2 studies used a telepsychiatry approach comprising a phone [50] or videoconferencing [49]. The remaining two studies used eMonitor [52] or combined email and bulletin board [51].

Web-Based

In two of the Web-based studies [47,53], the intervention focused on the provision of information and tailored resources to support caregivers with more informed understanding of psychosis. Chan et al [47] reported data on perceptions of the usefulness and ease of use from 81 participants who accessed an internet-based psychoeducation program for first-episode psychosis caregivers in Hong Kong. The program sought to provide relevant and updated information using downloadable text-based papers, talking head videos (ie, where someone talks directly to the camera) from experts on different aspects of psychosis (eg, cause, treatments, and relapse), caregiving (eg, coping strategies and self-care), and local resources (eg, residential care services and financial services). Information was available in large font size and delivered in English and Cantonese to appeal to and address the needs of a broad group of users. Moreover, the Web platform provided a Web-based and interactive forum, which was moderated and designed to support discussion among peers and between peers and clinicians. Caregivers could post questions and receive responses from clinicians and other caregivers.

Sin et al [53] assessed the usability and feasibility for 16 participants accessing a Web-based platform exclusively dedicated to addressing the information and support needs of siblings of people with psychosis. The platform included 4 main components that focused on the information provision about the illness, coping and well-being, peer discussion forums and blogs, and an “ask the (clinical) expert” feature. The latter allowed participants to post questions to dedicated health care professionals (eg, general practitioner, mental health nurse, and psychiatrist) and receive tailored responses.

The remaining 3 papers, which described 2 studies [45,46,48], used a Web-based platform to deliver family intervention therapies that hitherto were typically implemented through face-to-face meetings held in clinics. Glynn et al [48] completed a proof-of-concept open trial, using a quasi-experimental design, to evaluate the feasibility of a 12-month online multifamily group intervention designed to provide education and support. In their study, 26 caregivers of community-dwelling patients were involved in the intervention and data were compared with a historical treatment as usual sample (n=16). Caregivers had to have access to computers at their home to be eligible to participate; the Web program also comprised a discussion board, links to relevant resources, and educational videos. Participants were organized into small groups of 5-6 caregiver participants. During 1 year (comprising 6 months on a weekly basis, and biweekly for further 6 months), participants could access an hour-long educational talk on problem solving, and goal setting sessions with a psychologist and a research staff member. These sessions were held on Sunday evenings. Furthermore, caregivers could access additional groups on medication and support. The authors noted their small sample size despite “intensive” recruitment strategies implemented. That said, participants...
reported high levels of satisfaction (>90%) with the intervention, with 84.6% engaging with the discussion board, 52.6% with the Sunday talk sessions, and one-third attending the additional groups. No impact of the intervention was observed on the levels of caregivers’ reported distress (or patient functioning). There was a trend of significance that the intervention was linked to fewer patient admissions during the intervention year.

Rotondi et al [45,46] completed a randomized feasibility trial of multifamily psychoeducational interventions also using a Web platform. Unlike Glynn et al [48], in this study, participants were issued computers in their home, if required. In addition, 21 caregivers of inpatients and community-dwelling patients, with a history of at least 1 hospital admission in the preceding 2 years were randomly assigned to the Web intervention or treatment as usual. In the intervention arm, caregivers were issued with a unique log-in name (which was not allowed to be their real name) and password access to a caregiver-only website therapy group and a joint group designed for caregivers and patients together. The therapy group focused on problem solving and offered a bulletin board for communication among group members. The groups were led by mental health professionals and guided by therapy manuals [54,55]. As part of additional intervention modules, caregivers were given opportunities to anonymously pose questions to experts, to receive responses to their questions, and to view questions asked by other caregivers and responses they received. Moreover, they had access to relevant reading material and local relevant mental health news. Before commencing the Web-based intervention, all participants (caregivers and patients) were required to attend a joint 4-hour psychoeducation workshop. Furthermore, outcome data were collected at 3, 6, and 12 months. The most used intervention components within the platform were the two therapy groups (ie, caregiver-only group and caregiver and patient group). The authors failed to identify any difference in outcomes between caregivers in the experimental and treatment arms; however, the patient group reported markedly less stress. Nearly one-third of caregivers reported feeling lonely in their use of the website.

Telepsychiatry

In terms of the two telepsychiatry studies, both focused on the provision of psychoeducation to improve caregivers’ knowledge and understanding of the illness and to promote more effective coping strategies. Haley et al [49] delivered a psychoeducation course to 56 caregivers in Dublin and Donegal regions of Ireland using an interactive videoconferencing system that included a Tandberg Director, camera, plasma monitors, and three Integrated Services Digital Network lines. Participants recorded a marked increment in their knowledge postintervention. Ozkan et al [50] used a randomized controlled design to evaluate the impact of providing short (ie, 15 minutes) telephone calls over a 6-month period to caregivers. Caregivers received these calls following their relative’s discharge from hospital and following their (ie, caregiver) own participation in an 8-session, face-to-face psychoeducation intervention during the admission. The calls were designed to focus on caregivers’ emotions and their experience of burden. The intervention group recorded markedly lower rates of caregiver burden, depression, and emotional expression.

Email or Bulletin Board

Ruskin et al [52] assessed the feasibility of using a computer-based device “Med-eMonitor,” which could be preprogrammed to ask questions and display illness-related factual information (eg, schizophrenia incidence rates), to assist patients in improving their daily medication adherence and provide caregivers with psychoeducation. The study duration was 2 months, and 16 caregivers used the monitor to get responses to questions about how they understood psychosis (eg, symptoms). Marked improvements were noted in caregivers’ understanding about the illness and their ability to remind their relatives to take their medications. However, they preferred not to use the monitor once the study period ended.

Perron [51] presented data from 33 participants who engaged in an online self-help group for mental health caregivers over an 18-month period. It was an open group (ie, free and open to the general public to engage with), with no moderator and organized around email exchanges and bulletin boards. Perron [51] analyzed the content of 417 messages posted within 18 months. Participants posted an average of 12.6 messages. Male participants posted fewer messages than with female participants (average, 1.8 vs 15.5). The most common category for a posted message was “disclosure.” These were messages where participants tended to provide updates on their lives, their experiences with their relative (eg, treatment-related issues and symptoms), and their own emotions. Other key functions identified from posted messages focused on the provision of information, support, and empathy to caregiver peers. Only one message’s content was rated as being negative, which did not receive any replies or comments from other caregivers.

Methodological Quality

Overall, 7 papers were scored weakly on the overall QATO rating; these had weakness in the study design, approaches to data collection, management of confounding variables, and assessor independence. In addition, 2 studies [48,50] obtained an overall QATO rating of moderate and had a stronger study design (eg, randomized controlled trial or quasi-experimental) and more robust participant selection and data collection approaches (Table 1).

Discussion

Principal Findings

The literature highlights an increasing interest in and documentation of digital technologies in health care and their novel applications with psychosis disorders. Improved patient outcomes in psychosis rely heavily on the input from informal caregivers. This systematic review explored the application and outcomes of digital technologies in informal caregivers of people with psychosis.

The review yielded 9 papers reporting data from 8 independent studies. Overall, two-thirds of the included studies focused solely on the recruitment and outcomes of caregivers only and one-third recruited caregiver and patient dyads. The reviewed studies were diverse, with origins in Europe, Central and North America, Asia, and the Middle East, in reflecting the global developments in digital technologies. However, most studies...
were from the United States, which might reflect different health care priorities that predominate in that region and broader developments in digital innovations. As an estimated 89% of the US population accesses the internet [56], evaluating the contribution of digital interventions to improving outcomes in caregiver groups might seem a sensible development.

There was also diversity in the digital applications under review. The interventions included telepsychiatry and email. Most studies were, however, best described as being Web-based and included those with a dedicated platform with functionality to facilitate communication between caregiver groups and caregivers and professionals. Remarkably, no study identified detailing the use of mobile apps and virtual or augmented realities, which contrasts markedly with developments the literature has observed in psychosis patient populations [57,58]. There is no evidence suggesting that caregivers would be any less likely than peers and other groups to take advantage of mobile phone apps or relevant health-focused augmented realities. A general commitment to exploring and investing in opportunities to expand the range of digital approaches on offer or applicable to caregivers should be prioritized to minimize gaps in service provision and the potential for a digital divide between caregivers and others.

The review findings indicate that we are far from being in a position to offer definitive data about the use and impact of digital innovations in caregivers. The majority of studies under review were described from the outset as being studies of the feasibility and usability. Though studies provided useful data, in the absence of powered experimental designs, definitive conclusions about outcomes and effects are premature.

In the majority of studies, the reason underlying the development and use of the digital tool was the provision of relevant information about psychosis (psychoeducation), delivered as part of a structured educational course or through different independent and related modules. A key component in treatment recommendations for caregivers of people with psychosis [23] is information on how to best understand the illness and facilitate the use of adaptive and effective coping strategies. Psychoeducation is a need commonly reported by caregivers [59], but an area that is often unmet by service providers [60,61]. Over the course of the illness, caregivers will often be expected to make sense of illness-related information that can at times be complex, confusing, and vague. For many, this information will be given during periods when they are also experiencing high levels of stress and therefore perhaps more likely to benefit from varied methods of sharing the relevant information. Though preliminary, the early indications from the findings suggest that caregivers’ understanding about psychosis might benefit from the use of digital technologies and that the approach might be acceptable [45,47,49]. Further exploration of the benefits of using different approaches to support caregivers in facilitating their knowledge and understanding of their relative’s mental health condition, which also extends beyond traditional face-to-face meetings [62], would represent important research developments and progress in the field.

We do, however, remain aware that at least one-third of caregivers in one website study reported feelings of loneliness in using the intervention [46], and in another study [52], caregivers would opt not to continue using the digital equipment when the study ended. However, at this stage, it remains unclear as to what extent these types of findings generalize and form a distinct pattern. Hence, further evaluations utilizing quantitative and qualitative investigations are indicated. Though the interest in and appetite for digital technologies in mental health sectors remains on a steady upward trend, these findings also underscore the importance of seeking to identify caregiver subgroups for whom digital approaches might not always suit and to address their specific presenting needs.

This study suggests a lack of uniformity in terms of the key areas to measure as outcomes. It is also noteworthy that the website and email or bulletin intervention studies included components that promoted and allowed for peer interactions and support. However, measures of social support and social networks were absent. The current evidence attests that psychosis caregivers are up to 10 times more socially isolated than the general population and typically fair worse in terms of support levels when compared with caregivers of adults with similar challenging conditions [63]. It is important to extend the digital technology outcome literature beyond the rates of take-up and satisfaction. The results indicate a need for further work to be undertaken to identify target outcome areas for measurement in the use of digital technologies with caregivers and the preferred methods of assessment, which in turn could lead to more meaningful evaluation of studies and comparison of findings.

Notably, however, there were 2 studies that evaluated a telepsychiatry [50] and website-based intervention [48] that obtained overall moderate ratings; this reflected their superiority in the study design (eg, randomized controlled trial or quasi-experimental) and participant selection and data collection approaches.

**Limitations**

The focus of the review on caregivers of people with psychosis is a strength of this study and is in line with other reviews focusing on technology in different caregiver populations such as older adults [64] and severe mental illnesses [65]. The review, however, does have some limitations. First, the studies were mainly investigations of feasibility, usability, and acceptability and were therefore not designed or powered to offer definitive conclusions about the efficacy and direction of findings, which largely reflects the poor methodological quality ratings. The majority of papers (n=7) obtained weak QATO ratings that were representative of a broad range of issues reflecting inherent difficulties in the study design, approaches to data collection, management of confounding variables, and assessor independence. However, given that some might argue about the relative infancy of the literature and the predominance of study designs (eg, usability and feasibility), the ratings might simply reflect the stage of the literature with stronger and more methodologically sound studies to follow.

Second, a modest number of studies were under review and the overall participant size was small. The smaller studies reported samples of n=16. Notably, the recruitment pathways for some studies were dependent on both patient and caregiver consenting
to participate [48], while others could directly recruit and consent caregivers [53]. The different recruitment approaches across studies are likely to have implications for the sample and their presenting needs. For example, studies that required patient and caregiver consent might be more likely to recruit groups who were better functioning or had better quality caregiving relationships, which arguably is likely to impact their engagement. The majority of studies were from the United States, a high-income nation with large sections of the adult population accessing the internet. The review was limited to English language publications. Consequently, the interpretation of findings and their generalizability to other settings and communities are limited. Furthermore, while we may have sought to be overinclusive in our search approach, it remains possible that we might have missed potentially relevant studies, given the language restrictions and parallel exclusions of case studies and qualitative investigations. Not dissimilar to other systematic reviews, it is possible that our review will be subject to publication bias because nonsignificant findings are less likely to be published. Therefore, the reviewed studies could overrepresent the positive effects of digital interventions with caregivers.

Conclusions
Notwithstanding the continued value of direct service input and face-to-face contact, the potential contribution of digital interventions to impacting outcomes for psychosis caregivers and addressing their specific needs for information, support, and well-being deserves greater clinical and research interest. Evidently, given the number and range of studies reviewed, widely established digital developments witnessed in patient mental health care have yet to be replicated in caregiver populations. However, this study offers preliminary support that these types of interventions (eg, Web-based) can be feasible and acceptable to caregivers. Much further development in the range of technologies on offer and robust evaluation of their outcomes, including cost-effectiveness [66], is required. Furthermore, the study indicates the inclusion of caregiver-reported outcomes and their qualitative reports of satisfaction.
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Abstract

Background: Over 90% of adults in the United States have at least one social media account, and lesbian, gay, and bisexual (LGB) persons are more socially active on social media than heterosexuals. Rates of depression among LGB persons are between 1.5- and 2-fold higher than those among their heterosexual counterparts. Social media allows users to connect, interact, and express ideas, emotions, feelings, and thoughts. Thus, social media use might represent both a protective and a risk factor for depression among LGB persons. Studying the nature of the relationship between social media use and depression among LGB individuals is a necessary step to inform public health interventions for this population.

Objective: The objective of this systematic review was to synthesize and critique the evidence on social media use and depression among LGB populations.

Methods: We conducted a literature search for quantitative and qualitative studies published between January 2003 and June 2017 using 3 electronic databases. Articles were included if they were peer-reviewed, were in English, assessed social media use either quantitatively or qualitatively, measured depression, and focused on LGB populations. A minimum of two authors independently extracted data from each study using an a priori developed abstraction form. We assessed appropriate reporting of studies using the Strengthening the Reporting of Observational Studies in Epidemiology and the Consolidated Criteria for Reporting Qualitative Research for quantitative and qualitative studies, respectively.

Results: We included 11 articles in the review; 9 studies were quantitative and cross-sectional and 2 were qualitative. Appropriate reporting of results varied greatly. Across quantitative studies, we found heterogeneity in how social media use was defined and measured. Cyberbullying was the most studied social media experience and was associated with depression and suicidality. Qualitative studies found that while social media provides a space to disclose minority experiences and share ways to cope and get support, constant surveillance of one’s social media profile can become a stressor, potentially leading to depression. In most studies, sexual minority participants were identified inconsistently.
Conclusions: This review supports the need for research on the role of social media use on depression outcomes among LGB persons. Using social media may be both a protective and a risk factor for depression among LGB individuals. Support gained via social media may buffer the impact of geographic isolation and loneliness. Negative experiences such as cyberbullying and other patterns of use may be associated with depression. Future research would benefit from more consistent definitions of both social media use and study populations. Moreover, use of larger samples and accounting for patterns of use and individuals’ experiences on social media may help better understand the factors that impact LGB mental health disparities.

(KEYWORDS) social media; social networking sites; sexual minorities; lesbian; gay; bisexual; depression; systematic review

Introduction

Despite growing acceptance and civil rights gains in recent years, lesbian, gay, and bisexual (LGB) individuals in the United States still face stigma and disparities regarding mental health conditions [1]. LGB persons are a diverse population whose sexual attraction, behavior, or orientation differs from their heterosexual counterparts. Importantly, estimated rates of depression among LGB persons are between 1.5- and 2-fold higher than their heterosexual counterparts [2]. In 2015, 14.8% of LGB males and 20.4% of LGB females in the United States suffered at least one major depressive episode, totaling 1.9 million individuals, compared with 4.3% of heterosexual males and 8% of heterosexual females [1]. These findings are consistent with those in other developed countries, and disparities are greater among bisexual adults [3,4].

Social media includes a variety of websites and mobile apps that enable users to create content and participate in online social networking (eg, YouTube, Tumblr, Facebook) [5]. It is estimated that well over 90% of adults in the United States have at least one social media account, with an average daily use of 2-4 hours [6,7]. Social media is a communication space where users express emotions, feelings, and thoughts. For LGB individuals, social media is a primary mode of socializing, and LGB persons are more socially active on social media than heterosexuals [8,9]. National data on LGB individuals found that over 85% of participants had one social media account, and they used it at least weekly; this usage rose to over 91% among LGB young adults [10].

Social media use encompasses a series of measures that capture the experience of using social media. Although no clear consensus exists regarding which specific measures should be counted as social media use, common ones include time (time elapsed while using social media over 24 hours), frequency (number of times people check their social media account per day) [11], number of friends and self-presentation [12], number of platforms (sites or apps) used [13], closeness to online friends, and activities performed (eg, posting updates, sharing pictures, etc) [14,15], as well as other use patterns (eg, active vs passive use, experiences such as experiencing cyberbullying, problematic use, positive or negative quality of interactions, and motivation to use social media) [16-22].

In a broader context, previous research has also investigated the linguistic attributes of social media use that indicate self-disclosure and mental health information sharing and that predict receipt of social support and other therapeutic outcomes on social media [23,24]. Moreover, several studies have looked at either the moderating or mediating role of upward social comparison [25-30], social connectedness [31], envy [32], and intensity of use [33].

Some of the complexities associated with social media use among LGB persons have been studied in relation with parenting and gender transition [34,35]. The findings of these studies point out potential stressors, such as the need to become incidental advocates or the task of detecting disapproval and allies within one’s social networks [34]. On the other hand, social media has some duality to it; despite being a stressful environment, it can also provide support that helps mitigate the said stress [35]. More specifically, while some researchers have found an association between social media use and increased risk of depression [11,13,16,36], others have found an association between specific patterns of use and improvement of psychological well-being [37]. Thus, social media use may be both a risk and a protective factor for depression and psychological well-being in the general population. In addition, using social media may add unique protective and risk factors for depression among LGB individuals.

Meyer’s minority stress theory is the predominant framework for understanding the protective and risk factors for depression and other mental health disparities among LGB individuals [38]. There are at least three fundamental tenets to the minority stress theory. First, exposure to LGB-related stressors such as discrimination, social rejection, and sometimes victimization is a central cause of mental health problems among LGB individuals. Second, exposure to these “distal” stressors is associated with “proximal” stressors such as internalized homonegativity and expectations of rejection. Third, social support from within the LGB communities can help offset or buffer the impact of these stressors on mental health outcomes. Meyer’s theory has also been extended to incorporate specific groups among LGB persons, such as children, adolescents, and people living with HIV [39,40]. While this theory helps explain the effects of social stress due to marginalized social identities on mental health outcomes among sexual minorities [38], the virtual social environment of social media introduces new complexities to previously described social interactions. For example, social media may make it easier for LGB individuals to disclose their sexual orientation to others by forming connections, providing education, and facilitating positive interactions and social support among LGB individuals. These virtual interactions may reduce the stress experienced by LGB
individuals based on their sexual orientation and may protect sexual minorities from depression [41-43]. This may be particularly true for LGB individuals for whom it is too dangerous to be “out” or disclose their sexual minority identity in real-world settings such as in the workplace or in public social spaces. Conversely, social media use may be a vehicle for negative experiences, such as stigmatization and social comparison. These can lead to negative outcomes, including decreased self-esteem, and depressive symptoms [44,45].

The ubiquity of social media has led researchers to suggest its use to provide people with mental illness the opportunity to challenge stigma, provide and receive peer-to-peer support, and access either Web-based or mobile interventions [46]. To do this, we need to understand the mixed effects of social media use—improvement of psychological well-being or worsening of affective symptoms—on mental health. This understanding will inform policy and studies that leverage the positive aspects and address the potentially negative aspects of use as well. However, to date, no comprehensive synthesis of research on the impact of different patterns of use on depression among LGB populations has been conducted. Considering that LGB persons exhibit consistently high rates of social media use and consistently higher rates of depression than heterosexuals, this is a particularly important gap in the literature. For these reasons, we conducted a systematic review with four overarching goals: (1) identify all the peer-reviewed published papers that examined social media use and depression among LGB individuals; (2) describe the characteristics of these studies, including the study-appropriate reporting and methodology (eg, quantitative vs qualitative); (3) describe how social media use and depression constructs were operationalized across studies; and (4) assess which of the main tenets of the minority stress theory was analyzed in each study, in order to make recommendations for future studies that could leverage social media for improving depression outcomes in this population.

Methods

Inclusion and Exclusion Criteria

This systematic review has been reported in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses Statement guidelines (Multimedia Appendix 1) [47,48]. The research protocol was registered in the PROSPERO database (#CRD42018088165) and is available as a supplement (Multimedia Appendix 2).

We included quantitative and qualitative studies published in peer-reviewed journals, in the English language, during or after 2003 (when MySpace, the first modern social media site, started operating). We allowed manuscripts from conference proceedings only when full-research papers were required for submission and each submission went through a complete peer-review process. Included studies had to focus on social media use and depression among LGB minorities. We defined social media use as any usage measurement (eg, time, frequency, motivation to use, experiences while using, etc). Depression comprised major depressive disorder, bipolar depression, dysthymia, depressive symptoms, and psychological distress. LGB minorities were defined as lesbian, gay, bisexual, and men who have sex with men. Exclusion criteria included theses or dissertations, opinion pieces or reviews, and articles that studied use of short message service text messages (not included in our definition of social media). Research in which the sole focus was on gender minority populations (eg, transgender and gender nonbinary) were excluded to avoid conflating results of sexual minorities, which may not be applicable to gender minorities. However, studies in which gender minorities were a subpopulation included in the study LGB sample were included.

Search Process

Literature searches were developed and executed by a health sciences librarian (CBW) in PubMed or MEDLINE (1946-Present), PsychINFO, Ovid (1806-present), and SocINDEX, EBSCOhost (1895-present). Controlled vocabulary from Medical Subject Headings (MeSH), the Thesaurus of Psychological Index Terms, and SocINDEX Subject Terms, along with keywords and descriptors were used for the concepts of lesbian, gay, bisexual, transgender, queer, and interse (LGBTQI), social media, and depression. For all three concepts, we included MeSH and text words in title and abstract. For social media, descriptors included sexual network or partner; seeking sex on internet, online, on the Web, or on websites; finding partners on the internet, online, on the Web, or on websites; and sexual behavior on the internet, online, on the Web, or on websites. For depression, descriptors also included all related depression terms. The Boolean operator “AND” combined the three search components. Searches were limited to journal articles only, with no language or publication year restrictions. The entire list of keywords, descriptors, and search strings used in each database is available as a supplement (Multimedia Appendix 3). Search results were downloaded and imported into an EndNote Library on June 5, 2017. A total of 1259 citations were found. Of these, 539 citations were from PubMed or MEDLINE, 404 citations from PsychINFO, and 316 citations from SocINDEX. There were 160 duplicates records, leaving 1099 citations to screen.

Study Selection and Data Extraction

Screening and data extraction were completed using DistillerSR [49]. Structured forms were uploaded to the software and used throughout the entire process. Six researchers (ALB, CJC, BLH, AS, JES, and DLW) independently screened all article titles and abstracts to generate a set of references for which there was any possibility for selection. Next, these six researchers were divided into three pairs and were randomly assigned an equal number of references; they assessed the full text of these studies to determine eligibility. Interrater reliability was substantial (weighted Cohen kappa, 0.70) [50]. To minimize the risk of reviewer bias, consensus meetings between the first author and each pair of reviewers to resolve differences occurred, but only after independent screening of all articles. In one case, the first author adjudicated a reference for inclusion.

Extraction forms included seven categories of information: (1) study logistics (setting, country, publication year, social media site under study, study design, and funding source); (2) study population characteristics (number of subjects, age, gender, race or ethnicity, sexual minorities included, education level, and income); (3) social media use (number of social networking
sites, time of usage and frequency, scales, and contextual measures); (4) health outcomes measured (primary and secondary outcomes measured and scales); (5) main results and limitations; (6) main tenet of the minority stress theory under study (ie, distal stressors, proximal stressors, and social support); and (7) appropriateness of reporting. To ensure accuracy, we implemented a quality-control mechanism in which one reviewer completed a first data extraction and the second reviewer validated or disagreed with it. Again, disagreements were resolved in consensus meetings with each pair and the first author.

**Appropriate Study Reporting**

We assessed the appropriate reporting of the included studies. For quantitative studies, we used the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) Statement Checklist v4.0 [51,52]. The STROBE statement consists of a checklist of 22 items related to all sections of research manuscripts; STROBE provides reporting recommendations for studies that investigate associations between exposures and health outcomes [51,52]. We assigned values of 0-1 to each check mark. Thus, total score for each manuscript could range from 0 to 22, in which 22 means the study fully met the STROBE standards of appropriate reporting. For qualitative manuscripts, we used the Consolidated Criteria for Reporting Qualitative Research (COREQ-32) [53], a checklist of 32 items aimed at improving the quality of reporting individual interviews– and focus groups–generated data. We used the same previously explained mechanism to score each manuscript from 0 to 32, in which 32 means the study fully met the COREQ-32 standards of appropriate reporting. Each study was appraised by at least two reviewers, and the first author was consulted to resolve any disagreement. The assessments of appropriate reporting for all manuscripts are available as supplements (Multimedia Appendices 4 and 5).

**Results**

**Study Identification**

We identified 1259 records through our database searching process. After excluding duplicates, we reviewed 1099 unduplicated citations (Figure 1).
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Of these, 1035 were excluded after title and abstract screening. Of the 64 full-text manuscripts that were assessed for eligibility, 53 were excluded for different reasons: 8 lacked a focus on sexual minorities, 15 did not specifically assess social media use, and 30 did not have depression as part of the outcomes under study. Eleven research articles were, thus, included in the final sample. Reference lists of included articles were examined for additional studies. However, no new study that met the inclusion criteria was identified using this method.

### Study Characteristics and Appropriate Reporting

Of the 11 included studies, 8 (72%) consisted of cross-sectional surveys [54-61], 2 (18%) consisted of qualitative analyses [62,63], and 1 (9%) combined cross-sectional surveys with social network analysis [64] (condensed Table 1; for full table, please see Multimedia Appendix 6). The social media site or platform targeted in the study varied across the included manuscripts. Of the 11 studies, 5 (46%) did not focus on a specific social media site [54,56,57,60,61], 2 (18%) targeted the use of blogs and discussion forums [59,63], and 4 (36%) focused on a specific social media site or platform [55,58,62,64].

<table>
<thead>
<tr>
<th>Author(s), country, year</th>
<th>Design</th>
<th>Social media site or app</th>
<th>N</th>
<th>Sample description</th>
<th>Sexual minorities (%)</th>
<th>Scorea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morelli et al, Italy, 2016 [54]</td>
<td>Cross-sectional survey</td>
<td>No specific site</td>
<td>1334</td>
<td>Middle- and high-school students and young adults</td>
<td>Lesbian or gay (12.6)</td>
<td>11b</td>
</tr>
<tr>
<td>Gibbs &amp; Rice, USA, 2016 [55]</td>
<td>Cross-sectional survey</td>
<td>Grindr</td>
<td>195</td>
<td>Male users of a hook-up mobile app</td>
<td>Gay (86); bisexual (9.8)</td>
<td>20b</td>
</tr>
<tr>
<td>Cenat et al, Canada, 2015 [56]</td>
<td>Cross-sectional survey</td>
<td>No specific site</td>
<td>6540</td>
<td>Students from 34 participating high schools across Canada</td>
<td>Lesbian or gay (1.3); bisexual (10)</td>
<td>20b</td>
</tr>
<tr>
<td>Rubin &amp; McClelland, USA, 2015 [62]</td>
<td>Individual interviews</td>
<td>Facebook</td>
<td>8</td>
<td>Female adolescent who reported being daily Facebook users</td>
<td>Lesbian (62.5); bisexual (37.5)</td>
<td>15c</td>
</tr>
<tr>
<td>Duong &amp; Bradshaw, USA, 2014 [57]</td>
<td>Cross-sectional survey</td>
<td>No specific site</td>
<td>951</td>
<td>Sexual minority students, grades 9-12 from 105 NYCd schools</td>
<td>N/Ae</td>
<td>17b</td>
</tr>
<tr>
<td>Homan et al, USA, 2014 [64]</td>
<td>Cross-sectional survey; social network analysis</td>
<td>TrevorSpace</td>
<td>195</td>
<td>Users of a LGBQf social networking site</td>
<td>N/A</td>
<td>19b</td>
</tr>
<tr>
<td>Lester, USA, 2006 [58]</td>
<td>Cross-sectional survey</td>
<td>Bmeazine</td>
<td>4700</td>
<td>Users of a body modification website</td>
<td>Lesbian or gay (5); bisexual (37.9)</td>
<td>5b</td>
</tr>
<tr>
<td>Cooper &amp; Blumenfeld, USA, 2012 [59]</td>
<td>Cross-sectional survey</td>
<td>General blogs and discussion boards</td>
<td>310</td>
<td>National sample of middle- and high-school students who identified as LGBg, or with same-sex attraction or LGBTbih allied youth</td>
<td>Lesbian or gay or bisexual (80.6)</td>
<td>13b</td>
</tr>
<tr>
<td>Alang &amp; Fomotar, USA, 2014 [63]</td>
<td>Netnography</td>
<td>Unidentified forum for new and expecting parents</td>
<td>N/A</td>
<td>Messages from an unidentified online forum for lesbian mothers with postpartum depression</td>
<td>Lesbian (100)</td>
<td>17c</td>
</tr>
<tr>
<td>Ceglarek &amp; Ward, USA, 2016 [60]</td>
<td>Cross-sectional survey</td>
<td>No specific site</td>
<td>570</td>
<td>College students and community LGBTQij group members</td>
<td>Lesbian or gay (6.8); bisexual (5.4); predominantly heterosexual (13.5)</td>
<td>20b</td>
</tr>
<tr>
<td>Ramsey et al, USA, 2016 [61]</td>
<td>Cross-sectional survey</td>
<td>No specific site</td>
<td>634</td>
<td>Undergraduate college students</td>
<td>Lesbian or gay (7.6); bisexual (4.4); mostly gay or lesbian (3.5); mostly heterosexual (3.3); questioning (0.8)</td>
<td>19b</td>
</tr>
</tbody>
</table>

aAppropriate reporting score. Reporting adequacy was assessed using footnotes b and c.
bThe Strengthening the Reporting of Observational Studies in Epidemiology (range 0-22) for quantitative studies.
cThe Consolidated Criteria for Reporting Qualitative Research 32 (range 0-32) for qualitative studies.
dNYC: New York City.
eN/A: not applicable.
fLGBQ: lesbian, gay, bisexual, and questioning.
gLGB: lesbian, gay, and bisexual.
hLGBT: lesbian, gay, bisexual, and transgender.
iLGBTQ: lesbian, gay, bisexual, transgender, and questioning.
The studies that captured the age of participants [54-56,59-62,64] reported that ages ranged between 11 and 30 years; 27% (3/11) studies did not report participants’ age range [57,58,63]. Furthermore, 64% (7/11) studies included both male and female participants [54,56-61]; in these studies, female participants ranged from 55% to 78%. In addition, 18% studies (2/11) included only female participants [62,63] and 9% (1/11) had an exclusively male sample [55]; 18% (2/11) studies included a sample of transgender participants, with this group comprising 0.9% [59] and 0.8% of participants [61]. Additionally, 18% (2/11) studies included a small sample of gender nonconforming participants. In these studies, the percentage of gender nonconforming participants ranged from 0.7% [58] to 1.6% [61]. Participants’ gender was not reported in 9% (1/11) studies [64].

Overall, the reporting of sexual minority participants varied across studies; 46% (5/11) of studies combined gay and lesbian identity [54,56,58,60,61]; 18% (2/11) studies reported a “predominantly or mostly heterosexual identity” category [60,61] and 9% (1/11) combined gay, lesbian, and bisexual identities [59]. Furthermore, 18% (2/11) studies reported that their entire sample comprised LGB participants, but participants’ sexual orientation was not broken down into specific categories [57,64].

Finally, the appropriate reporting of results was variable. Among 9 quantitative studies, STROBE scores [51] ranged from 5 to 20 out of 22. Of all, 89% (8/9) studies met the reporting standards on their title, abstract, and introduction sections; 67% (6/9) studies met reporting standards on methods, 22% (2/9) on results, 6 (67%) on discussion, and 2 (22%) on funding source reporting (Multimedia Appendix 4). For 2 qualitative studies, COREQ-32 scores [53] were 15 [62] and 17 [63] out of 32, respectively (Multimedia Appendix 5).

**Exposure and Outcome Characteristics and Social Media Sites Studied**

Operationalizing of social media use measurement varied across studies, and these findings are summarized in a condensed Table 2 (for full table, please see Multimedia Appendix 7). In 9 quantitative studies, social media use was assessed in variable ways: 33.3% (3/9) studies measured the self-reported experience of cyberbullying [56,57,61], 22.2% (2/9) measured the frequency of social media use [59,60], and 22.2% (2/9) assessed the general use of social media (dichotomously) [55,58]. Furthermore, 44.4% (4/9) studies measured only one of the following: sexting behavior [54], integration of social ties on social media [64], number of social media platforms used [60], and motivation to use social media [60]. Qualitative studies explored the use of Facebook profile management tools [62] and experience of using an online support forum [63].

Similarly, assessment of depression varied across quantitative studies. Depression was operationalized as depressive symptoms in 44.4% (4/9) [55,59-61,64], psychological distress in 22.2% (2/9) [54,56], and suicidality in 33.3% (3/9) [56-58] studies; 22.2% (2/9) studies assessed either engagement in physical fights [57] or emotional responses to cyberbullying (including feelings of depression) [59]. Qualitative studies analyzed depression-related themes including social, emotional, and health consequences of stress caused by managing participants’ Facebook profiles [62] and the emotional experience derived from using an online support forum [63].

**Main Findings**

Exposure to cyberbullying on social media among LGB individuals was frequent, and the majority of those who experienced it reported feelings of depression [59] (condensed Table 2; for full table, please see Multimedia Appendix 7). Compared with heterosexual youth, bisexual boys and girls were more likely to report cyberbullying [56,61]. Among LGB boys and girls, cyberbullying was directly and independently associated with psychological distress [56], depression [61], engaging in physical fights [57], and suicidal thoughts or suicide attempts [56,57]. Compared with heterosexuals, sexual minority users of an online forum group also had higher rates of suicidality [58].

Association between using social media and depression differed depending on which characteristic or pattern of use was under study. One study found that lesbian or gay participants had higher rates of sexting behavior than their heterosexual peers; however, psychological distress was not different across three levels of sexting [54]. Another study found moderate levels of depression among all male users of a gay hook-up mobile app [55]. Yet another study found that social media users who had more friends who knew each other (ie, a tightly integrated social network) predicted lower depression scores than those who did not [64]. When compared with their heterosexual peers, sexual minority youth reported higher rates of both social media sites used and motives to use them [60]. Furthermore, perceived social support on social media among sexual minority youth was negatively associated with loneliness and using social media to discuss LGB issues was negatively associated with anxiety and hostility [60].

Qualitative explorations about social media use and mental health among sexual minorities indicated both risks and benefits. Maintaining a Facebook profile was deemed part of everyday life among lesbian and bisexual females [62]. However, it also requires constant surveillance and monitoring of one’s social interactions, which in turn can be a stressor, leading to rumination of ideas, shame, and depression if one is excluded orouted [62]. On the other hand, among LGB mothers dealing with postpartum depression, an online forum served as a space where they could disclose their experiences with the condition while sharing ways to cope with it, building a community that provided different forms of social support [63].

Finally, while most of the reviewed studies assessed only one component of Meyer’s theory, other studies focused on more than one. Of the included studies, 81.8% (9/11) focused on social media experiences as a source of stressors, such as victimization or cyberbullying [54-59,61,62,64]; 36.4% (4/11) studies focused on social media as a potential source of support for LGB individuals [55,60,63,64] and 9.1% (1/11) assessed proximal stressors (ie, sexual orientation identity concealment on social media) [62].
Table 2. Exposure and outcome assessment and main findings of studies of social media use and depression including sexual minorities published between January 2003 and June 2017.

<table>
<thead>
<tr>
<th>Author(s), country, year</th>
<th>Exposure assessment tool</th>
<th>Outcome assessment tool</th>
<th>Aspect of minority stress theory studied</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morelli et al, Italy, 2016 [54]</td>
<td>Modified version of the Sexting Behaviors Scale</td>
<td>12-item General Health Questionnaire</td>
<td>Distal stressors</td>
</tr>
<tr>
<td>Gibbs &amp; Rice, USA, 2016 [55]</td>
<td>Sample was recruited exclusively from Grindr (overall use was not assessed)</td>
<td>4-item Center for Epidemiological Studies Depression Scale</td>
<td>Distal stressors; social support</td>
</tr>
<tr>
<td>Cenat et al, Canada, 2015 [56]</td>
<td>Item asking, “In the last 12 months, how many times someone has bullied you (rumors, intimidation, threatening, etc) using the internet (Facebook, MySpace, MSN, email, text, etc)?”</td>
<td>10-item Kessler Psychological Distress Scale; item asking, “Have you ever seriously thought of committing suicide?”</td>
<td>Distal stressors</td>
</tr>
<tr>
<td>Rubin &amp; McClelland, USA, 2015 [62]</td>
<td>Experience of being young, queer, and a person of color in an online network</td>
<td>Consequences of social exclusionary practices within an online network</td>
<td>Distal stressors; proximal stressors</td>
</tr>
<tr>
<td>Duong &amp; Bradshaw, USA, 2014 [57]</td>
<td>Item from Youth Risk Behavior Survey asking, “During the past 12 months, have you ever been electronically bullied, such as through email, chat rooms, instant messaging, websites, or text messaging?”; item asking, “In the past 12 months, have you ever been bullied on school property?”</td>
<td>Item asking, “During the past 12 months, how many times did you actually attempt suicide?”; “During the past 12 months, how many times were you in a physical fight?”</td>
<td>Distal stressors</td>
</tr>
<tr>
<td>Homan et al, USA, 2014 [64]</td>
<td>Social network structure graph</td>
<td>9-item Patient Health care Questionnaire</td>
<td>Distal stressors; social support</td>
</tr>
<tr>
<td>Lester, USA, 2006 [58]</td>
<td>Sample was recruited exclusively from Bmezine (overall use was not assessed)</td>
<td>Item asking, “How many times have you attempted suicide?”</td>
<td>Distal stressors</td>
</tr>
<tr>
<td>Cooper &amp; Blumenfeld, USA, 2012 [59]</td>
<td>Item asking, “How often in an average week do you use communication technologies (eg, blogging, chat rooms, and discussion boards)?”; item asking, “How often in the last 30 days have you been harassed based on your sexual identity?”</td>
<td>Not provided</td>
<td>Distal stressors</td>
</tr>
<tr>
<td>Alang &amp; Fomotar, USA, 2014 [63]</td>
<td>Assessment of the role of an online forum as source of social support</td>
<td>Experience of lesbian mothers with postpartum depression using a dedicated online forum</td>
<td>Social support</td>
</tr>
<tr>
<td>Ceglarek &amp; Ward, USA, 2016 [60]</td>
<td>Item asking, “How often do you use social networking sites?”; “Which social networking sites do you use?”; “How much these statements apply to you?” Example statement: “I use social networking sites to seek groups of people similar to myself”</td>
<td>26-item Brief Symptom Inventory</td>
<td>Social support</td>
</tr>
<tr>
<td>Ramsey et al, USA, 2016 [61]</td>
<td>Cyberbullying; Victimization Scale of the Cyberbullying and Online Aggression Survey</td>
<td>Center for Epidemiological Studies Depression Scale-Revised</td>
<td>Distal stressors</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

In this systematic review, we found a low number of peer-reviewed published research examining social media use and depression among LGB persons. We found ample variation in measurement of social media use and operationalization of these measures. Variability across studies was also found in the definition of sexual minorities as well as conflating sexual and gender minorities in the same study population. The implications of these findings and suggestions for future research are discussed below.

Despite our comprehensive inclusion criteria and systematic online search approach (eg, we included articles that measured depressive symptoms using a psychologic distress scale), there were few studies that examined the relationship between social media use and depression among LGB individuals; 9 studies were cross-sectional and only 2 examined qualitative data. Appropriate reporting of results was variable across the included studies. For quantitative studies, most of the variability was due to incomplete reporting of study results, such as demographics, clinical and social characteristics of participants and reasons for nonparticipation, incomplete report of estimates, and nonreporting of ad-hoc analyses (eg, interactions, sensitivity analysis). On the other hand, most of the variation across the 2 qualitative studies was due to inadequate reporting of sample size, nonparticipant characteristics, sample description, development of interview guides, or data saturation.

We found variation in the included studies’ approach to whether assess social media use on a platform-specific approach or for social media as a whole. While social media sites share commonalities, in many aspects they are also very different. For example, certain social media sites are more popular among certain groups than others [65]. Moreover, while some actions and modes of interaction (eg, posting a picture; live streaming;
and commenting on someone’s tweet, post, or status update) are actions one can perform across several social media sites, the length of time the picture or video is available, the allowed length of response to a comment, and the audience for these can be very different from one social media site to another. It is also important to consider the motivation to use a given site.

A key finding from this review, adding to other research on the same topic [36,66], is that seeking social support and connectedness might be a potentially strong motivation to use social media among LGB individuals [60,62,63]. Social support is a known protective factor against depression [67-69]. This review supports the need for future research that focuses on assessing the role of variables that describe the quality of the social media experience (eg, active and passive use, motivation to use) in order to understand the effect of social media use on depression among LGB persons.

There was considerable variation in how social media use was operationalized and measured among the included studies, which speaks to the complexity of using social media. In some studies, use was operationalized in terms of frequency, the number of platforms used, and for how long the individuals used them. In other studies, use was measured in terms of characteristics, such as experiences with cyberbullying and use of social media to find camaraderie online. These findings are consistent with those of other systematic reviews linking social media use to mental health outcomes within the general population [36,66]. For example, while some studies have found frequency or volume of social media use to be associated with depression [11,70], these studies do not take into consideration the specific activities undertaken on social media (eg, engaging in contentious interactions or comparing one’s self to others) that could be associated with depression. It is possible that behaviors such as scrolling through newsfeeds with little interaction could also be a problematic behavior. Any of these actions—which vary greatly but may all yield differing levels of importance to mental health outcomes—may be categorized as social media use. While studies using various measures of social media use add to the richness and understanding of it, they may lead to false comparisons and mixed results. It may be valuable for future research to conduct scale development studies that focus on social media use as a construct. Additionally, use of clear and transparent language that more accurately defines the measurements of use may be beneficial.

The results of this review echo a body of research that found an elevated prevalence of depression and psychological distress among LGB individuals compared with that among their heterosexual counterparts [71-75]. Our findings point to the variability in experiencing depression and psychological distress in association with social media use for bisexualy identified individuals. These findings might be explained by the minority stress theory [38], which posits that individuals with marginalized identities experience stress from their social environment due to social status [76]. The higher rates of depression and psychological distress among LGB persons may be attributed in part to experiencing discrimination, harassment, and victimization because of their sexual orientation. The findings that using social media may be a protective factor articulates the argument of the sense of an LGB community, which suggests that belonging to a larger community may buffer the effects of marginalization [77,78]. In terms of social media, being connected to other LGB individuals may reduce the psychological effects of discrimination, harassment, and victimization these persons experience in the social environment. Nevertheless, the small samples of LGB individuals in these studies limit the ability to determine if any subgroup differences exist in the protective nature of community connectedness.

This review found a strong focus within the literature on environmental and societal stressors that, via social media, may impact depression outcomes among LGB persons. Much less emphasis has been put on understanding the role of online social support and proximal stress processes (eg, expectation of rejection, concealment, and internalized homophobia) in the association between social media use and depression in this group. In addition, it is not clear to what extent experiences lived in the offline world translate to the social media world for LGB persons. For example, while social support is an important protective factor for depression, the findings regarding online social support in the general population have been mixed, with one study reporting lower levels of protection against adverse mental health outcomes [67] and another reporting an improved quality of life and well-being among those who feel socially excluded and seek online social support [79]. Future studies should keep expanding research on the different components of the minority stress theory as they relate to social media use and depression.

Importantly, we found methodological concerns across the included studies regarding the definition of sexual minority individuals, as well as the conflation of results from men and women in the same, making it difficult to interpret as to which group the said results would apply. We found a lack of clearly defined LGB samples in this area of research. Of the 11 included studies, 2 did not report participants’ sexual orientation. Among studies that reported sexual orientation, several grouped gay men and lesbian women into one group. This reduction limits the ability to understand how using social media may be associated with psychological distress and depression in each group separately. Upon further analysis, studies that included both sexual orientation and gender identity often conflated these two groups, making it hard to determine the differences in experiences of depression based on sexual orientation or gender identity. The collapsing of groups complicated our ability to understand the nuanced differences experienced by individuals based on sexual orientation and gender identity [80]. These findings suggest the need for research that includes larger samples of LBG participants to allow the study of lesbian women, gay men, bisexual women, and bisexual men separately, as well as samples that allow distinguishing sexual orientation from gender identity when reporting results. The lack of representativeness extends to other subpopulation differences. For example, half of the studies did not report participant race or ethnicity, and among those that did, the racial composition of the samples was predominantly white. However, research suggests that LGB racial or ethnic minorities have different experiences with both social media use and mental health compared with their white counterparts [65,81,82]. Thus,
considerations should be made to ensure these samples include adequate percentages of LGB racial or ethnic minorities.

None of the studies included in this review had participants older than 30 years of age. While young adults are the group with highest levels of social media use, around 70% of adults aged 30-64 years and over 35% of those aged 65 years and above have at least one social media account [65]. Given the higher risk of depression among the LGB population and the potential dual role of social media, the lack of data from older individuals is concerning. Usage of, interaction with, and experiences concerning social media may be different by age group, and these variations could have differential effects on mental health outcomes. Future research focused on improving the sampling of sexual minority populations should also consider improving sampling across different age groups.

Implications and Future Directions

Internal and social stressors related to minority status are at the core of the minority stress theory [38]. Given the global spread of social media as both a tool and environment within which social interactions occur, we may need a potential expansion of Meyer’s theory, one that accounts for the social media experience. Elements of this theory can be applied to LGB-related experiences in the social media environment. However, Meyer’s theory was published in 2003, at a time when many of the modern social media sites that are used today did not exist. For example, MySpace started in the same year that Meyer’s work was published, and Facebook started the following year; since then, there has been a proliferation of various social media sites and platforms, which have dramatically changed the social interaction landscape of LGB individuals. As social media research progresses, we need to empirically test the relationship between the different components of Meyer’s theory, social media use, and depression. This will inform whether social media aggravates or alleviates minority stress and depression, as well as how and to what extent. Moreover, we expect that as the field moves forward, this research could potentially reveal new or modified risk and protective factors for LGB individuals’ mental health in ways the minority stress theory could not anticipate. Understanding how virtual and nonvirtual social platforms influence mental health, both independently of and interacting with each other, will be critical to gain a full understanding of the role of the social environment on LGB mental health disparities.

Conclusions

There is a growing concern about the impact of social media use on mental health outcomes. LGB individuals are a well-suited population to study the nature of the relationship between social media use and depression due to the disproportionately high prevalence of both in this group. This systematic review supports the need for research that addresses the role of using social media in the pathway of depression and other mental health outcomes among sexual minority populations. Our findings suggest that social media use may be both a protective and risk factor for these outcomes among LGB individuals. Connections and support gained via social media may buffer the impact of geographic isolation, discrimination, and loneliness that some LGB persons experience in their daily lives. However, the pressure of maintaining a desirable social media presence, negative experiences on social media such as cyberbullying, and certain patterns of use may associate with increased depressive symptoms in this population. Our findings also indicate the need for future research in this field to recruit larger samples, have more consistent definitions of the study populations, better define the social media use construct, and incorporate the social media experience into the conceptualization of psychosocial factors that impact sexual minorities’ mental health disparities.
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Abstract

Background: Web-based mindfulness interventions are increasingly delivered through the internet to treat mental health conditions.

Objective: The objective of this study was to determine the effectiveness of web-based mindfulness interventions in clinical mental health populations. Secondary aims were to explore the impact of study variables on the effectiveness of web-based mindfulness interventions.

Methods: We performed a systematic review and meta-analysis of studies investigating the effects of web-based mindfulness interventions on clinical populations.

Results: The search strategy yielded 12 eligible studies. Web-based mindfulness interventions were effective in reducing depression in the total clinical sample (n=656 g=-0.609, P=0.004) and in the anxiety disorder subgroup (n=313, g=-0.651, P<.001), but not in the depression disorder subgroup (n=251, P=.18). Similarly, web-based mindfulness interventions significantly reduced anxiety in the total clinical sample (n=756, g=-0.433, P=.004) and the anxiety disorder subgroup (n=413, g=-0.719, P<.001), but not in the depression disorder group (n=251, g=-0.213, P=.28). Finally, web-based mindfulness interventions improved quality of life and functioning in the total sample (n=591, g=0.362, P=.02) in the anxiety disorder subgroup (n=370, g=0.550, P=.02) and mindfulness skills in the total clinical sample (n=251, g=0.724, P<0.001).

Conclusions: Results support the effectiveness of web-based mindfulness interventions in reducing depression and anxiety and in enhancing quality of life and mindfulness skills, particularly in those with clinical anxiety. Results should be interpreted with caution given the high heterogeneity of web-based mindfulness interventions and the low number of studies included.

(JMIR Ment Health 2018;5(3):e10278) doi:10.2196/10278
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Introduction

In most countries reporting sufficient data, at some point in their lives, over a third of people meet the criteria for being diagnosed with a mental health disorder [1,2]. The most prevalent psychological disorders are anxiety disorders, followed by mood disorders, externalizing disorders such as attention deficit or hyperactivity disorder or oppositional defiant disorder, and substance use disorders [2]. The average lifetime prevalence for depression and anxiety is 11% and 16%, respectively [2,3], and they tend to co-occur [3]. Furthermore, anxiety and depression disorders have high comorbidity with suicide attempts [4]. Developing and evaluating interventions for these disorders is therefore essential.

Psychological interventions are the treatment of choice for mild to moderate mental health conditions such as depression and anxiety [5-7]. In recent years, mindfulness-based interventions (MBIs) have shown promising results [8,9], and mindfulness-based cognitive therapy (MBCT) is recommended as the treatment of choice for relapse prevention in recurrent depression [10].

Mindfulness derives from Buddhist practice and is described as an intentional and nonjudgmental awareness of the present moment [11]. MBIs are assumed to decrease distress by encouraging individuals to relate to their experiences with acceptance and compassion instead of avoidance, control, or suppression [12,13]. Mindfulness is used in various interventions, each tailored for use with specific populations. Examples include Mindfulness-Based Stress Reduction (MBSR) and MBCT tailored for various target populations. In fact, evidence indicates that MBCT is effective in preventing depressive relapse [14,15]. Other interventions, such as Acceptance and Commitment Therapy (ACT), combine principles of mindfulness and acceptance with treatment components from behavioral therapy and experiential psychotherapy [16].

Over the last few years, interest in MBI efficacy has accrued [17]. From the effectiveness of MBCT in preventing relapse in recurrent depression [18-20] to the application of MBI in other mental health conditions, such as substance use, attention deficit or hyperactivity, and anxiety and depression disorders, research has indicated efficacy [8,9,21,22]. However, two recent meta-analyses have reported conflicting results. Vollestad, Nielsen, and Nielsen [9] have investigated the effects of MBI on anxiety disorders, reporting a large effect size on reducing anxiety symptoms (g=-0.83) and depressive symptoms (g=-0.72). On the other hand, Strauss, Cavanagh, Oliver, and Pettman [8] investigated the effects of MBI on both anxiety and depressive disorders. In contrast to Vollestad et al’s results, Strauss et al did not find a significant effect of MBI on anxiety disorders (P=.09). However, MBI had a significantly large effect in reducing both depressive symptoms in those with depression (g=-0.73) and in depressive symptoms (g=-0.64) when anxiety and depressive disorders were considered together. Vollestad et al [9] and Strauss et al’s [8] meta-analyses focused on different target populations. Furthermore, Strauss et al [8] considered only studies using a group format, while Vollestad et al [9] included both individual and group formats. It is therefore important to investigate not only the effects of MBI but also the variables that may influence its effectiveness, including duration of treatment [23], group versus individual format [24,25] and target population [17]. Since these variables were inconsistent between Vollestad et al [9] and Strauss et al’s [8] meta-analyses, the reasons behind their differing findings are difficult to decipher.

The previous decade has witnessed increased use of the internet, which has become more than a simple information and communication tool [26]. With increasing access to novel information and communication technologies in developed countries, a growing number of users resort to the internet for information on, and support for, mental health disorders [27]. This rapid development can be easily understood in the context of the significant advantages of online therapy, such as accessibility, low stigma, and cost effectiveness [28]. Two meta-analyses have shown that psychological interventions delivered via smartphone devices can reduce anxiety and depression symptoms [29,30]. In fact, the National Institute for Health and Care Excellence guidelines consider online cognitive behavioral therapy a first-line treatment for depression and anxiety [31]. Likewise, web-based mindfulness interventions (WMIs) have been developed with promising results [32]. WMIs’ potential advantages include reductions both in service costs and demand on mindfulness-trained therapists [33].

WMIs have been designed and applied to healthy participants [34] and individuals with physical illness, such as tinnitus [35], and mental health disorders, such as anxiety or depressive disorders [36,37]. To our knowledge, only one meta-analysis has examined the effectiveness of WMIs in clinical (physical and mental illness) and nonclinical populations [32]. This meta-analysis reported moderate, but significant beneficial impact of WMIs on depression (g=0.29) and anxiety (g=0.22) outcomes. While this meta-analysis had several strengths, such as including only online randomized controlled trials, it combined people with and without mental health disorders, with no separate analysis of WMIs’ impact on different populations. The effectiveness of MBI has been shown to differ among target populations [17]. Therefore, it is important to determine the effects of WMIs in clinical contexts and also whether MBI is more effective for various clinical conditions such as anxiety and depression.

The primary aim of this study was to update, systematically compile, and analyze the effectiveness of WMIs in patients with a diagnosed mental health disorder. Secondary aims were to explore whether study variables, including participant characteristics, type of control group, and the design and implementation of the intervention had an impact on the effect of WMIs on this population.

Methods

This review was conducted in line with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement (available upon request) [38].
Data Sources
A systematic search of published studies was performed using the following databases: PubMed, PsycInfo, Web of Science, and Scopus, from inception to March 2018. No restrictions were applied for languages. The abstracts, titles, and keywords of studies were searched using combinations of the following terms: (computer OR cyber OR electronic OR email OR e-mail OR internet OR net OR online OR virtual OR Web OR www OR “social media” OR “social network” OR blog OR forum OR mobile OR smartphone) AND (mindfulness OR self-compassion* OR “compassion-based” OR “acceptance and commitment therapy” OR “acceptance-based” OR “loving kindness” OR “person-based cognitive therapy”). Additional articles were identified by hand searching references of retrieved articles and relevant reviews.

Study Selection
To be included in this meta-analysis, studies must have involved participants with a diagnosed mental health condition using either Diagnostic and Statistical Manual of Mental Disorders [39] or International classification of Diseases [40] criteria.

WMIs were defined as Web-based interventions enabling patient-to-expert communication or internet psychoeducation or therapy. Mobile-based interventions were defined as interventions delivered via mobile phones using short message service (SMS) text messaging, multimedia messaging service, or Web apps. Given the field’s early state, we considered WMI as any intervention that incorporated mindfulness either as a therapy (mindfulness-only therapies) or as a main but not the only component of a therapy (mindfulness integrative therapies). The latter definition includes therapies such as acceptance and commitment therapy [16] or acceptance-based cognitive behavior therapy [41].

Studies investigating traditional face-to-face therapy, delivered via teleconference, mobile phone, audiotape, or CD, or that comprised of only downloading a manual or audio file were excluded [42]. Studies that examined online interventions using mindfulness as a minor component of an eclectic therapy, such as using mindfulness as a relaxation exercise, were not included. We also excluded studies investigating the effects of WMIs on anxiety and depression symptoms in nonclinical samples or in samples with somatic disorders or where diagnosis could not be established. In addition, we did not include studies that used WMIs as an adjunct of face-to-face treatment. Finally, we excluded poster presentations and book chapters.

One reviewer (JSLJ) screened all abstracts to determine initial eligibility. Potentially relevant papers were retrieved for detailed examination. Two reviewers (JSLJ and OSE) then independently assessed the retrieved articles. Any disagreements were resolved through discussion by JSLJ, OSE, and MAJ—all clinical psychologists instructed in mindfulness. If necessary, authors were contacted to determine eligibility against inclusion criteria.

Data Extraction and Analysis
Two reviewers (JSLJ and OSE) independently extracted relevant data from selected studies, as follows:

1. Characteristics of the study and participants: author; year of publication; diagnosis and diagnostic criteria; number of participants; gender; mean age; follow-up time in weeks; control group details, including type and duration of treatment for the control group (if applicable).
2. Characteristics of the intervention: type of intervention; length of treatment; material used (videos, email, phone, SMS text messaging, and presentations); treatment schedule (daily or weekly); setting (computer- or phone-based); assigned home tasks (if applicable); contact with therapist (if applicable).
3. Intervention evaluation, dropout rates, and associated variables: adherence; users’ evaluations of usability, attractiveness, and helpfulness of the intervention; dropout rates; variables associated with the use of and engagement with the intervention; adverse events and safety of the intervention.

Assessment of Methodological Quality Procedures
Two reviewers (JSLJ and OSE) independently assessed the methodological quality of each of the studies included. For controlled studies, methodological quality was assessed using the Cochrane Collaboration “risk of bias” tool [43]. For uncontrolled studies, we assessed the following criteria: blinding to study design or purpose and incomplete outcome data [42]. We also assessed the quality of the mindfulness intervention using previously proposed criteria adapted for our purpose [17]. Specifically, we assessed whether the included studies used validated mindfulness or acceptance measures, for example, Five Faces of Mindfulness Questionnaire [44], Acceptance and Action Questionnaire [45], Kentucky Inventory Mindfulness Skills [46], Philadelphia Mindfulness Scale [47]; we also assessed the clinical and mindfulness-specific training of the therapist, if applicable, and of the developer of the online intervention.

Data Analysis
For each comparison between treatment and control groups and for each outcome variable (depression, anxiety, quality of life and functioning, and mindfulness skills), we calculated effect size. When the same outcome was evaluated with multiple scales or domains within the same study, we retained only the most valid measure (see Results section) so that each outcome had one effect size. Effect sizes were pooled for predictors analyzed in ≥3 studies reporting data in a usable format. When not enough data was available, authors were contacted for provision of the necessary additional data.

First, pooled analyses, including all diagnoses, were performed to examine the transdiagnostic impact of WMIs. Only studies with a control group were included in this pooled analysis. For each comparison, Hedge’s g (a correction of Cohen d for small samples) was calculated using means and SDs for each outcome measure. To obtain a pre-post comparison between treatment and control groups, we used the formula \( d = (M_1 - M_0) / SD_0 \), where \( M_1 \) and \( M_0 \) are means at post- and pretest, respectively, and \( SD_0 \) is the pretest SD. We calculated \( d \) for the treatment group (\( d_t \)) and the control group (\( d_c \)). Each effect size indicates, in SDs, the difference in mean between pre- and posttreatment.
for each group. That is, we calculated the main effect size by calculating the difference between $d_T$ and $d_C$. Effect sizes were estimated using Comprehensive Meta-Analysis software version 2.2 (Biostat, Englewood, NJ, USA) [48]. Finally, in order to interpret data, we followed Cohen’s [49,50] recommended benchmarks, wherein an effect size is considered small for a Hedge’s $g$ of 0.20, moderate for 0.50, and large for 0.80. We used random-effects models to account for within-study error and variation in true effects across studies [51]. To further assess the robustness of our results, subgroup analyses were performed to examine the differential effects of the type of diagnosis (anxiety and depression). We did not assume a common among-study variance component across subgroups. That is, we did not pool the within-group estimates of tau-squared, as this is the option used by RevMan. Moreover, sensitivity analyses were performed to examine (1) statistical heterogeneity; (2) differences by type of therapy (ie, differences between studies using mindfulness-only therapies vs those using mindfulness integrative therapies); and (3) differences by type of control group, that is, wait list, treatment as usual (TAU), or other active control group. Finally, we analyzed the sustainability of treatment effects over time (ie, differences between comparisons of pretreatment to posttreatment vs pretreatment to follow-up) of those studies with follow-up measures. We did not include control groups in our analysis of sustainability of treatment effects because only one study [37] reported follow-up data for the control group. To test the sustainability of treatment effects, we used the formula $d = \frac{(M_1 - M_0)}{SD_0}$, where for each group, $M_1$ and $M_0$ are means at posttreatment and pretreatment, respectively, and $SD_0$ is the pretreatment SD. That is, we calculated $d$ for pretreatment to posttreatment ($d_{P-P}$) and for pretreatment to follow-up ($d_{P-U}$) and calculated the main effect size by calculating the difference between $d_{P-P}$ and $d_{P-U}$.

Next, we considered heterogeneity, publication bias, and sensitivity. Heterogeneity was calculated by testing the null hypothesis that the true effect size is the same in all studies using the $Q$ statistic [51]. The $I^2$ statistic explains the percentage of variance in observed effects due to variance in true effects. We assessed variance of true effect sizes using $T^2$ and the SD of true effects using $T$. Publication bias was tested by entering data in a funnel graph (a plot of dispersion between study effect and a measure of study size). A symmetrical inverted distribution of the studies around the mean effect size represented in the funnel would indicate an absence of publication bias [51]. If publication bias exists, it was expected that the smallest studies would report the biggest effect sizes.

### Results

#### Study Selection

Of 5919 studies retrieved, 12 were included. Figure 1 illustrates study retrieval and selection strategy.

#### Characteristics of Studies and Participants

A total of 12 studies, involving 919 participants, were selected. Multimedia Appendix 1 depicts the characteristics of these studies, namely, the diagnosis criteria used to determine the eligibility, number of participants, percentage of female participants, mean age, length of treatment, length of follow-up, control group, and length of control. Patients’ mean age ranged from 33.2 (SD 10.4) to 46.6 (SD 12.9), and the majority of the sample was female. The main diagnoses were depression and anxiety disorders, frequently diagnosed by a structured interview. All studies reported posttreatment effects, and most studies reported follow-up data, had a control group, and were randomized controlled trials.

![Figure 1. Flow chart of study retrieval and selection strategy.](http://mental.jmir.org/2018/3/e10278/)
Characteristics of Interventions

Multimedia Appendix 2 depicts the characteristics of the interventions, namely, the type of intervention, length of treatment, materials used, regularity (how often participants were required to log in), setting, the implementation structure (or lack thereof) of the intervention, assigned home task(s), and contact with therapist. Three studies tested mindfulness-only interventions [36,37,52], while four evaluated mindfulness integrative therapies. The duration of treatment varied from 3 to 12 weeks. While the majority of the interventions were flexible, computer-based, followed a modular sequence, and had assigned home tasks, the materials used and the means and frequency of contact with a therapist varied.

Intervention Evaluation, Dropout Rates, and Associated Variables

Table 1 shows the intervention evaluation used in the selected studies. Most studies reported information about adherence and patients’ satisfaction (although each used different definitions of these variables). Dropout rates at the end of treatment varied from 0% to 38.5%. Five studies discussed associations between engagement and improved outcomes. Finally, adverse events were rarely reported.

<table>
<thead>
<tr>
<th>Study</th>
<th>Adherence</th>
<th>Users’ evaluation of usability or attractiveness or helpfulness</th>
<th>Dropout rates (%)</th>
<th>Variables associated with increased engagement and better outcomes</th>
<th>Adverse events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boettcher et al, 2014 [36]</td>
<td>Number of completed mindfulness exercises (homework)</td>
<td>Satisfaction with treatment</td>
<td>11.11</td>
<td>Extensive diagnostic procedure related to adherence and therapeutic change. Clear deadline related to good outcome</td>
<td>Not reported</td>
</tr>
<tr>
<td>Ly et al, 2014 [37]</td>
<td>Number of reflections sent to therapist (homework)</td>
<td>Not reported</td>
<td>12.2</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Carlbring et al, 2013 [53]</td>
<td>Number of modules finished and time spent</td>
<td>Not reported</td>
<td>0</td>
<td>Therapist support related to good outcome</td>
<td>Not reported</td>
</tr>
<tr>
<td>Kivi et al, 2014 [54]</td>
<td>Number of modules finished and time spent</td>
<td>Not reported</td>
<td>16.67</td>
<td>Extended time to complete module related to lower dropout rates. Therapist support related to better outcomes and lower dropout rates</td>
<td>Not reported</td>
</tr>
<tr>
<td>Murray et al, 2015 [55]</td>
<td>Not reported</td>
<td>Qualitative: content, style, negative effects and overall impressions</td>
<td>38.5</td>
<td>Not reported</td>
<td>Body scan meditation generated distress for one participant</td>
</tr>
<tr>
<td>Dahlin et al, 2016 [56]</td>
<td>Number of modules finished with homework assignment</td>
<td>Satisfaction with treatment or supportiveness of therapist</td>
<td>19.2</td>
<td>More pictorial information than text and extend time to complete module related to increased engagement</td>
<td>Not reported</td>
</tr>
<tr>
<td>Gershkovich et al, 2016 [57]</td>
<td>Completion of modules on weekly basis</td>
<td>Satisfaction with treatment or therapist or ease of use</td>
<td>0</td>
<td>Mail to remember to finish module and postpone video conference</td>
<td>Technical issues with videoconferences</td>
</tr>
<tr>
<td>Gershkovich et al, 2017 [58]</td>
<td>Number of modules finished</td>
<td>Satisfaction: treatment or therapist or perceived effectiveness or ease of use</td>
<td>31</td>
<td>Participants with therapist support related to increased engagement</td>
<td>Technical issues in videoconferences</td>
</tr>
<tr>
<td>Houghton 2008 [52]</td>
<td>Not reported</td>
<td>Not reported</td>
<td>27.59</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Ivanova et al, 2016 [59]</td>
<td>Number of modules finished</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Extensive use of technology related to low adherence. Personalized feedback increased the adherence to the smartphone platform in comparison to those who did not have personalized feedback</td>
<td>Not reported</td>
</tr>
<tr>
<td>Johansson et al, 2013 [60]</td>
<td>Number of modules finished</td>
<td>Satisfaction: amount of text or demand of the treatment or worth the effort</td>
<td>0</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Strandskov et al, 2017 [61]</td>
<td>Not reported</td>
<td>Not reported</td>
<td>21.7</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
</tbody>
</table>
Table 2. Quality of the interventions.

<table>
<thead>
<tr>
<th>Study</th>
<th>Use of validated mindfulness or ACT&lt;sup&gt;a&lt;/sup&gt; measures</th>
<th>Clinical training of the therapist</th>
<th>Mindfulness training of the therapist</th>
<th>Clinical training of the developer</th>
<th>Mindfulness training of the developer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boettcher et al, 2014 [36]</td>
<td>No</td>
<td>Not reported</td>
<td>Not reported</td>
<td>General practitioner</td>
<td>Mindfulness-based cognitive therapy, mindfulness-based stress reduction, and other mindfulness training</td>
</tr>
<tr>
<td>Ly et al, 2014 [37]</td>
<td>AAQ-II&lt;sup&gt;b&lt;/sup&gt;</td>
<td>(4th year) Clinical Psychology MSc; supervised</td>
<td>Not specific—as part of their training</td>
<td>Not applicable—platform already designed</td>
<td>Not reported</td>
</tr>
<tr>
<td>Carlbring et al, 2013 [53]</td>
<td>No</td>
<td>Clinical Psychology MSc; supervised</td>
<td>Not specific—as part of their training</td>
<td>Licensed psychologist</td>
<td>Functional contextualism and clinical behavior analysis</td>
</tr>
<tr>
<td>Kivi et al, 2014 [54]</td>
<td>No</td>
<td>Licensed psychologist or psychotherapist; supervised</td>
<td>Specific training for the study</td>
<td>Licensed psychologist</td>
<td>Functional contextualism and clinical behavior analysis</td>
</tr>
<tr>
<td>Murray et al, 2015 [55]</td>
<td>No</td>
<td>Not applicable</td>
<td>Not reported</td>
<td>Clinicians, costumers, and researches</td>
<td>Mindfulness and ACT</td>
</tr>
<tr>
<td>Dahlin et al, 2016 [56]</td>
<td>No</td>
<td>Psychologist graduate students; supervised</td>
<td>Not specific, but some in their training</td>
<td>Clinical psychologist</td>
<td>ACT workshops</td>
</tr>
<tr>
<td>Gershkovich et al, 2016 [57]</td>
<td>AAQ-II and Philadelphia Mindfulness Scale</td>
<td>Clinical Psychology doctoral student who received extensive training</td>
<td>ACT intensive training</td>
<td>Clinical Psychology doctoral student</td>
<td>ACT</td>
</tr>
<tr>
<td>Gershkovich et al, 2017 [58]</td>
<td>No</td>
<td>Clinical Psychology doctoral student who received extensive training</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Houghton 2008 [52]</td>
<td>Kentucky Inventory Mindfulness Skills</td>
<td>Not applicable</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Ivanova et al, 2016 [59]</td>
<td>No</td>
<td>Clinical Psychology MSc; supervised</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Johansson et al, 2015 [60]</td>
<td>Five Faces of Mindfulness Questionnaire</td>
<td>(3rd year) Clinical Psychology doctoral MSc; supervised by experienced psychotherapist</td>
<td>Clinical training in affect-focused psychodynamic psychotherapy</td>
<td>Clinical psychologist</td>
<td>Affect-focused psychodynamic psychotherapy</td>
</tr>
<tr>
<td>Strandskov et al, 2017 [61]</td>
<td>No</td>
<td>(4th year) Clinical Psychology MSc; supervised</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
</tbody>
</table>

<sup>a</sup>ACT: Acceptance and Commitment Therapy.
<sup>b</sup>AAQ-II: Acceptance and Action Questionnaire.

Quality of Interventions

Table 2 depicts the quality of the interventions used in the selected studies. Only four studies used a validated measure of mindfulness skills. All therapists were either graduate psychology students (master’s or doctoral level) or licensed clinical psychologists. While the training of therapists on MBI varied, the majority of developers were clinical psychologists with training in MBI.

Methodological Quality

There were 10 randomized controlled trials and two uncontrolled studies included in this meta-analysis. The risk of selection bias was low in all studies, as an online random allocation service independent of the investigators was used. Considering the nature of the interventions, blinding of participants and personnel was not fulfilled by any study. Blinding the outcome assessment criteria was achieved by all studies, except one [54], which was the only study that did not use computer-based assessments. Finally, in both controlled and uncontrolled studies, attrition biases were assessed as low risk.

Meta-Analytic Results

Nine outcomes were identified (stress, health, insomnia, worry, emotional processing, anxiety, depression, quality of life and functioning, and mindfulness skills), with the last four assessed in ≥3 studies.

Web-Based Mindfulness Interventions and Depression Outcome

Depression was examined by 11 studies, of which 5 included participants with a primary diagnosis of an anxiety disorder [36, 56-59], 3 with a depressive disorder [37, 53, 54], 1 with both anxiety and depressive disorders [60], 1 with bipolar disorder [55], and 1 with bulimia disorder [61]. Usable data for meta-analysis of studies with a control group could be retrieved for 8 of these studies [36, 37, 53, 54, 56-59, 61]. Johansson et al
reported data divided into two subgroups: those with a diagnosis of depression and those with a diagnosis of anxiety. We therefore considered these groups as independent samples. A summary of effect sizes is shown in Figure 2. We found significant large overall effect of WMIs on reducing depression for the pooled sample (n=656, $g=-0.609$, 95% CI $-1.028$ to $-0.189$, $P=0.004$). Significant heterogeneity was noted ($Q=55.191$, $df=8$, $P<0.001$, $I^2=85.505$, $T^2=0.348$, $T=0.590$). Subgroup analyses indicated that WMIs had a significant large effect on reducing depression among participants with a diagnosis of anxiety (n=313, $g=-0.651$, 95% CI $-0.945$ to $-0.356$, $P<0.001$), with no evidence of heterogeneity ($Q=4.928$, $df=3$, $P=0.18$, $I^2=39.119$, $T^2=0.035$, $T=0.187$). Conversely, the effect of mindfulness treatment on depression was not significant among those with a diagnosis of depression (n=251, $g=-0.690$, 95% CI $-1.694$ to $-0.313$, $P=0.19$). Significant heterogeneity was noted ($Q=42.996$, $df=3$, $P<0.001$, $I^2=93.023$, $T^2=0.974$, $T=0.987$). We performed sensitivity analyses to examine the difference between studies including mindfulness-only therapies [36,37] and those including mindfulness integrative therapies [53,54,56,59-61]. Exploratory sensitivity analysis indicated that mindfulness integrative therapies had a significant effect on reducing depression while mindfulness-only therapies did not. Furthermore, we examined differences between studies by type of control group (ie, wait list [56,59-61], TAU [54], or other active control group [36,37,53]). We found a significant effect of WMIs on only reducing depression when compared to wait list. There was not a significant difference when compared to TAU or other active control groups. For studies reporting follow-up data, analysis of the stability of treatment effects indicated that changes were stable over time (analyses are available in Multimedia Appendices 3, 4, and 5, respectively). For all outcomes, exploratory subgroup analysis should be interpreted with caution because having <5 studies per group is likely to provide an imprecise estimation [51].

Web-Based Mindfulness Interventions and Anxiety Outcome

Anxiety was examined in all studies. Of these studies, 7 included participants with a primary diagnosis of an anxiety disorder [36,52,56-60], while others included participants diagnosed with a depressive disorder in addition to anxiety [37,53,54,60], bipolar disorder [55], or bulimia [61]. Usable data of studies with a control group could be retrieved only for 9 of them [36,37,52-54,56-59-61]. Pooled effect sizes are presented in Figure 3. We found a significant moderate effect of WMIs on reducing anxiety for the pooled sample (n=756, $g=-0.433$, 95% CI $-0.725$ to $-0.141$, $P=0.004$). Heterogeneity was noted ($Q=35.972$, $df=9$, $P<0.001$, $I^2=74.981$, $T^2=0.165$, $T=0.406$). Subgroup analysis indicated that WMIs had a significant moderate effect on reducing anxiety among participants with a diagnosis of anxiety (n=413, $g=-0.719$, 95% CI $-1.055$ to $-0.383$, $P<0.001$), with evidence of statistical heterogeneity ($Q=11.109$, $df=4$, $P=0.03$, $I^2=63.994$, $T^2=0.093$, $T=0.305$). Conversely, the effect of WMIs on anxiety was not significant among those with a diagnosis of depression (n=251, $g=-0.213$, 95% CI $-0.597$ to $-0.170$, $P=0.28$), with no evidence of statistical heterogeneity ($Q=7.131$, $df=3$, $P=0.07$, $I^2=57.928$, $T^2=0.088$, $T=0.297$).

Figure 2. Results of depression outcome for the pooled and subgroup samples. MF: mindfulness intervention group.

### Depression outcome - Pooled sample

<table>
<thead>
<tr>
<th>Study name</th>
<th>Subgroup</th>
<th>N MF</th>
<th>N Controls</th>
<th>$g$</th>
<th>Lower limit</th>
<th>Upper limit</th>
<th>pValue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johansson, 2013 D</td>
<td>Depression</td>
<td>10</td>
<td>20</td>
<td>-0.414</td>
<td>-2.203</td>
<td>0.390</td>
<td>0.002</td>
</tr>
<tr>
<td>Catterson, 2013</td>
<td>Depression</td>
<td>10</td>
<td>20</td>
<td>-0.204</td>
<td>-0.982</td>
<td>0.576</td>
<td>0.000</td>
</tr>
<tr>
<td>Johansson, 2013 A</td>
<td>Anxiety</td>
<td>20</td>
<td>20</td>
<td>-0.160</td>
<td>-0.832</td>
<td>0.512</td>
<td>0.000</td>
</tr>
<tr>
<td>Bechter, 2014</td>
<td>Anxiety</td>
<td>40</td>
<td>40</td>
<td>-0.193</td>
<td>-0.390</td>
<td>0.907</td>
<td>0.210</td>
</tr>
<tr>
<td>Iervolino, 2014</td>
<td>Anxiety</td>
<td>20</td>
<td>20</td>
<td>-0.130</td>
<td>-0.470</td>
<td>0.209</td>
<td>0.000</td>
</tr>
<tr>
<td>Dallin, 2014</td>
<td>Depression</td>
<td>30</td>
<td>30</td>
<td>-0.187</td>
<td>-0.463</td>
<td>0.108</td>
<td>0.000</td>
</tr>
<tr>
<td>Kill, 2014</td>
<td>Depression</td>
<td>20</td>
<td>20</td>
<td>-0.317</td>
<td>-0.587</td>
<td>0.053</td>
<td>0.000</td>
</tr>
<tr>
<td>Standalov, 2017</td>
<td>Bulimia</td>
<td>46</td>
<td>46</td>
<td>-0.244</td>
<td>-0.433</td>
<td>0.343</td>
<td>0.000</td>
</tr>
<tr>
<td>Ly, 2014</td>
<td>Depression</td>
<td>26</td>
<td>23</td>
<td>-0.603</td>
<td>-0.183</td>
<td>0.150</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Total: $Q=55.191$, $df=8$, $P=0.000$, $I^2=85.505$, $T^2=0.348$, $T=0.590$

### Depression outcome - Subgroup

<table>
<thead>
<tr>
<th>Study name</th>
<th>Subgroup</th>
<th>N MF</th>
<th>N Controls</th>
<th>$g$</th>
<th>Lower limit</th>
<th>Upper limit</th>
<th>pValue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johansson, 2013 A</td>
<td>Anxiety</td>
<td>22</td>
<td>10</td>
<td>-0.414</td>
<td>-2.203</td>
<td>0.390</td>
<td>0.000</td>
</tr>
<tr>
<td>Bechter, 2014</td>
<td>Anxiety</td>
<td>40</td>
<td>40</td>
<td>-0.204</td>
<td>-0.982</td>
<td>0.576</td>
<td>0.000</td>
</tr>
<tr>
<td>Iervolino, 2014</td>
<td>Anxiety</td>
<td>30</td>
<td>30</td>
<td>-0.160</td>
<td>-0.832</td>
<td>0.512</td>
<td>0.000</td>
</tr>
<tr>
<td>Dallin, 2014</td>
<td>Depression</td>
<td>30</td>
<td>30</td>
<td>-0.187</td>
<td>-0.463</td>
<td>0.108</td>
<td>0.000</td>
</tr>
<tr>
<td>Kill, 2014</td>
<td>Depression</td>
<td>20</td>
<td>20</td>
<td>-0.317</td>
<td>-0.587</td>
<td>0.053</td>
<td>0.000</td>
</tr>
<tr>
<td>Ly, 2014</td>
<td>Depression</td>
<td>26</td>
<td>23</td>
<td>-0.603</td>
<td>-0.183</td>
<td>0.150</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Anxiety: $Q=4.928$, $df=3$, $P=0.177$, $I^2=39.119$, $T^2=0.348$, $T=0.187$; Depression: $Q=42.996$, $df=3$, $P=0.000$, $I^2=93.023$, $T^2=0.974$, $T=0.987$.
We performed sensitivity analyses to examine the difference between studies including mindfulness-only therapies [36,37,52] and those including mindfulness integrative therapies [53,54,56,59-61]. Preliminary results indicated that mindfulness integrative therapies had a significant effect on reducing anxiety, while mindfulness-only therapies did not. Mindfulness integrative therapies showed no heterogeneity, while mindfulness-only therapies showed evidence of statistical heterogeneity. Furthermore, we examined differences between studies by type of control group. We found significant effect of WMIs on reducing anxiety when compared to wait list, while there was not a significant difference when compared to TAU or other active control groups. For studies reporting follow-up data, analysis of the stability of treatment effects indicated that changes were stable over time (analyses are available in Multimedia Appendices 6, 7, and 8, respectively).

**Web-Based Mindfulness Interventions and Quality of Life and Functioning Outcomes**

Quality of life and functioning were examined by 10 studies, of which 4 included participants with anxiety disorders [36,52,56-59,61], 2 included participants with depressive disorders [37,53] and 1 included participants with bipolar disorder [55]. Usable data for meta-analysis of studies with control groups could be retrieved for 7 of them [36,37,52,53,56,59,61]. A summary of effect sizes is showed in Figure 4. We found a significant effect of WMIs on quality of life and functioning for the pooled sample (n=591, $g=0.362$, 95% CI 0.049 to 0.674, $P=.02$). Heterogeneity was noted ($Q=21.855$, $df=6$, $P=.001$, $I^2=72.546$, $T^2=0.128$, $T=0.358$). Subgroup analysis indicated a significant, moderate effect of WMIs on quality of life and functioning for those with a diagnosis of anxiety (n=370, $g=0.550$, 95% CI 0.083 to 1.017, $P=.02$), and heterogeneity was noted ($Q=15.090$, $df=3$, $P=.002$, $I^2=80.120$, $T^2=0.182$, $T=0.426$). However, there was no significant effect for those with a diagnosis of depression (n=129, $g=0.104$, 95% CI $-0.238$ to $-0.446$, $P=.55$), with no evidence of significant heterogeneity ($Q=0.645$, $df=1$, $P=.42$, $I^2=0.000$, $T^2=0.000$, $T=0.000$).

We performed subgroup analysis to examine differences between studies including mindfulness-only therapies [36,37,52] and those including mindfulness integrative therapies [53,56,59,61]. Subgroup analysis indicated that neither mindfulness integrative therapies, nor mindfulness-only therapies had a significant effect on quality of life and functioning. Studies investigating mindfulness integrative therapies showed no heterogeneity, while mindfulness-only therapies showed heterogeneity, which could be explained by baseline diagnosis (ie, anxiety vs depression) [36,37,52]. Furthermore, we examined differences between studies by type of control group. We did not find a significant effect of MBI on quality of life and functioning when compared to wait list or other active control groups. For studies reporting follow-up data, analysis of the stability of treatment effects indicated that changes were stable over time (analyses are available in Multimedia Appendices 9, 10, and 11, respectively).
Web-Based Mindfulness Interventions and Mindfulness Skills Outcomes

Mindfulness skills were examined in 4 studies, of which 3 included participants with anxiety disorders [52,57,60] and 2 included participants with depressive disorders [37,60]. Usable data for meta-analysis could be retrieved only for 3 of these [37,52,60]. A summary of effect sizes is shown in Figure 5. We found a significant large effect of WMIs on mindfulness skills for the pooled sample (n=251, $g=0.724$, 95% CI 0.452 to 0.997, $P<.001$). No heterogeneity was noted ($Q=2.270$, $df=2$, $P=.32$, $I^2=11.881$, $T^2=0.007$, $T=0.084$). Subgroup analysis could not be calculated due to the small sample size and heterogeneity of participants’ diagnoses. For studies reporting follow-up data, analysis of the stability of treatment effects indicated that changes were stable over time (all analyses are available in Multimedia Appendix 12).

Publication Bias

Analysis of the funnel plot indicated some evidence of publication bias for the anxiety outcome. No publication bias was found for depression, quality of life and functioning, or mindfulness skills (Multimedia Appendices 13, 14, 15, and 16, respectively).

Discussion

Overview

The aim of this systematic review and meta-analysis was to examine the clinical and psychosocial effects of WMIs in patients with diagnosed mental health disorders. Overall, our results indicated that WMIs effectively reduced depression and anxiety symptoms and increased quality of life and functioning and mindfulness skills. The secondary aim of this study was to explore factors that can moderate the effects of WMIs in this population. In this respect, preliminary analyses provided initial evidence that WMIs may be particularly beneficial in patients with anxiety disorders.

![Figure 4](http://mental.jmir.org/2018/3/e10278/) Results of quality of life outcome for the pooled and subgroup samples. MF: mindfulness intervention group.

![Figure 5](http://mental.jmir.org/2018/3/e10278/) Results of mindfulness outcome for the pooled sample. MF: mindfulness intervention group.

![Mindfulness outcome - Pooled sample](http://mental.jmir.org/2018/3/e10278/)
with anxiety disorders, that mindfulness integrative online therapies may be more effective than mindfulness-only therapies and that WMIs may not be more effective than active control interventions.

**Effects of Mindfulness-Based Online Interventions on Depressive Symptoms**

In relation to our primary aim, meta-analysis showed that WMIs reduced depressive symptoms in patients diagnosed with mental health conditions. However, further secondary analysis indicated that reduction of depressive symptoms was significant only for patients diagnosed with an anxiety disorder, and not for those with a diagnosis of depression. These findings are consistent with the results of a previous meta-analysis, which found a significant reduction in depressive symptoms associated with face-to-face MBCT in mental health patients with depression, anxiety, and bipolar disorder, when all were studied together [18]. Furthermore, our results are in keeping with Vollestad et al’s [9] meta-analysis of face-to-face mindfulness interventions in patients diagnosed with anxiety, in which the researchers found a large reduction in comorbid depression symptoms associated with the use of mindfulness interventions. One possible explanation for these results could be that reduction of anxiety symptoms in those with a primary diagnosis of anxiety leads to reduced associated depressive symptoms. Alternatively, the low number of studies and statistical heterogeneity might explain the nonsignificant reduction of depressive symptoms in the depression subgroup, especially since the P value approaches significance.

Initial research showed that MBCT was effective only in those with >3 prior depressive episodes [19]. However, more recent studies have questioned these findings, indicating that MBCT may also be effective in those with one or two previous depressive episodes [62]. Unfortunately, with the exception of one study [37], we were unable to determine whether the study participants were experiencing their first episode of depression or had experienced recurrent depressive episodes. Thus, we could not perform a subgroup analysis to examine the differential effect of WMIs as a function of number of previous episodes. Future studies should examine the differential effectiveness of WMIs for different stages of illness.

In relation to the secondary analyses undertaken, results indicated that studies that used mindfulness integrative therapies reported significant reductions in depressive symptoms, while those that used mindfulness-only therapies did not. Although this finding indicates that implementing mindfulness techniques alongside other therapies may be more effective in reducing depressive symptoms than mindfulness alone, the low number of studies investigating mindfulness-only therapies requires that we interpret this result with caution.

In relation to the secondary finding that WMIs may have a significant effect in reducing depression when compared to wait list, but not when compared to active control groups, perhaps WMIs are not inferior to other active interventions in depression. Alternatively, this finding may be explained by the significant heterogeneity in the interventions and control groups used. One possible explanation may be that using a wait-list control may have a nocebo effect [63]. That is, using this control condition may result in detrimental effects in the control group and consequently larger effect sizes when compared to the treatment condition. Another possibility is that the digital placebo effect, by which digital interventions have increased effect sizes due to participants’ investment in the intervention [64], resulted in inflated effect sizes when an online intervention was compared with an offline control.

**Effects of Mindfulness-Based Online Interventions on Anxiety Symptoms**

WMIs effectively reduced anxiety symptoms for the overall sample. However, secondary analyses indicated that this reduction was significant only for patients diagnosed with an anxiety disorder, and not for those diagnosed with depression. A recent meta-analysis has reported inconsistent findings on the effects of WMIs on anxiety, with effect sizes varying from small to large [32]. In contrast to our results, Strauss et al [8] found that face-to-face MBI did not reduce anxiety symptom severity among patients with an anxiety disorder. A larger meta-analysis that considered face-to-face mindfulness with patients diagnosed with anxiety disorders did find a large effect size [9]. The inconsistent results of these meta-analyses may be due to differing inclusion criteria, such as having a more inclusive definition of MBI [9] and using only group-based interventions [8], which may influence effects of mindfulness [23].

Secondary analyses indicated that WMIs applied to patients diagnosed with depression did not reduce anxiety symptoms. This may indicate that when anxiety symptoms are secondary to a primary diagnosis (in this case, depression), WMIs are less effective in reducing these symptoms. Alternatively, the low number of studies included could explain the nonsignificant reduction in anxiety symptoms in the depression subgroup results since the P value was approaching significance. Additional secondary analyses suggested that mindfulness integrative therapies might work better than mindfulness-only therapies, and WMIs appear to be more effective in the reduction of anxiety symptoms than a wait-list control (but not significantly inferior to other active conditions). As noted above, this may be explained by the heterogeneity in the intervention and control groups or the possibility of a nocebo or digital placebo effect influencing this result [63,64].

**Effect of Web-Based Mindfulness Interventions on Quality of Life and Functioning**

WMIs significantly improved quality of life and functioning for the overall sample. However, secondary analyses indicated a significant improvement in quality of life and functioning for the anxiety disorder subgroup, but no improvement in the depressive disorder subgroup. Prior research has also shown varying results in relation to this outcome. Spijkerman, Pots, and Bohlmeijer [32] found a small effect size of WMIs on quality of life. In their meta-analysis, Vollestad et al [9] found a large effect size when investigating the effect of face-to-face MBI on quality of life in patients with an anxiety disorder. Inconsistent findings may be explained by several variables, such as method of program delivery (ie, internet [32] or face-to-face [9]) or differences, such as diagnosis, between the samples of the trials included.
Effect of Web-Based Mindfulness Interventions on Mindfulness Skills

We found a large effect of WMI on increasing mindfulness skills in the overall sample. The improvement in mindfulness skills found in our meta-analysis was consistent with Spijkerman et al’s [32] meta-analysis; however, we found a larger effect size. A possible reason is that our meta-analysis focused on a specific population of individuals diagnosed with a mental health condition, while Spijkerman et al’s [32] meta-analysis used broader inclusion criteria. In fact, Khoury, Lecomte, Gaudiano, and Paquin [17] have noted the importance of considering sample characteristics since MBIs have been found to be more effective in treating mental health conditions than physical or medical conditions.

Strengths and Limitations

Our study is the first meta-analysis of WMIs focused on patients with diagnosed mental health conditions. We carefully assessed the quality of studies and mindfulness interventions, in line with recommendations by Higgins and Green [43] and Khoury et al [17]. Furthermore, inclusion of secondary analyses allowed for preliminary examination of variables that may impact the effectiveness of WMIs in this population.

A number of methodological issues should be considered for future research. The findings of this meta-analysis are limited by the small sample sizes of the studies included and the heterogeneity of WMIs. Specifically, the mindfulness interventions evaluated in the included studies varied in terms of the regularity of the program, whether homework was provided, and the extent of contact with therapist, among others. Given the low number of studies, we were unable to control for these variables. In addition, results for secondary analyses for anxiety and depression groups should be considered with caution, given the high comorbidity between these disorders [3]. Moreover, significant statistical heterogeneity in the active control condition subgroup limits our exploratory analysis of the relationship between type of control group and WMIs’ effectiveness. Notwithstanding these limitations, this meta-analysis provides initial evidence that WMIs can be an effective intervention for those with clinical anxiety and depression, with exploratory analyses indicating important areas for future research into variables that may moderate the impact of WMIs.

Future Research

This meta-analysis revealed marked heterogeneity in the uptake and use of WMIs. This issue is of clinical relevance because research into online interventions has consistently demonstrated high attrition rates [65]. Future research should report what proportion of, and the degree to which, patients engage with different aspects of WMIs over time. Furthermore, noncompletion and good engagement should be measured according to a priori established criteria, and the design, content and interface aspects of WMIs should be carefully analyzed to study their potential differential effects. This will allow for the identification of variables that influence usage rates and treatment effects, and allow clinicians and researchers to tailor implementation of WMIs to maximize engagement and positive outcomes. This will facilitate a fuller understanding of what works well, and for whom. In addition, further studies should investigate the impact of WMIs in different mental health populations, as previous research has indicated the potential benefits of WMIs in young people at ultra-high risk of developing psychosis [66] and face-to-face MBI has been found effective for individuals with psychosis [67].

Currently, with the field of WMIs still in its early stages, the term WMI captures a broad, complex, and poorly defined class of interventions. Studies included in our meta-analysis did not clearly state the focus of each MBI (ie, to reduce stress, prevent depression relapse, or enhance well-being). In keeping with Crane et al’s [68] recommendations, future WMIs should follow clearly delineated protocols designed to ensure their quality and integrity. As such, further studies should clearly describe the focus, characteristics and expected therapeutic mechanisms of WMIs. This will not only help to better investigate the efficacy of WMIs (by allowing for comparison of interventions with differing therapeutic goals) but also to examine whether WMIs are exerting their effects via hypothesized treatment mechanisms. Ultimately, this will help inform the adaptation of specific WMIs to meet the needs and preferences of defined clinical populations, as well as to enhance their therapeutic impact by targeting therapeutic mechanisms more specifically.

Finally, future research should determine the effects of theory-driven, targeted WMIs when compared with (1) interventions controlling for unspecific therapeutic factors (eg, attention control) and (2) active interventions targeting differential mechanisms. In order to account for potential nocebo or digital placebo effects, further studies should include either attention control or active control groups. This is further supported by emerging evidence that mindfulness interventions are not inferior to traditional interventions such as cognitive behavioral therapy in the treatment of clinical depression or anxiety [17,69].

Conclusion

In conclusion, our results indicate that WMIs may be an effective treatment modality for patients with diagnosed mental health disorders. Future studies should evaluate the effects of clearly described, theory-driven, high-quality, and targeted WMIs in varied clinical populations via well designed and powered controlled trials. Finally, future research should determine patient as well as intervention variables that determine the take-up and therapeutic effects of WMIs.
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Abstract

Background: Mental health has become the leading cause of sickness absence in high-income countries. Managers can play an important role in establishing mentally healthy workplaces and coordinating their organization’s response to a mentally ill worker.

Objective: This pilot study aims to evaluate the feasibility, usability, and likely effectiveness of a newly developed online training program for managers called HeadCoach. HeadCoach aims to build managers’ confidence in supporting the mental health needs of staff and promote managerial behavior most likely to result in a more mentally healthy workplace.

Methods: In total, 66 managers from two organizations were invited to participate in this pre-post pilot study of HeadCoach, which was made available to managers to complete at their own pace over a 4-week period. Data were collected at baseline and post intervention via an online research platform. The difference in mean scores for each outcome between these two time points was calculated using paired samples t tests.

Results: Of all the invited managers, 59.1% (39/66) participated in the trial, with complete pre–post data available for 56.4% (22/39) of the participants. The majority of respondents reported positive engagement with the program. During the study period, managers’ knowledge regarding their role in managing mental health issues (P=.01) and their confidence in communicating with employees regarding mental illness (P<.001) significantly increased. In addition, a significant increase was observed from the baseline in managers’ self-reported actions to use strategies to prevent and decrease stress among their team members (P=.02).
Conclusions: Although caution is needed due to the absence of a control group, preliminary results of this study suggest that HeadCoach could be a feasible, acceptable, and efficient method of training managers in best workplace practices to help support the mental health needs of their staff.

(JMIR Ment Health 2018;5(3):e10517) doi: 10.2196/10517
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Introduction

In several high-income countries, mental health conditions have become the leading cause of long-term sickness absence and occupational incapacity [1-4]. The development or persistence of mental ill health for some workers might, in part, be related to their workplace [5], a link that has now been acknowledged as a major public health concern [4]. Anxiety and mood disorders are the most common mental illnesses reported in the working population [6-8]. Although treatable and often preventable, the rates of functional impairment due to psychiatric conditions within the working age group have increased over recent decades [9], which comes at a substantial cost to individuals, their workplaces, and, eventually, the economy [4,7,10-14]. Thus, there is a growing focus on elucidating how work can affect mental health and how it can be addressed through workplace-based mental health and well-being interventions [5,15,16].

Workplace mental health programs could provide an opportunity to alter modifiable risk and protective factors for mental health and a chance to aid the identification, treatment, and rehabilitation of workers with mental health problems. Some psychosocial working conditions have been recognized as primary sources of work-related stress, which, if not managed effectively, can adversely affect workers’ well-being and productivity; these include conflicting and excessive work demands, a lack of job control, organizational failure to effectively communicate with staff, and poor collegial relationships and support [15,17]. Many of these workplace risk factors can be modified through decisions and adjustments, which managers are often in a position to make [18]. The degree to which the managers set a positive example of accepting attitudes and supportive behaviors toward the mental health of their staff can act as a protective factor for their workers. In addition, managers can react to mental ill health episodes in a way that could benefit the recovery process for workers [19]. Such strategies include, but are not limited to, facilitating regular conversations with an employee, maintaining a focus on an employee’s well-being, and developing an appropriate return to work plan if a worker is on long-term sickness absence for a mental health issue, regardless of the underlying cause [20,21].

Overall, these various preventative and responsive strategies delivered across individual, team, and organizational levels can create a mentally healthy workplace that enhances the mental health of its employees [4]. Despite the availability of best practice guidelines detailing these primary, secondary, and tertiary approaches to managing workplace mental health, managers often report uncertainty with regard to how to best support employees experiencing or at risk of mental illness [7,21].

In order to address these concerns, many organizations are introducing training for managers in how to decrease work-based mental health risk factors for their employees, support their recovery, and facilitate successful return to work following a period of sickness absence for mental ill health. There is some evidence suggesting the value of specialized training delivered to managers to promote an understanding of the mental health needs of their workers and help increase managers’ confidence in discussing mental health matters with their staff [2,3,22-24]. Further evidence supports that such manager training is effective in shifting stigmatizing attitudes regarding mental illness [24-27] and promoting the implementation of positive managerial behaviors to address mental health issues within their team [22,24,26] with an overall positive effect for manager training found across these outcomes [28]. Yet, evaluations of a selection of workplace-based mental health training programs have been unable to determine the beneficial effects on managers’ attitude toward mental illness [18] or managerial behaviors of mental health issues either reported by managers themselves or objectively by their direct reports [18,29,30]. This disparity in outcomes may be due to the selection of components included in the training. It is becoming increasingly recognized that an integrated approach is considered the best practice in workplace mental health interventions [15]. An integrated approach incorporates strategies to prevent harm, promote positive mental health, and address mental health at the workplace irrespective of the cause of the illness [15]. However, the integration of these key components has yet to become standard in manager training, resulting in the dissemination of a series of uncoordinated educational programs.

This pilot study comprises the feasibility stage of the Medical Research Council (MRC) Framework for complex interventions [31] and elucidates the development and initial testing of the delivery of a comprehensive online training intervention for managers called HeadCoach. HeadCoach integrates the components recognized as key to mental health training and aims to build managers’ confidence and ability to best support the mental health needs of the staff they supervise. The content for this online program has been derived from two separate face-to-face programs developed for managers with a focus on the mental health of their employees [22,32], which, when combined, encompass the recommended reactive and preventative components. We acknowledge that e-learning cannot offer some benefits that face-to-face contact with an educator may provide, and discussion with other participants in the course is often limited or not available. However, the
modification of the delivery format from face-to-face to a mobile-responsive website offers a more flexible, time-effective, and economical means of training a large number of staff members [33]. Participants have the opportunity to schedule training around the demands of their job and may also revisit the content within a standardized learning environment, providing a better opportunity for the consolidation of the course material.

This pilot study aims to test the feasibility and usability of the HeadCoach program with a small group of managers prior to evaluating the program as part of a larger randomized controlled trial (RCT). The objective data on program engagement, matched with participants’ self-reported program rating scores and free text feedback, would provide information on the rates of adherence and user experience. Besides evaluating the uptake of and interaction with the program, this study aims to investigate the possible effectiveness of HeadCoach as a workplace mental health intervention for managers. We hypothesized that the HeadCoach program would help improve managers’ self-reported confidence to respond to the needs of staff experiencing mental health issues and promote their implementation of managerial techniques that would create a more mentally healthy workplace. Although the results of this study would not be capable of determining the true effectiveness of the intervention due to the absence of a control group, findings from this pre–post design may provide an initial insight into participants’ responses to and acceptability of the program and be a valuable first step in examining any impact that may be found from this type of training.

Methods

Development of Intervention

In accordance with the MRC Framework for complex interventions [31], we reviewed the relevant literature and a meta-analysis regarding manager training [28] to establish a theoretical basis for the development of the intervention. Following this, the HeadCoach online training intervention [34] was developed to improve workplace mental health by providing a flexible, easily accessible, and engaging training program for managers that informed them how to best aid the mental health needs of all their employees. Consistent with the concepts of the self-efficacy theory [35], which indicates that people are more likely to engage in particular behaviors when they feel more capable of attaining the desired behavior, this program aimed to build managers’ confidence to effectively respond to the needs of employees experiencing mental health issues and implement evidence-based managerial styles that promote a more mentally healthy workplace environment.

Previously, collaborators on this trial have conducted cluster RCTs of two different face-to-face manager training programs. The “RESPECT” Manager Training Program [22] is a 4-hour training package delivered by a clinical psychologist or a consultant psychiatrist to small groups of managers; this package combined mental health knowledge and communication training to promote more appropriate reactive responses from managers when mental health issues arise in staff they supervise. A previous RCT of this manager training showed that it resulted in changes to managers’ confidence and reactive behavior that lasted for six months at least [22]. The second existing face-to-face program, which was more preventative in its approach, aimed to improve psychosocial working conditions within an organization by changing the managers’ behavior to best promote a mentally healthy workplace [36]; the principles within this program were based on the management competencies for preventing and reducing stress at work developed by the Health and Safety Executive (HSE) in the UK [37]. HeadCoach was developed by combining the content from these two face-to-face programs and transforming the material into a format compatible with online delivery. Educators, designers, and IT developers with experience in creating online mental health programs were consulted for the development and appearance of the learning platform. Their primary aim was to create a functional user experience that would appeal to the target audience; this included carefully considering aspects such as the style of language in which the content would be presented in and the visual design features selected for the branding.

Consultation Groups

As part of the modeling phase recommended when assessing complex interventions [31], we held meetings ahead of the pilot stage of the trial with representatives from various industries partnering on the evaluation of HeadCoach. Included in these meetings were members from the organizations’ human resources, health and well-being, and media communication teams as well as managers representing potential users of HeadCoach. During these sessions, we consulted participants on the relevance of the vignettes to be included in the program as well as the appropriateness of the language and style. In addition, sections of the program were also shown to determine the feasibility and usability for different industry groups. Where appropriate, adjustments were made to the content and functionality based on the feedback received from the consultation groups.

HeadCoach Content

HeadCoach is a self-paced online intervention program that comprises three topics to be completed sequentially. Each topic contains a series of 10-minute modules featuring small sections of text, activities, short videos, practical activities, and topic summary exercises for individuals to complete. Textbox 1 presents the pilot program outline, and Figures 1-3 display the screen shots of various pages within HeadCoach. In addition, Supplementary File 1 details the vignettes included in the summary exercises for topics 2 and 3. The first topic, common mental illnesses, introduces mental health issues commonly found at the workplace. The following topic, topic 2, how to help an employee you are concerned about, outlines the signs managers can look out for to assist in recognizing people within their team who may be at risk of mental health issues, provides useful steps on how to initiate a conversation with employees who may be experiencing mental ill health, and discusses managerial techniques that can be implemented to support employees such as having regular catch ups with staff, creating a meaningful workplace where staff feel connected, and knowing what mental health resources are available for employees. In addition, it specifies ways to assist employees to stay at work...
if they wish or return to work faster following a period of sickness absence owing to mental illness. Finally, topic 3, *minimizing mental health risks at the workplace*, aims to up-skill managers with techniques useful in altering a range of workplace mental health risk factors across the individual, team, and organizational levels [21] to create a mentally healthy workplace for their employees. Strategies include how to prevent and manage work-related stress for employees by being a respectful and responsible manager, manage and communicate existing and future work for staff, tailor the management of individuals based on their individual capabilities and needs, and proactively and objectively resolve difficult situations and conflict within the team. These techniques are based on observational data [21] and management standard frameworks provided by agencies such as the HSE in the UK [37].

Participants were expected to complete *HeadCoach* in approximately 2.5 hours, although it was designed in a way that users could work through the content at a pace that suits their learning style and job demands across a 4-week period with automated weekly reminders sent to prompt program adherence. In addition, the intervention was accessed online through a mobile-responsive website using a desktop, laptop, tablet, or mobile phone.

**Study Design**

This pilot study was primarily conducted to test the feasibility and usability of *HeadCoach* and investigate, through self-reported responses, early evidence of its possible effectiveness in altering managers’ level of confidence regarding dealing with mental health matters at the workplace. In order to maximize the opportunity to test the functionality of the product and receive substantial feedback on the processes and quality of training, all participants were allocated to receive the intervention. Participants comprised managers employed by one of the two industry partners collaborating on the pilot study. *HeadCoach* was delivered to managers individually through their usual computer, tablet, or Web-based mobile phone. Through an online form, the managers provided informed consent to participate in the study.

**Recruitment**

Two organizations in Australia volunteered to participate in the pilot evaluation of *HeadCoach*. One organization was an equipment and machinery hire company servicing Australia across metropolitan, regional, and remote areas; managers in this organization supervised branches and employees across one or more offices or regions. The second organization provided a statewide fire and rescue service; managers in this organization who were eligible for this pilot study were employed at the duty commander or station officer level and were responsible for one or several different fire stations. For both organizations, the managerial level identified as relevant for this pilot study comprised supervisors who were the primary contact for staff members regarding periods of sickness absence or when workplace issues arose.

**Textbox 1.** The course outline for the pilot version of HeadCoach.

<table>
<thead>
<tr>
<th>Topic 1: Common Mental Illnesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Module 1: Recognizing mental health issues</td>
</tr>
<tr>
<td>• Module 2: The workplace and its people</td>
</tr>
<tr>
<td>• Module 3: Topic summary exercises</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic 2: How to help an employee you are concerned about</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Module 1: Identifying people at risk</td>
</tr>
<tr>
<td>• Module 2: Providing support</td>
</tr>
<tr>
<td>• Module 3: Having the talk</td>
</tr>
<tr>
<td>• Module 4: Facilitating help seeking</td>
</tr>
<tr>
<td>• Module 5: Modifying work to help recovery</td>
</tr>
<tr>
<td>• Module 6: Returning to work</td>
</tr>
<tr>
<td>• Module 7: Topic summary exercises</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic 3: Minimizing mental health risks in the workplace</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Module 1: How to be a respectful and responsible manager</td>
</tr>
<tr>
<td>• Module 2: Managing and communicating existing and future work</td>
</tr>
<tr>
<td>• Module 3: Managing individuals within a team</td>
</tr>
<tr>
<td>• Module 4: Managing difficult emotions</td>
</tr>
<tr>
<td>• Module 5: Topic summary exercises</td>
</tr>
</tbody>
</table>
Figure 1. Screenshot of the HeadCoach dashboard.

Figure 2. Screen shot of the landing page for a HeadCoach video resource.
Participants met the inclusion criteria if they were currently supervising a team of ≥3 employees, aged ≥18 years, and currently residing in Australia with a good level of English comprehension. We contacted 66 managers via email who were identified by their employer as those fulfilling the inclusion criteria. The email described the purpose of the research, outlined what would be involved, and contained a link to register for the pilot study. In addition, the email emphasized that although participation in the trial was supported by their employer, it was entirely voluntary, and their level of involvement in the study would remain confidential from their employer.

Procedure
The trial procedure and stages of assessment for participants are outlined in Figure 4. All eligible to participate in the study received an information email from the researchers, inviting them to participate in the study. A hyperlink provided in the email directed them to the HeadCoach study website, which detailed further information about the program, the online consent form, and the registration page. Once registration was complete, the online baseline assessment was made available, following the completion of which participants were able to commence the online HeadCoach manager training program. The design of the program allowed managers to work through the program at their own pace over a 4-week period. Emails were automatically distributed weekly from sign up until participants had completed the program; these emails informed participants of the time remaining to complete the program and served as a reminder to revisit their account to continue working through the program.

Follow-up questionnaires were disseminated 4 weeks after completion of the baseline questionnaire. This 4-week period comprised the training period allocated to managers to complete HeadCoach. If all the components of the online program were completed earlier in the 4-week training period, the participant was invited to complete the follow-up questionnaire at that time point. This approach was selected to reduce nonresponse.

Data Collection
The baseline and postintervention data were collected electronically via the research platform that hosted the HeadCoach program, allowing a streamlined process between completing the HeadCoach program and completing questionnaires. In the case of nonresponse, two reminders were automatically sent across the subsequent 10 days via the research platform. On the completion of the 4-week postintervention questionnaire, the HeadCoach content was made available again for participants within their account for their reference.
Measures of Usability and Feasibility
At the 4-week postintervention follow-up, participants were asked whether “This online course was engaging and interesting?” with response options ranging from strongly disagree to strongly agree. In addition, questions were asked evaluating the ease of navigating the program and finding information, whether the course fulfilled their expectations, and how likely would they recommend the program to their colleagues. Participants were also provided with an opportunity to provide detailed feedback through additional free text questions, including suggestions on what should be included in future versions. Finally, we obtained data regarding completion rates, including the duration of time taken to complete each module, from the research platform database.

Measures of Effectiveness
We measured managers’ confidence in managing mental health issues and promoting a mentally healthy workplace using a modified version of the previously described supervisor scales [19]. Managers were asked to indicate their current level of confidence on a 5-point Likert scale with options ranging from not at all confident to extremely confident. Online Supplementary File 2 details the questions used for this measure. Knowledge about common mental health was assessed using the first 6 questions of the Mental Health Knowledge Schedule (MAKS) [38]. Nonstigmatizing attitudes toward mental illness was assessed using a modified version of previously published measures of personal stigma [39-41]. Comprehension of their role as a manager in dealing with mental health in the workplace was assessed using a questionnaire developed in accordance with the core competences outlined in a report detailing managers’ role in supporting return to work after ill health [20]. The managers’ application of managerial techniques that promote a mentally healthy workplace was assessed using an adapted version of the HSE Management Standards Indicator Tool [17]. We used a 5-point Likert scale with response options ranging from strongly disagree to strongly agree for questions such as “I provide regular opportunities for my team to speak one to one” and “I give employees the right level of job responsibility.” Online Supplementary File 2 provides the remaining items. All questions were asked at the baseline and at the 4-week postintervention assessment. We converted the participants’ scores to a percentage of the maximum possible score prior to data analysis.

We collected demographic information including age, gender, job role and length of service in the role, number of employees currently supervising, and previous mental health training.
Statistical Analysis

Participants’ use of the training program was described in terms of the total time and number of modules completed. Descriptive statistics were used to demonstrate participants’ responses to the questions on the usability and acceptability of HeadCoach. We assessed the differences in the mean percentage scores of each of the outcomes between baseline and post-intervention collected at the 4-week follow-up using paired samples t tests. The parameters included managers’ confidence in managing mental health issues within the workplace, level of mental health literacy, nonstigmatizing attitude toward mental illness, understanding of their role in managing mental health issues within their team, and application of managerial techniques that promote a mentally healthy workplace. All statistical analyses were conducted using SPSS version 23.

Results

Demographics

In this study, all managers were enrolled during November 2016 and December 2016 with the post-intervention data collected during December 2016 and January 2017. Among the 66 managers who were invited to participate in the HeadCoach pilot study, 59.1% (39/66) registered and completed the baseline assessment. All managers were assigned to receive the intervention. Table 1 outlines the demographics of the study sample, including baseline characteristics of the entire sample and participants included in the final analysis.

Usability and Feasibility of HeadCoach

Over half of the study sample (51.3%; 20/39) completed all 15 modules of the HeadCoach program. The time taken to complete the program ranged from 43 minutes to 2 hours 53 minutes. We obtained feedback on the program through the post-questionnaire. Of those who responded, 77% (17/22) found HeadCoach engaging and interesting, 86% (19/22) agreed it was easy to find the information needed, 73% (16/22) reported that the program fulfilled their expectations, 91% (20/22) considered it useful, and 86% (19/22) considered it worth recommending to a friend.

Table 1. Demographics as reported at the baseline.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Total sample (n=39)</th>
<th>Sample with pre- and post-intervention data available (n=22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.03 (8.74)</td>
<td>47.86 (8.44)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>34 (87.2)</td>
<td>20 (90.9)</td>
</tr>
<tr>
<td>Female</td>
<td>5 (12.8)</td>
<td>2 (9.1)</td>
</tr>
<tr>
<td><strong>Industry, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Building/Construction</td>
<td>12 (30.8)</td>
<td>5 (22.7)</td>
</tr>
<tr>
<td>Emergency Services</td>
<td>27 (69.2)</td>
<td>17 (77.3)</td>
</tr>
<tr>
<td><strong>Years at current employer, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>3 (7.7)</td>
<td>2 (9.1)</td>
</tr>
<tr>
<td>1-5</td>
<td>5 (12.8)</td>
<td>2 (9.1)</td>
</tr>
<tr>
<td>5-10</td>
<td>5 (12.8)</td>
<td>2 (9.1)</td>
</tr>
<tr>
<td>10-15</td>
<td>4 (10.3)</td>
<td>2 (9.1)</td>
</tr>
<tr>
<td>&gt;15</td>
<td>17 (43.6)</td>
<td>14 (63.6)</td>
</tr>
<tr>
<td><strong>Years in this level or above, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>6 (15.4)</td>
<td>2 (9.1)</td>
</tr>
<tr>
<td>1-5</td>
<td>9 (23.1)</td>
<td>4 (18.4)</td>
</tr>
<tr>
<td>5-10</td>
<td>14 (35.9)</td>
<td>10 (45.5)</td>
</tr>
<tr>
<td>10-15</td>
<td>6 (15.4)</td>
<td>4 (18.2)</td>
</tr>
<tr>
<td>&gt;15</td>
<td>4 (10.3)</td>
<td>2 (9.1)</td>
</tr>
<tr>
<td><strong>Modules completed, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>7 (17.9%)</td>
<td>1 (4.5)</td>
</tr>
<tr>
<td>1-7</td>
<td>8 (20.5%)</td>
<td>1 (4.5)</td>
</tr>
<tr>
<td>8-14</td>
<td>4 (10.3%)</td>
<td>3 (13.6)</td>
</tr>
<tr>
<td>15 (Completed program)</td>
<td>20 (51.3%)</td>
<td>17 (77.3)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>9.08 (6.62)</td>
<td>12.95 (4.37)</td>
</tr>
</tbody>
</table>
The qualitative feedback received post evaluation was primarily positive. All participants highly valued the practicality of the information and the format it was presented in. Examples of comments reflecting these views included “This topic was useful in giving logical and practical guidance on early intervention and strategies to minimize harm occurring in the workplace,” “Good tips on initiating conversations and advice on where to go for resources,” “It was great to get some practical examples and information that could be used in my workplace,” and “Very well explained and easy to understand.” In addition, comments around improved confidence to manage workplace mental health issues included “I found that it [HeadCoach] consolidated what I had covered previously in training and in doing so gave me more confidence to address an issue should one arise” and “[HeadCoach] gave me a bit more confidence in my approach.” The key negative feedback regarding the content related to the level of detail included about common mental illnesses (eg, “Having a family history with mental illness, I hoped this course may be more informative, it tends to be a little superficial or shallow in details of symptoms to look out for”). This feedback prompted the implementation of more detailed information into the subsequent version of HeadCoach with the inclusion of direct access to additional online resources.

**Effectiveness of HeadCoach**

Figure 5 displays that following their use of HeadCoach, managers exhibited significantly higher levels of self-reported confidence in communicating with employees regarding mental illness ($t_{23}=4.180; P<.001$) and actions to employ managerial strategies to prevent and reduce stress among their team ($t_{21}=2.468; P=.02$). In addition, we observed a significant increase in managers’ knowledge regarding their role in managing mental health issues ($t_{23}=2.881; P=.01$). At the follow-up, no significant change was noted in nonstigmatizing attitudes toward mental illness ($t_{23}=-0.268; P=.80$), whereas an increase in the levels of mental health knowledge fell just short of statistical significance ($t_{24}=1.987; P=.06$).

**Discussion**

**Principal Findings**

This pilot study assessed the feasibility, usability, and likely effectiveness of HeadCoach, a newly developed online training intervention for workplace managers regarding the mental health needs of employees reporting directly to them. To the best of our knowledge, HeadCoach is the first educational program for managers, which is delivered entirely online and provides an integrated program of preventative and reactive content consistent with recently recommended best practice frameworks for workplace mental health [4,15].

In this pilot study, we collected relevant data to assess the feasibility of recruitment and participation processes and the usability of the program through self-reported measures and also objectively, as provided through the online research platform. This online platform has the potential to provide valuable information regarding levels of adherence and engagement [42]. The findings suggest that for HeadCoach, the
online recruitment and registration processes, as well as methods for gathering data and delivering course material as operated through the current online research platform, were a practical and acceptable means for the dissemination and collection of various forms of information.

This study also suggests that HeadCoach correlated with significant increases in the managers’ knowledge of their role in managing mental health issues among their staff, their confidence to do so, and their application of management strategies to promote a mentally healthy workplace. These changes in manager outcomes correspond to prior RCTs evaluating face-to-face training for managers promoting both reactive and preventative strategies to manage mental health issues within their team [22,26]. Although this study only evaluated the effect of HeadCoach with a pre–post design, the preliminary findings hold prominence because they suggest that e-learning options could replicate the positive outcomes previously reported with similar face-to-face manager training. This is an encouraging prospect because, if proven, it would allow organizations a practical means of training a large number of managerial staff about mental health issues with minimal time away from their jobs. Online training is a flexible and convenient format of learning because it can be structured to fit around other responsibilities and deadlines that managers are required to meet in their daily role. Although further evaluation through an RCT is warranted, these findings suggest the potential of HeadCoach to provide feasible, acceptable, and effective workplace mental health training for managers.

Limitations

Despite the novelty of our findings, there are a number of important limitations. As mentioned previously, the sample size was small with just over half of participants (51.3%; 20/39) completing the online intervention, and 56.4% (22/39) of the sample providing pre- and postintervention data. Although this dropout rate is typical in studies on online training [42,43] and survey responses [44], a higher response rate for both the adherence and follow-up would be ideal to minimize any potential bias caused by nonresponse. Besides the significance of personalized reminders [44], alternative engagement strategies may need to be adopted to help prompt adherence to the various stages of the trial, such as varying the messages contained within the email reminders and clearly conveying the purpose of participation [45]. In addition, strategies to maximize the response rates to the final questionnaire, such as the inclusion of a prize draw, may be valuable to increase the odds of participants responding [45].

The generalizability of results from this pilot study is limited by the opt-in approach to recruitment. The sample of managers who agreed to participate and who completed the multiple components of the trial might have held a pre-existing awareness of mental health issues with an interest to further develop their skills to best support their employees. This may explain the lack of substantial change found in managers’ mental health knowledge because the sample may have already been well-informed of mental health issues and, therefore, a ceiling effect may have affected the outcomes of this study. Alternatively, the lack of marked effect may have been due to the lack of power, and with a larger sample size, a substantial change may have been observed for these outcomes. The generalizability of results may be limited by the sample of managers participating in this pilot study; the managers were from two specific industries, and nearly two-thirds (63.6%; 14/22) had been with their current employer for >15 years. An investigation within a variety of organizational contexts with a more representative sample is warranted before drawing conclusions about the feasibility and possible effects of this program for managers outside the building construction and emergency services industries.

The absence of a control group further limits the conclusions that could be drawn regarding the efficacy of the intervention because other factors explaining the observed change cannot be ruled out. Another limitation was the short follow-up period included in this trial. Although we observed a marked change postintervention, conclusions about the persistence of intervention effects over time cannot be drawn because of the lack of an extended follow-up. The short evaluation period included in this study may have also been insufficient to allow managers the opportunity to display a change in attitude within their work environment, yet with the inclusion of a longer follow-up, a change in nonstigmatizing attitudes could have been observed. A prolonged evaluation period would allow for employee-level data to be obtained for assessing the impact of manager training as perceived by the employees, providing valuable objective information about the flow on effects of manager training for the staff they supervise. The final potential limitation to note is the collection of self-reported data, especially regarding confidence levels. Participants may be more likely to report their levels of confidence or behavior favorably, although the use of identical questions at both time points and the anonymity of an online survey should have decreased this risk.

Conclusions

Although testing in a more comprehensive study with the inclusion of a control group is required to demonstrate a true effect, the preliminary findings from this pilot study suggest that HeadCoach may provide a practical and efficient method of training managers in best workplace mental health practices. Given the key role managers play in the promotion of mental health and well-being within their teams, there is great potential for this type of training to improve the support provided to employees for their mental health needs in the future.
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Abstract

Background: Younger military veterans are at high risk for psychiatric disorders and suicide. Reaching and engaging veterans in mental health care and research is challenging. Social media platforms may be an effective channel to connect with veterans.

Objective: This study tested the effectiveness of Facebook advertisements in reaching and recruiting Iraq and Afghanistan-era military veterans in a research study focused on mental health.

Methods: Facebook ads requesting participation in an online health survey ran for six weeks in 2017. Ads varied imagery and headlines. Validated instruments were used to screen for psychiatric disorders and suicidality. Outcomes included impressions, click-through rate, survey completion, and cost per survey completed.

Results: Advertisements produced 827,918 impressions, 9,527 clicks, and 587 survey completions. Lack of enrollment in Veterans Affairs health care (193/587, 33%) and positive screens for current mental health problems were common, including posttraumatic stress disorder (266/585, 45%), problematic drinking (243/584, 42%), major depression (164/586, 28%), and suicidality (132/585, 23%). Approximately half of the survey participants (285/587, 49%) were recruited with just 2 of the 15 ads, which showed soldiers marching tied to an “incentive” or “sharing” headline. These 2 ads were also the most cost-effective, at US $4.88 and US $5.90 per participant, respectively. Among veterans with current suicidal ideation, the survey-taking image resulted in higher survey completion than the soldiers marching image (P=.007).

Conclusions: Facebook advertisements are effective in rapidly and inexpensively reaching military veterans, including those at risk for mental health problems and suicidality, and those not receiving Veterans Affairs health care. Advertisement image and headlines may help optimize the effectiveness of advertisements for specific subgroups.

(Keywords: Facebook, social media; methodology; Veterans Affairs; veterans)
Introduction

Military veterans who served during the Iraq and Afghanistan conflicts are at an elevated risk for a number of psychiatric problems. In a Veterans Affairs (VA) sample, one in four were found to have at least one mental health diagnosis, mostly commonly posttraumatic stress disorder (PTSD), depression, and alcohol and substance use disorders [1]. Heightened risk for suicide is also a major concern [2], with rates of suicide among veterans in the United States markedly higher than the general population, even after adjustment for age and gender differences [3]. Despite this, approximately 40% of Iraq and Afghanistan veterans have never accessed VA health services [4], and even when these veterans are in VA care, they may not be more inclined to utilize mental health care if experiencing active suicidal ideation [5].

Preventing veteran suicide has been, and continues to be, a top priority. Nonetheless, in-person health care appointments pose a significant barrier to Iraq and Afghanistan era veterans who tend to be younger and more likely to be employed than other veterans [6,7]. Other common barriers to formal help-seeking and treatment access, even in the presence of seemingly severe symptoms such as suicidal ideation or behaviors, include low perceived need [8-10], distance from health care facilities [11], and a desire to “handle the problem alone” [8]. In a sample of veterans who died by suicide in Oregon, an estimated 78% had not accessed VA health services [12].

Traditional strategies for recruiting participants into research studies can suffer from narrow reach, geographical limitations, costliness, and time-intensiveness. By comparison, recruitment via social media platforms, especially Facebook, may be faster, cheaper, and easier than traditional methods [13–15]. Among social media platforms, Facebook may be an especially important tool because it is the largest and most used, with a diverse base of users with detailed demographic profiles [13]. Facebook users spend upwards of 50 minutes a day on the platform, and among online adults between the ages of 18 to 29, approximately 9 of 10 use Facebook [14,15].

In recent years, many studies have examined Facebook advertisements (ads) as a recruitment method for research studies on mental or behavioral health. Facebook ads have been used effectively in populations including college students and young adults [16,17] and military veterans particularly those with risky drinking [20–23]. Prior research has also suggested ad campaigns can achieve both “broad reach and targeted recruitment,” and found ad costs to be manageable [18]. Throughout this paper, we use the term “reach” to mean even a minimal amount of engagement with an ad, not necessarily engagement in health care, a definition that is consistent with the vein in which it is used in social media contexts. Nonetheless, much work remains in the development of best practices and evidence-based recruitment strategies on social media. Studies conducting experiments comparing particular Facebook advertising approaches, such as differing images or text are lacking [19,21,25–27]. One recent study by Pedersen and colleagues, which focused on recruiting spouses of heavy drinking service members and veterans, did systematically and sequentially test different ad features. It concluded that ads with text accentuating the US $120 financial incentive for study participation had a higher conversion to study participation at a lower per-participant cost [19]. Examination of a spectrum of potential outcomes, ranging from general exposure (eg, “impressions”) to initial interaction (eg, link clicks) to implementation (eg, enrollment in a research study) [20], would also be helpful in social media studies.

We conducted a study with three aims: (1) determine the feasibility of reaching Iraq and Afghanistan era military veterans through Facebook ads, (2) quantify the extent to which reached veterans are at risk for psychiatric problems, and (3) characterize how veterans utilize social media and interact with their social networks on Facebook. In this article, we focus on the first two aims. More specifically, we determined the recruitment of military veterans to a mental health focused research study, examined what ad features are most relevant to engaging veterans, and characterized what kinds of veterans are likely to be reached by the ads. As an exploratory study, we limited our a priori hypothesis to state that it would be feasible to recruit recent military veterans with probable mental health problems.

Methods

Participants

The target population for the survey was United States (US) military veterans of the Operation Enduring Freedom-Operation Iraqi Freedom (OEF-OIF) service era (September 2001-present), also referred to as Iraq and Afghanistan era veterans. To be eligible, individuals needed to be age 18 or older, and on active duty in the US Armed Forces after September 2001 but not presently. We excluded individuals who completed surveys in less than five minutes, had more than one survey response, or incorrectly answered a military-related “insider knowledge” question to reduce the chance of online survey misrepresentation [18,21]. Survey completion was defined as those respondents who reached the end of the online survey and were not excluded based on the above quality control measures.

Advertisement Campaign

Facebook offers myriad options related to placement and targeting of ads; the same parameters were used for all ads. Ads were run simultaneously, to identical audiences, with the same ad budget, and for the same duration of time. Ads ran for a total of 45 days between January 13, 2017, and March 18, 2017, except for one ad that was briefly deactivated by Facebook for technical reasons. Ads were exclusively placed in the News Feed on computers and not mobile phones as the survey was developed for computer administration. Ads were optimized per Facebook’s algorithm for clicks, meaning that ads were automatically shown to users whom Facebook anticipated would click at the highest rates, in a targeting process adjusted by actual clicks during the campaign.

Study ads were broadly targeted at Facebook users in the US of any age or gender who had at least one of a variety of veteran-related characteristics (eg, interest in “United States Armed Forces” or “Supporting Our Veterans” as determined by their Facebook profile). Text above the ad image indicated
that veterans who served between 2001 and 2017 were needed for an “online health survey.”

We designed a total of 15 ad variations in a 3x5 factorial design, with 3 images (ie, a person taking a survey on a tablet device; a veteran with his family; and soldiers marching) varied against five headlines. Ad images are illustrated in Figure 1. Headlines were informed by empirical research in psychology and survey methodology as well as established principles in behavioral economics known to help nudge behavior [22].

Figure 1. Sample Facebook ads illustrating the three different ad images (Survey-Taking, Family, and Soldiers Marching).

Specific approaches that can motivate research participation include: targeting feelings of altruism or a “warm-glow” effect [23], harnessing “psychological capital”, which is closely correlated with a sense of empowerment [24,25], or using a statement of what others in similar situations do, also known as descriptive social norms [26]. Providing financial incentives [27] or encouraging the sharing of content with social network members could also increase engagement [28]. Based on these ideas, we crafted and used the following 5 ad headlines:

1. Altruism: “Will you help us improve care for veterans?”
2. Empowerment: “You can tell us how to design new health programs for veterans.”
3. Social norms: “Hundreds of veterans are participating in this survey. Will you join them?”
4. Incentive: “You can win a new 7.9” 16 GB iPad Mini 4 with Retina Display!”
5. Sharing: “Will you share this with one veteran you know?”

Ads were hosted by Oregon Health & Science University (OHSU) and linked to an online survey. To calculate survey participation and other outcomes by an ad, we constructed separate uniform resource locators (URLs) to the online survey for each ad. Prospective participants initially completed an online consent and eligibility screener. As an incentive for survey completion, we informed potential participants of an optional sweepstakes or lottery, in which two randomly selected survey participants who provided contact information would receive an iPad. Eligible, consented participants then completed the full online survey. Before and after survey, we provided all participants with a series of online, phone, and text messaging mental health treatment resources, including options for crisis situations, non-urgent treatment referral, and—as we would not be aware of the particular location of respondents—ways to locate local support and treatment resources. The institutional review board of OHSU approved all study procedures.

Measures

Our primary outcome was survey completion, which represents the highest level of engagement with a Facebook ad [20]. As additional outcomes, we included measures of ad engagement that are automatically tabulated by Facebook for advertisers:

- **Impressions**: the total number of times that the ad is presented to any Facebook user.
- **Clicks**: the number of times that a user clicks on the ad.
- **Click-through rate (CTR)**: the number of clicks divided by impressions.
- **Reactions**: the total number of “Likes” or other Facebook reactions (“Love,” “Haha,” “Wow,” “Sad,” and “Angry”) generated by an ad.

The online survey included a series of self-report questions to obtain background information about the sample including sociodemographic characteristics, military history, social media use, and interest in social media-based interventions. Using survey items from the National Survey of Veterans [29], we assessed the period of service (ie, “Have you ever served on active duty in the US Armed Forces? Active duty includes serving in the US Armed Forces as well as activation from the Reserves or National Guard.” and “When did you serve on active duty in the US. Armed Forces? Mark all service eras that apply.”), branch of service (ie, “In which branch or branches did you serve on active duty?”) and deployment history (ie, “Did you deploy in support of Operation Enduring Freedom (OEF) or Operation Iraqi Freedom (OIF) or Operation New Dawn (OND)?”) Frequency of Facebook use was assessed by adapting previously validated survey items used by Pew Research [30]. We used two additional items from the National Survey of Veterans to determine VA health service use (ie, “Have you ever been enrolled in VA health care?” and “In the past 12 months, did you use any VA health care services?”) [29]. Participants who responded “Don’t know” to health service use questions were classified as not non-users.
To screen for mental health problems, we employed reliable and valid self-report tools. For PTSD, we used the Primary Care PTSD Screen for DSM-5 (PC-PTSD), a five-item scale assessing past-month symptoms of a lifetime traumatic event. A score of three or higher on the PC-PTSD indicates a positive screen [31]. For alcohol misuse, we used the Alcohol Use Disorders Identification Test Alcohol Consumption Questions (AUDIT-C), a three-item scale on frequency and intensity of drinking. An AUDIT-C score of four or higher for men, or three or higher for women, indicates a positive screen for problematic drinking [32]. For major depression, we used the Patient Health Questionnaire-2 (PHQ-2), a two-item scale on anhedonia and depressed mood in the previous two weeks. A score of two or higher on the PHQ-2 indicates a positive screen [33]. For suicidality, we used the Depressive Symptom Inventory Suicidality Subscale (DSI-SS), a four-item scale on suicidal ideation within the past two weeks [34]. A score of two or higher on the DSI-SS indicates a positive screen in a population-based sample [35].

Statistical Analysis

Demographic variables were compared by ad text and image for participants in the analytic sample using Pearson’s chi-square test, or ANOVA for age. All outcomes were modeled as negative binomial counts. The study design parameters of image, headline, and the interaction were included as independent factors. The model for clicks and CTR included an offset for the number of impressions; the model for reactions included an offset for the number of clicks.

Results

Feasibility of Recruiting Military Veterans Through Facebook Advertisements

Over the 45 days of the advertising campaign (Figure 2), the Facebook ads produced 827,918 impressions, 9,527 clicks (CTR=9,527/827,918, 1.20%), and 1,787 reactions. There were 1,329 complete responses to the eligibility screener, of which 711 met eligibility criteria, and 605 completions of the online survey (ie, 605/711, 85% response rate). A total of 18 responses were excluded from the analysis based on quality control measures. Ten took less than 5 minutes, 2 claimed nonexistent pay grades, and 6 were duplicate responses. This left a final sample of 587 (ie, roughly 13 new participants each day). Total ad expenditure was US $11,427, yielding an average cost per analyzed survey of US $19.47.

Characteristics of Recruited Veterans

Characteristics of survey participants are described in Table 1. Their mean age was 40 years. A total of 81% (474/587) were male, and 81% (477/587) were white and non-Hispanic. In addition to serving during the Iraq and Afghanistan era, many also served during prior eras, particularly the Gulf War era (213/587, 36%). The majority (426/587, 73%) had been deployed in support of OEF-OIF. In this sample, the majority (326/587, 56%) were in the Army, as compared with approximately 36% among active-duty military personnel [36].

With regards to VA enrollment, 33% of participants (193/587) had not enrolled in VA health services and 55% (322/587) had not used VA care in the prior year. Positive screens for current mental health problems were common: PTSD (266/585, 45%), problematic drinking (243/584, 42%), and major depression (164/586, 28%). Twenty-three percent (132/585) indicated current suicidality. Of the participants not enrolled in VA health services, 21% (40/193) reported current suicidality.

Associations Between Advertisement Characteristics and Demographic Characteristics

Gender of respondents varied by ad text, ($\chi^2_4 (N=583)=10.7, P<.03$), with sharing and empowerment messages having a higher proportion of women. Age varied by text (F(2, 585)=11.84, $P<.01$) and image (F(2, 585)=10.09, $P<.01$), with the soldiers marching image and incentive text attracting the youngest respondents and the survey-taking image and altruism and social norms headlines attracting the oldest. Service era varied correspondingly, with the soldiers marching image ($\chi^2_4 (N=585)=9.90, P<.01$) and incentive text ($\chi^2_4, N=585)=22.03, P<.01$) attracting a higher proportion of respondents who had only served during the OEF-OIF era. Race, ethnicity, education, military branch, and deployment to Iraq or Afghanistan did not vary significantly by ad text or image.

Variations in Advertisement Engagement and Cost

There was a main effect for ad image across impressions, CTR, and reactions, but not survey participation. In terms of both impressions and click-through rates, the soldiers marching image performed better than the survey-taking and family images ($P<.001$ for all comparisons). In addition, the soldiers marching image generated significantly more reactions than the survey-taking ($P<.001$) and family ($P<.001$) images. However, there were no significant differences by ad image in terms of survey participation.
Figure 2. Cumulative ad campaign outcomes over time.
Table 1. Descriptive characteristics of all survey participants (N=587).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics and Military History</strong></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>40.0 (12.0)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>474 (80.8)</td>
</tr>
<tr>
<td>Racial or ethnic minority, n (%)</td>
<td>110 (18.9)</td>
</tr>
<tr>
<td><strong>Branch of military service</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Army</td>
<td>326 (55.5)</td>
</tr>
<tr>
<td>Navy</td>
<td>110 (18.7)</td>
</tr>
<tr>
<td>Air Force</td>
<td>109 (18.6)</td>
</tr>
<tr>
<td>Marine Corps</td>
<td>75 (12.8)</td>
</tr>
<tr>
<td>Coast Guard</td>
<td>11 (1.9)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (0.3)</td>
</tr>
<tr>
<td><strong>Service era</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>September 2001-present (includes Iraq and Afghanistan conflicts)</td>
<td>587 (100)</td>
</tr>
<tr>
<td>August 1990-August 2001 (includes Gulf War)</td>
<td>213 (36.3)</td>
</tr>
<tr>
<td>May 1975-July 1990</td>
<td>112 (19.1)</td>
</tr>
<tr>
<td>August 1964-April 1975 (includes Vietnam era)</td>
<td>29 (4.9)</td>
</tr>
<tr>
<td>Deployed to Iraq or Afghanistan</td>
<td>426 (72.7)</td>
</tr>
<tr>
<td><strong>Education</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school diploma or less</td>
<td>34 (5.8)</td>
</tr>
<tr>
<td>Some college, or vocational degree</td>
<td>250 (42.6)</td>
</tr>
<tr>
<td>College degree or greater</td>
<td>303 (51.6)</td>
</tr>
<tr>
<td><strong>Marital status</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single, never married</td>
<td>112 (19.1)</td>
</tr>
<tr>
<td>Divorced, separated, or widowed</td>
<td>111 (18.9)</td>
</tr>
<tr>
<td>Married or living as married</td>
<td>363 (62.0)</td>
</tr>
<tr>
<td><strong>Facebook use frequency</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Every few weeks or less often</td>
<td>14 (2.4)</td>
</tr>
<tr>
<td>Weekly or a few times a week</td>
<td>47 (8.0)</td>
</tr>
<tr>
<td>Daily or more often</td>
<td>524 (89.6)</td>
</tr>
<tr>
<td><strong>Clinical characteristics</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Positive depression screener&lt;sup&gt;c&lt;/sup&gt;</td>
<td>164 (28.0)</td>
</tr>
<tr>
<td>Positive posttraumatic stress disorder screener&lt;sup&gt;d&lt;/sup&gt;</td>
<td>266 (45.5)</td>
</tr>
<tr>
<td>Positive alcohol misuse screener&lt;sup&gt;e&lt;/sup&gt;</td>
<td>243 (41.6)</td>
</tr>
<tr>
<td>Positive suicidal ideation screener&lt;sup&gt;f&lt;/sup&gt;</td>
<td>132 (22.6)</td>
</tr>
<tr>
<td><strong>Veterans Affairs Health Service Use</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Not enrolled</td>
<td>193 (32.9)</td>
</tr>
<tr>
<td>Not used in last year</td>
<td>322 (54.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentages do not add up to 100% because some respondents (45/587, 7.7%) indicated multiple branches.

<sup>b</sup>Percentages do not add up to 100% because some respondents indicated multiple service eras; 60.5% (355) served only during the current era, September 2001 to present.

<sup>c</sup>Patient Health Questionnaire-2 (PHQ-2) score ≥ 3. Due to missing item response, the total number of respondents for this scale was 586.

<sup>d</sup>Primary Care posttraumatic stress disorder (PTSD) Screen for DSM-5 (PC-PTSD-5) score ≥ 3. Due to missing item response, the total number of respondents for this scale was 586.
respondents for this scale was 502.

e Alcohol Use Disorders Identification Test Alcohol Consumption Questions (AUDIT-C) score ≥ 4 (men) or ≥ 3 (women). Due to missing item response, the total number of respondents for this scale was 477.

f Depressive Symptom Inventory Suicidality Subscale (DSI-SS) score ≥ 2. Due to missing item response, the total number of respondents for this scale was 585.

Table 2. Matrix of 15 Facebook advertisement variants with outcomes for each advertisement.

<table>
<thead>
<tr>
<th>Advertisement Headline Type</th>
<th>Advertisement Image Type</th>
<th>Survey-Taking</th>
<th>Family</th>
<th>Soldiers Marching</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Number (CTR)</td>
<td>Cost (US $)</td>
<td>Number (CTR)</td>
</tr>
<tr>
<td>Altruism</td>
<td></td>
<td>18 (0.82)</td>
<td>42.31</td>
<td>9 (1.11)</td>
</tr>
<tr>
<td>Empowerment</td>
<td></td>
<td>4 (0.87)</td>
<td>190.38</td>
<td>16 (0.99)</td>
</tr>
<tr>
<td>Incentive</td>
<td></td>
<td>20 (0.73)</td>
<td>38.08</td>
<td>20 (0.85)</td>
</tr>
<tr>
<td>Sharing</td>
<td></td>
<td>44 (0.97)</td>
<td>17.31</td>
<td>26 (1.06)</td>
</tr>
<tr>
<td>Social Norms</td>
<td></td>
<td>22 (1.10)</td>
<td>34.61</td>
<td>13 (0.99)</td>
</tr>
</tbody>
</table>

CTR: click-through rate.

There was also a main effect for ad headline on ad engagement outcomes. Specifically, the sharing headline was associated with more impressions than the incentive (P=.045) and empowerment (P=.004) headlines; more reactions than the altruism (P=.004) and empowerment (P=.014) headlines; and higher survey participation than the social norms headline (P<.001). In addition, the social norms headline was associated with higher click-through rates than the incentive (P<.001), altruism (P<.001), and empowerment (P=.001) headlines.

Two of the 15 ad versions generated nearly half (285/587, 49%) of the participants (Table 2). These were the ads containing the image of soldiers marching with either the incentive or sharing headline. These two ad versions had significantly higher impressions (P<.001) and CTR (P<.001) than the other 13. Consequently, these two ads were most cost effective, at US $4.88 and US $5.90 per participant, respectively. Results were similar when examining individuals who completed the online eligibility screener, regardless of whether they were eligible or completed the full survey.

Veterans With Suicidal Ideation or Non-Enrolled in Veterans Affairs Health Care

Among veterans who completed the survey, the probability of suicidal ideation ranged from an estimated 15%-50% across the 15 ad variants, and the probability of not being enrolled in VA health care ranged from an estimated 18%-50% (Table 3). Recruitment of veterans with suicidal ideation was significantly higher for ads with the survey-taking image, as compared to the soldiers marching (P=.007) image. There were no statistically significant differences in recruitment of non-enrolled veterans by ad image or headline.
Table 3. Predicted probabilities of suicide ideation and non-enrollment in Veterans Affairs Health Care among survey participants.

<table>
<thead>
<tr>
<th>Advertisement image and headline</th>
<th>Probability of suicidal ideation(^a) (95% CI)</th>
<th>Probability of not being enrolled in veterans affairs health care (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Survey-taking</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Altruism</td>
<td>0.28 (0.12-0.52)</td>
<td>0.28 (0.12-0.52)</td>
</tr>
<tr>
<td>Empowerment</td>
<td>0.25 (0.03-0.76)</td>
<td>0.25 (0.03-0.76)</td>
</tr>
<tr>
<td>Incentive</td>
<td>0.45 (0.25-0.66)</td>
<td>0.50 (0.29-0.71)</td>
</tr>
<tr>
<td>Sharing</td>
<td>0.32 (0.20-0.47)</td>
<td>0.30 (0.18-0.44)</td>
</tr>
<tr>
<td>Social norms</td>
<td>0.19 (0.07-0.41)</td>
<td>0.18 (0.07-0.40)</td>
</tr>
<tr>
<td><strong>Family</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Altruism</td>
<td>0.22 (0.06-0.58)</td>
<td>0.33 (0.11-0.67)</td>
</tr>
<tr>
<td>Empowerment</td>
<td>0.50 (0.27-0.73)</td>
<td>0.25 (0.10-0.51)</td>
</tr>
<tr>
<td>Incentive</td>
<td>0.20 (0.08-0.43)</td>
<td>0.30 (0.14-0.53)</td>
</tr>
<tr>
<td>Sharing</td>
<td>0.15 (0.06-0.35)</td>
<td>0.38 (0.22-0.58)</td>
</tr>
<tr>
<td>Social norms</td>
<td>0.23 (0.08-0.52)</td>
<td>0.38 (0.17-0.66)</td>
</tr>
<tr>
<td><strong>Soldiers Marching</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Altruism</td>
<td>0.19 (0.08-0.39)</td>
<td>0.23 (0.11-0.43)</td>
</tr>
<tr>
<td>Empowerment</td>
<td>0.16 (0.06-0.36)</td>
<td>0.28 (0.14-0.48)</td>
</tr>
<tr>
<td>Incentive</td>
<td>0.17 (0.12-0.24)</td>
<td>0.37 (0.30-0.45)</td>
</tr>
<tr>
<td>Sharing</td>
<td>0.22 (0.15-0.30)</td>
<td>0.33 (0.25-0.41)</td>
</tr>
<tr>
<td>Social norms</td>
<td>0.25 (0.15-0.37)</td>
<td>0.33 (0.22-0.46)</td>
</tr>
</tbody>
</table>

\(^a\)Depressive Symptom Inventory Suicidality Subscale (DSI-SS) score ≥ 2.

**Discussion**

**Key Findings**

Our study demonstrated that Facebook ads are a potentially powerful tool to recruit research subjects. With the support of a single, half-time research assistant, we engaged veterans in enrollment in our online survey at a rapid clip (ie, nearly 100 participants per week). Though our click-through rate was similar to prior studies, our response rate was very high, which may have reflected ease of participation in this online survey. Average cost per participant was less than US $20, and our best-performing ads were dramatically cheaper, approximately US $5-6 per survey participant, a figure that compares very favorably with most prior studies [37,38]. Facebook ads were further disseminated through social sharing, as is illustrated by the “likes”, comments, and sharing of ads that we observed. This is a significant “externality” from a cost efficiency standpoint.

The feasibility of reaching and engaging younger veterans in research through this approach has important public health and clinical implications. We reached not only a relatively broad target population (ie, recent military veterans) but also were effective in engaging subpopulations that can be hard-to-reach and are of heightened interest. Being able to rapidly reach veterans who are experiencing current suicidal ideation and unengaged in VA health care—as we did—is a major challenge for the VA, health policy-makers and other stakeholders interested in improving veteran mental health outcomes.

It is worth emphasizing the high rate of detection of potentially serious psychiatric problems in this sample; we found high rates of screening positive for active PTSD (266/585, 45%), problematic drinking (243/584, 42%), major depression (164/586, 28%) and serious suicidal ideation (132/585, 23%). Facebook ads, together with other digital media advertising strategies that can support help-seeking (eg, Google AdWords) [39], may comprise critical tools in the design of effective campaigns for mental health treatment engagement. The major—and more imposing—next challenge is how to move individuals from endorsing their distress (online) to engaging in treatment in a health care or other therapeutic setting.

A critical novel component of this study was the use of an experiment, or as close to a “true experiment” as is possible in the Facebook advertising environment, to determine what ad features are most likely to result in engagement with the ad. One of the most intriguing novel findings here was that a headline encouraging users to share the ad resulted in better ad engagement. “Sharing” is a request that is uniquely suited to the social media milieu, and also appeals to a military ethos of helping peers. Results also varied depending on the level of engagement being measured and target population. What works as a “hook” regarding the generating clicks may not translate into more active participation, as was similarly found in a study reaching concerned partners of heavy drinking service members and veterans [19]. We found that for a more modest level of engagement (eg, impressions and clicks) with a broad spectrum of recent military veterans, using an image of soldiers or headlines containing a social norms message may be more...
effective. In contrast, if the goal is more proactive engagement (ie, survey completion) by individuals with active suicidality, an image of a person taking a survey may work better. One reason careful development and selection of image and text may be necessary to optimize ads for individuals with suicidal ideation could be related to cognitive differences in these individuals [40]. There is, for instance, an emerging set of empirical studies showing attentional biases toward certain words [41,42].

Limitations and Future Directions

Our results should be considered in the context of several limitations. As participation in this study only involved a one-time online survey, it is not clear if the same strategies would be effective for treatment engagement [39], or engagement in research requiring a higher burden (eg, intervention or longitudinal cohort study). Also, it is possible that individuals perceived our ads in ways different than hypothesized (eg, the “survey-taking” image could have been perceived as that of “computer technology”). Military culture may also impact response to advertisements. For example, our military-related ad images favored the army, which may have contributed a higher representation of them in the sample. Future research focused on testing the effectiveness of online ads should consider a qualitative component to gain more insight into differential ad performance. If future studies can confirm and further identify ad features that result in more response and engagement by veterans with suicidal ideation, there is significant potential for targeted interventions or campaigns to enhance outreach, health messaging, help-seeking, or other behaviors.

Conclusions

Taken together, our study demonstrates that Facebook ads are an effective medium for rapidly identifying, reaching, and recruiting recent military veterans, and can particularly help in reaching individuals who screen positive for current mental health problems. These results provide a foundation to inform efforts to engage veterans disconnected from the health care system or at risk for suicidal ideation.
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Abstract

Background: A national priority at the US Department of Veterans Affairs (VA) is to increase the availability and accessibility of evidence-based psychotherapies (EBPs) across all VA medical facilities. Yet many veterans, particularly those who use remote outpatient VA clinics, still do not receive much needed evidence-based treatment. Strategies are needed for supporting mental health providers at rural VA community-based outpatient clinics (CBOCs) as they translate their clinical training to routine practice. The Coordinated Anxiety Learning Management (CALM) program is a computer-delivered program that supports the delivery of cognitive behavioral therapy (CBT) by providers in outpatient settings to patients with depression and anxiety, including posttraumatic stress disorder.

Objective: The objectives of our study were to (1) adapt an existing computer-based program to rural VA CBOCs through feedback from key stakeholder focus groups; (2) develop a prototype of the adapted program; and (3) determine the adapted program’s acceptability and feasibility. Mental health stakeholders included VA leaders (n=4) in the implementation of EBPs, VA experts (n=4) in CBT, VA CBOC mental health providers (n=8), and veterans (n=8) diagnosed with a mental health condition treated using the CALM program and receiving treatment in a VA CBOC.

Methods: An iterative approach comprising 3 waves of focus group discussions was used to develop a modified prototype of CALM. Following each wave of focus group discussions, template analysis was used to rapidly communicate stakeholder recommendations and feedback to the design team. The original program was first adapted through a process of data collection,
design modification, and product development. Next, a prototype was developed. Finally, the redesigned program was tested for acceptability and feasibility through a live demonstration.

**Results:** Key stakeholders suggested modifications to the original CALM program that altered its modules’ appearance by incorporating veteran-centric content. These modifications likely have no impact on the integrity of the original CALM program, but have altered its content to reflect better the demographic characteristics and experiences of rural veterans. Feedback from stakeholder groups indicates that changes will help VA patients identify with the program content, potentially enhancing their treatment engagement.

**Conclusions:** The development model was effective for economically gathering actionable recommendations from stakeholders to adapt a computer-based program, and it can result in the development of an acceptable and feasible computer-delivered intervention. Results have implications for developing computer-based programs targeting behavior change more broadly and enhancing engagement in EBP.

(JMIR Ment Health 2018;5(3):e10277) doi:10.2196/10277
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### Introduction

Ample evidence indicates the effectiveness of evidence-based psychotherapies (EBPs), particularly cognitive behavioral therapy (CBT) [1,2], for treating anxiety and depression, the most common mental health disorders in outpatient health care settings [3-5]. Accordingly, the US Department of Veterans Affairs (VA) has made it a national priority to increase the availability and accessibility of EBPs, particularly CBT, across all VA medical facilities and clinics to veterans needing mental health care [6]. An important component of this strategy is providing intensive, competency-based training in EBPs to VA mental health providers [7].

Despite this effort, broadly implementing CBT and other EBPs in VA treatment settings has been a challenge [8,9], especially at small or remote outpatient clinics, such as most VA community-based outpatient clinics (CBOCs). The challenges inherent in ensuring that EBPs are accessible at rural clinics are evident in results from a study published in 2010, which found that only 1 in 5 veterans with depression, anxiety, or posttraumatic stress disorder (PTSD) received at least one psychotherapy session [10]. Barriers to ensuring access to EBPs in VA CBOCs are complex, likely including practitioner factors (eg, resistance to change), training methods used, characteristics of the intervention, and organization or system factors [11]. Although evidence suggests that the disparity found in 2010 has since decreased, rural veterans still receive fewer psychotherapy sessions than their urban peers [12]. Thus, although many providers at VA CBOCs have received training in EBPs, training alone has not been sufficient to ensure that new treatments are translated into routine clinical practice [8,13].

An additional challenge at VA CBOCs is ensuring that treatments are delivered with fidelity (ie, faithfulness to the treatment model). Without adequate fidelity, patients are unlikely to experience optimal outcomes from EBPs, even where they are accessible. Although the VA has made great strides in providing EBP-specific training to providers of mental health care, training alone is not sufficient to ensure fidelity [14,15]. VA CBOCs commonly have only one mental health provider on staff. Providers are, therefore, isolated and unable to consult their peers about difficult cases. Additionally, providers may not have time to take advantage of educational resources that facilitate effective delivery of such EBPs as CBT. Providers who do not perceive themselves as proficient in delivering EBPs are sometimes reluctant to use them with patients [16]. Thus, many providers at small or remote outpatient clinics lack the resources, time, or interactions with colleagues needed to gain proficiency in these skills. Resources that can support and assist CBOC mental health providers in delivering EBPs with fidelity are needed to supplement training and ensure rural veterans’ access to effective mental health treatments.

Over the last decade, the National Institute of Mental Health-funded Coordinated Anxiety Learning Management (CALM) study [17] has addressed similar challenges. The study aimed to implement CBT into non-VA outpatient clinics to support providers with little to no prior training in this treatment. To achieve this goal, researchers developed a computer-delivered program (CALM) facilitating the delivery of CBT with fidelity by mental health providers in outpatient settings [18]. CALM uses a cognitive behavioral framework including psychoeducation, cognitive restructuring, goal setting, exposure, and response prevention. It has the added advantage of being both provider and patient facing, so that patient and provider both look at the computer screen together and proceed through the modules at an individualized pace [17]. The CALM program is clinically effective for a range of anxiety disorders, including panic disorder (PD), generalized anxiety disorder (GAD), and social anxiety disorder (SAD), as well as PTSD and depression [17-19]. It may have the added benefit of helping providers maintain fidelity to the CBT treatment model [20]. Thus, implementation of the CALM program in rural VA outpatient settings may help increase veterans’ receipt of efficacious CBT.
In this study, we sought to adapt the original CALM program for use in VA outpatient settings, thus, supporting VA CBOC mental health providers in delivering CBT to veterans with anxiety, PTSD, and depression. To achieve this objective, we modified a method common to the field of instructional design and technology (IDT) to guide the redesign of the CALM computer program for use in VA CBOCs. IDT models are prescriptive models that describe a set of activities involved in the planning, implementation, and evaluation of instructional programs [21]. Most IDT models share the core elements of analysis, design, development, implementation, and evaluation, applied in an iterative process [22,23]. The Analysis, Design, Development, Implementation, Evaluation model, as seen in Figure 1, an umbrella term referring to these common elements, formed the conceptual basis for the process used to modify the original CALM program in this study [24].

As part of this process, 3 waves of focus group discussions were conducted with 4 groups of key stakeholders to redesign and test the CALM program iteratively for use in VA CBOCs. Stakeholder groups included (1) veterans receiving recent mental health care in a VA CBOC and diagnosed with anxiety disorders and depression, (2) CBOC mental health providers, (3) expert CBT VA clinicians, and (4) VA Central Office leaders with expertise in the implementation of EBPs within VA. In this paper, we describe the iterative process used to redesign and test the modified CALM program, as well as modifications used to adapt the program for use at VA CBOCs.

Veteran participants were recruited from one CBOC in Arkansas. Mental health providers were recruited using a general call distributed via email to providers at CBOCs in Arkansas, Louisiana, Texas, and Mississippi. Multiple CBOCs were needed because most CBOCs have only one mental health provider on site. CBT experts were recruited nationally from within the VA, and leaders in implementation of EBPs within VA were recruited from the VA Central Office in Washington, DC CBT experts and leaders in implementation were individually recruited through convenience sampling based on their level of expertise and availability [25].

The purpose of recruiting veteran stakeholders was to help ensure that the modified CALM content was acceptable to the target patient population and reflected veterans’ illness experiences. We included CBOC mental health providers to help ensure that the modified content was acceptable for this group of providers (who serve a largely rural veteran population), images and case studies were appropriate for the target patient population, and the navigation and flow of CALM treatment material met the needs of CBOC providers. Inclusion of VA expert CBT clinicians helped ensure that the empirical support underlying the content of the CALM program was not compromised during the modification process. Finally, inclusion of VA Central Office leaders with expertise in EBP implementation within VA helped the study team ensure that CALM was consistent with prior CBT training efforts within VA.

Data Collection
Each group of key stakeholders participated in 3 waves of separate focus group discussions. Focus group discussions are a standard method used to garner diverse feedback efficiently on novel and existing products for new product development. CBOC mental health providers, CBT experts, and VA Central Office leaders with expertise in EBP implementation within VA participated in focus group discussions via teleconference with the assistance of Lync, a Web-based meeting portal that allows participants to view the same material simultaneously. In addition to providing feedback via telephone, participants could leave written feedback on the website chat room and email
content for the focus group facilitators. Veteran focus groups met in person at a VA CBOC in Hot Springs, Arkansas.

All focus group discussions were co-moderated by the principal investigator (MAC) and a co-investigator (THA). Both researchers have extensive experience in qualitative interviewing and facilitating focus group discussions. An interview guide developed for the study was used to ensure that the discussion remained relatively consistent across stakeholder groups and that groups addressed all relevant topics. The same stakeholders were invited to participate in all 3 waves of focus group discussions to maximize the relevance of feedback (ie, participants knew whether recommendations had been correctly incorporated into the program). Focus group discussions were audiorecorded with permission from participants. The study was approved by the Central Arkansas Veterans Healthcare System Human Research Protections Program.

Data Analysis

Rapid analytic techniques informed by Sobor et al [26] and Hamilton [27] were used to quickly produce recommendations for modifying the CALM program and economically communicating modifications to the design team. Qualitative data analysts (THA and MAC) first collaborated to develop a prototype summary template in a Word document with three broad domains related to goals of the study: (1) recommendations from focus group participants; (2) evaluative observations or initial reactions or concerns, and (3) questions. They then created categories within each broad domain, reflecting various aspects of the CALM program that would be queried during focus group discussions. A copy of this prototype was then created in a new Word document for each of the 4 focus groups.

To analyze focus group discussions, the lead analyst (THA) listened to the audio recording of the first focus group discussion and systematically populated template categories with data. These data consisted of paraphrased content reflecting stakeholder recommendations, observations, reactions, concerns, and questions. The goal was to capture the full range of responses to questions and comments from focus group discussions. After the lead analyst completed summarizing all content from the focus group discussions in the template, she met with the second analyst (MAC) to discuss analytic findings. Discrepancies in how template content was summarized or categorized were resolved through discussion. This analytic process was repeated for each focus group discussion. For focus group discussions held via teleconference, analysts also incorporated written feedback from the website and emails to facilitators into the template. After analyses were finalized for all 4 focus group discussions, findings were compiled and summarized. Analysts each reviewed the summary to ensure the validity of findings. This analytic process was followed for all 3 waves of focus group discussions.

Finalizing Recommendations

A panel of experts reviewed the summary template before it was submitted to the design and development team, including study team members with expertise in CBT, the relevant mental health diagnosis, and software development. The purpose of this panel was to prioritize and determine the feasibility of each recommendation (eg, cost and time needed to complete the modification). The summary template was subsequently reduced to actionable recommendations for modification.

Description of the Original Coordinated Anxiety Learning Management Program

The CALM computerized program was created to guide and train mental health providers in delivering a course of CBT [17]. CALM was not intended, like some other technology-based interventions, to be a self-help intervention (ie, patient facing without provider involvement). Instead, provider and patient use it together, synchronously (ie, it is provider and patient facing). Provider-supported treatments such as CALM have tended to yield enhanced results compared with self-help interventions [28]. A unique feature of the CALM program is that it can be used to treat different anxiety disorders, as well as PTSD and depression. Reductions in symptoms across these conditions are accomplished through the use of basic CBT modules, which are employed across these disorders, coupled with branching modules that are disorder specific [18-20].

Results

Wave 1: Wireframe Development

During the first wave of focus group discussions, an overview of CALM was presented to each stakeholder group. This also included screenshots from the program, as well as a detailed description of the functioning of CALM for each disorder. Following the overview, stakeholders were given time to ask questions about CALM; then, they were asked to provide initial reactions or recommendations for modifying and adapting the program for use within VA CBOCs.

Summary of Wave 1 Stakeholder Feedback

Recommended modifications to the original program were largely “look and feel” changes pertaining to the images and illustrations in the modules. Stakeholders generally reported that the images and illustrations contained in the original program should be more representative of veterans. They recommended reducing the number of images and illustrations depicting college-aged women and men in white-collar occupations (eg, wearing suits) as well as incorporating imagery better reflecting the gender, age, and economic and ethnic or racial diversity of veteran patients. Veteran stakeholders did not like the background color of the CALM program and overall website template; they wanted a new logo developed specifically for the modified VA program.

Stakeholders generally also recommended modifying the images in the original program to make it more “culturally congruent” because the original program was not designed to acknowledge veterans’ military service. One expert CBT clinician noted that this can be “very invalidating” for some patients. Stakeholders suggested replacing some existing images with images of people in uniform; however, a veteran stakeholder cautioned that while this can be “very invalidating” for some patients. Stakeholders suggested replacing some existing images with images of people in uniform; however, a veteran stakeholder cautioned that while incorporating images of people in uniform, “We don’t need to see a Vet on every single picture we look at.” Stakeholders also suggested using images of individuals with physical limitations in the Behavioral Activation module to encourage veterans with
Furthermore, stakeholders recommended revisions designed to enhance the degree to which veterans could identify with the program content. To achieve this, they suggested incorporating videos into the modules that speak to the unique mental health concerns of veterans. Stakeholders also suggested using existing VA resources, such as the National Center for PTSD’s “About Face” and the VA’s “Make the Connection” websites [28,29]. These websites contain videos in which veterans, family members of veterans, and mental health providers share their personal experiences with mental health concerns and relate individual stories about seeking and receiving help for mental health concerns. They also provide instructions for initiating treatment or seeking immediate help during crises. One CBT expert recommended selecting videos in which multiple veterans shared their experiences to increase the chance that patients will relate to someone in the video. A CBOC mental health provider thought that videos in which veterans describe “service or readjustment issues,” such as reintegration into civilian life, would be particularly useful in helping veterans “connect” with the program content. Stakeholders also recommended incorporating links to existing Web-based psychoeducational materials developed for veterans. Suggested resources included information available at the VA National Center for PTSD and the VA websites. An additional suggestion was to include the telephone number for the national Veterans’ Crisis Line at the end of the Depression Education module.

Finally, stakeholders were generally concerned that some slides seemed too “content heavy” to be engaging. Several expert CBT clinicians and CBOC mental health providers thought that having to read a large amount of material during an hour-long therapy session might be difficult, and expert CBT clinicians were concerned that younger veterans with traumatic brain injuries would be overwhelmed by busy slides. This concern was validated by feedback from veteran stakeholders, who not only recommended reducing the number of words, but removing excessive images and illustrations. One veteran noted: “Pictures: unless it means something, what’s the point?”

Wave 1 Modifications to the Coordinated Anxiety Learning Management

A summary of stakeholder recommendations was presented to the expert panel for review, and actionable modifications were identified and prioritized. The study team then collaborated with the software development group to identify images and illustrations better reflecting the gender, age, and economic and ethnic or racial diversity of veterans. They also identified appropriate images of people in military uniform. The images below are examples of CALM module content before (Figure 2) and after modification (Figure 3). The alterations illustrated make use of updated imagery and of veteran stakeholder preferences for color (ie, blue rather than green) and depict an individual in uniform to enhance content relatability.

The team identified already available Web-based resources with videos of veterans describing their mental health concerns, their experiences with a condition and/or seeking mental health care, and ways that treatment helped them (Figure 4) [29]. This was realistic in the timeframe of the study, which did not allow sufficient time to develop original video content.

Finally, the team followed stakeholder suggestions in identifying links to Web-based resources for veterans and reduced the amount of text on slides identified by stakeholders as too content heavy. These modifications to the original program were submitted to the software development team, which then developed mock-ups, or wireframes, of the initial modifications to show stakeholders in Wave 2.

Wave 2: Prototype Development

The wireframes were presented during a second wave of focus group discussions with veterans (n=6), CBOC mental health providers (n=10), expert CBT clinicians (n=5), and VA leaders with expertise in the implementation of EBPs within VA (n=5). Wave 2 participants were reminded of the initial version of CALM using graphics and were provided a side-by-side comparison of all modifications. After reviewing the wireframes, stakeholders provided feedback regarding modifications from the first round of focus groups, and a few suggested additional changes to the CALM program.

Summary of Wave 2 Stakeholder Feedback

Stakeholders generally agreed that the modified program appeared more “inclusive of veterans that will be using CALM” and “user-friendly” for the veteran population. Although agreeing that the initial modifications were an improvement, one veteran stakeholder requested more images of older males to be more inclusive of Vietnam-era veterans. Stakeholders, particularly veterans, also responded positively to reductions in the amount of text on many slides. One CBOC mental health provider thought that reducing the amount of text would “leave more room for interaction” between providers and veteran patients. Stakeholders also responded positively to the inclusion of videos and links to resources. One younger participant in the veteran focus group who had completed VA treatment for PTSD suggested replacing a video in which veterans described only injuries would be overwhelmed by busy slides. This concern was validated by feedback from veteran stakeholders, who not only recommended reducing the number of words, but removing excessive images and illustrations. One veteran noted: “Pictures: unless it means something, what’s the point?”

Wave 2 Modifications to Coordinated Anxiety Learning Management

The expert panel again reviewed a summary of recommendations and prioritized actionable modifications from Wave 2 focus group discussions. Following this, the study team identified images and videos per stakeholder recommendations. The principal investigator (MAC) collaborated with one CALM developer (MAC) to incorporate an option allowing veterans who are uncomfortable with writing to verbally describe and record their traumatic experiences (Figure 5). These modifications were submitted to the design team, and a prototype of the modified CALM program was developed.
**Figure 2.** Original Coordinated Anxiety Learning Management (CALM) module content. (Screenshot taken by KMM; Source: University of California, Los Angeles.)

- Some people increase their use of alcohol or other substances after a trauma.
- There is nothing wrong with responsible drinking, but if your use of alcohol or drugs changed as a result of your traumatic experience, it can slow down your recovery and cause problems of its own.
- **CALM Tools for Living** will provide you with helpful coping skills instead of alcohol and other substances.

- **CAN TREATMENT HELP?**
  - There are very effective treatments available for individuals who have been traumatized.
  - The **CALM Tools for Living** program teaches you skills to help you manage and decrease your reactions to your traumatic memories.
Figure 3. Modified Coordinated Anxiety Learning Management (CALM) module content. (Screenshot taken by KMM; Source: US Department of Veterans Affairs).

**TRAUMA EDUCATION**

**ALCOHOL AND OTHER SUBSTANCES**

- Some people increase their use of alcohol or other substances after a trauma.

- There is nothing wrong with responsible drinking, but if your use of alcohol or drugs changed as a result of your traumatic experience, it can slow down your recovery and cause problems of its own.

- **CALM Tools for Living** will provide you with helpful coping skills instead of alcohol and other substances.

**CAN TREATMENT HELP?**

- There are very effective treatments available for individuals who have been traumatized.
Figure 4. Video featuring veterans describing their experiences with posttraumatic stress disorder (PTSD); used with permission from the National Center for PTSD “About Face” website. (Screenshot taken by KMM; Source: US Department of Veterans Affairs).
Wave 3: Validation of Coordinated Anxiety Learning Management Modifications

During a final wave of focus group discussions, the prototype was pilot-tested by MGC during a live teleconferenced demonstration to 3 stakeholder groups: CBOC mental health providers (n=6), expert CBT clinicians (n=4), and VA leaders in clinic operations and implementation (n=3). Minor problems that arose during the pilot test were recorded in written notes by the study team and rapidly communicated to the design team following the demonstration. Veteran stakeholders (n=4) reviewed modified CALM modules presented in person by the principal investigator (MAC) and looked at an overview of all modifications by the lead qualitative analyst (THA). No remaining concerns about the program were elicited through this final wave of focus groups.

Discussion

Principal Findings

In this study, we used an iterative approach to adapt the original CALM program for use within the VA and, particularly, at rural, CBOCs. Overall, key stakeholders suggested modifications to the original CALM program that were largely “look and feel” adaptations that altered the appearance of the modules by incorporating veteran-centric content. This included relatively
simple changes, such as replacing images and developing a new template with the VA logo, as well as more significant adaptations, such as embedding videos of veterans describing their treatment and illness experiences and modifying the case studies to better reflect experiences common to rural veterans. These modifications likely have no impact on the integrity of the original CALM program, while altering the content to better reflect the demographic characteristics and experiences of rural veterans.

An additional adaptation was to customize the treatment content to allow veterans the option of orally recounting (as opposed to only writing) their trauma experiences. This modification, along with the overall flexibility of the CALM program to meet the treatment needs of veterans with a wide variety of mental health conditions, is consistent with a long-standing cultural shift at the VA toward the provision of patient-centered health care consisting of a menu of treatment options that can be tailored to each individual veteran’s needs and goals for health and well-being [30,31]. Patient-centered care can improve health outcomes and increase patient satisfaction and self-management of chronic conditions [32,33]. It has also been associated with decreased health care utilization, including the annual number of specialty care visits, less frequent hospitalizations, and fewer laboratory and diagnostic tests [34].

Feedback from stakeholder groups—and, in particular, rural veterans—indicates that these modifications will help VA patients identify with the program content. This could potentially improve patient-provider communication during therapy sessions and increase veteran engagement in EBPs for anxiety, depression, and PTSD. Enhancing engagement is important because attrition from EBPs is high among veterans, particularly those with PTSD [35]. In one recent study, of 351 veterans who initiated EBPs for PTSD, one third (n=135) dropped out before treatment completion [36]. Because completion of EBPs not only significantly reduces mental health symptoms [37] but also positively impacts physical health and functioning while decreasing PTSD-related health care costs [38,39], enhancing veteran engagement is critical. Indeed, in one study, the original CALM program was not only found to be acceptable to both providers and patients but also resulted in substantial treatment engagement and homework compliance [20].

CALM has the added benefit of being both patient and provider facing; thus, providers—not patients—directly interact with the program. The use of CALM during treatment sessions does not require patients to possess either technological proficiency or access to the internet at home. Future research could explore whether the program helps older patients gain a sense of familiarity with the use of technology in health care, thus, reducing the potential for a deepening digital divide among older adults.

Feedback, comments, and suggestions obtained from the 4 stakeholder groups, in tandem with results from similar studies [40-44], suggest a few general principles for developing or enhancing the acceptability of technology-based interventions in general. Computer- and Web-based programs should use text judiciously to reduce the potential for boredom and fatigue from reading large amounts of information [40,41]. Additionally, images and illustrations should be up-to-date [40,41], and health information should be tailored to the target audience and individualized to the patients to maximize the effect of technology-based interventions on behavior change [42,43]. Mental health interventions that receive support from providers enhance patients’ willingness to initiate computer- and internet-based treatments [44]. Because CALM is both provider and patient facing, provider support for the intervention is implicit. Patient-facing programs, however, will likely need providers to encourage their patients to initiate technology-delivered EBPs. Finally, adaptations should be based on feedback from key stakeholders, and program modifications should be presented to and reviewed by the same stakeholders.

The study design draws upon numerous strengths. An iterative design that included inviting the same stakeholders to participate in 3 waves of focus group discussions helped ensure the relevance and consistency of recommended modifications. The strength of this approach was reinforced by hosting the veteran focus group last, which allowed veterans to respond to the recommendations from the other stakeholder groups. Additionally, collecting feedback from stakeholders who are familiar with rural veterans, EBPs, and clinical practice at VA CBOCs may have increased the acceptability and feasibility of the modified program for use in this population. This approach was aligned with a person-based approach for developing and tailoring technology-based interventions [45]. Using a rapid analytic technique allowed the study team to economically communicate stakeholder recommendations to the design team, ensuring that modifications were made within project time constraints.

Limitations

One limitation of our study was that focus group participation declined throughout the study, particularly among veteran stakeholders. Because we were unable to obtain feedback from every stakeholder who participated in the first wave of focus group discussions, it is possible that we may have omitted or failed to implement suggestions as originally envisioned. Additionally, veteran and mental health provider stakeholders were recruited from one geographical region in the southern United States (Arkansas, Louisiana, and Texas). Thus, stakeholder feedback may not be generalizable to other locations. Although a necessary first step in this direction, this study also does not provide data regarding fidelity to the CBT model or treatment outcomes. A next step in this line of research is to determine whether the modified version of CALM improves VA CBOC mental health providers’ fidelity to the CBT model and improves veteran outcomes. The evidence already indicates that the original CALM program achieves these objectives [18,20]; thus, it is important to ascertain whether this has been maintained (or perhaps even enhanced) following revisions. It will also be important to assess whether implementing the program helps ensure the translation of CALM into routine clinical practice in the future because it may increase veterans’ access to EBPs at VA CBOCs.

Conclusions

We modified the CALM program for use in rural VA clinics based on feedback from 2 waves of focus group discussions.
with 4 key stakeholder groups. The results of pilot testing the modified program during a third and final wave suggest that the adaptations increased the relevance and acceptability of CALM content for rural veterans and other key VA stakeholders, such as mental health providers at VA CBOCs. It will be important to assess whether using the program as an interface between providers and patients during sessions enhances veterans’ engagement in EBPs. The iterative approach used in this study holds promise for economically gathering actionable recommendations from stakeholders to enhance the acceptability and feasibility of computer-based programs in health care settings.
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Abstract

Background: Although many pregnant women report fear related to the approaching birth, no consensus exists on how fear of birth should be handled in clinical care.

Objective: This randomized controlled trial aimed to compare the efficacy of a guided internet-based self-help program based on cognitive behavioral therapy (guided ICBT) with standard care on the levels of fear of birth in a sample of pregnant women reporting fear of birth.

Methods: This nonblinded, multicenter randomized controlled trial with a parallel design was conducted at three study centers (hospitals) in Sweden. Recruitment commenced at the ultrasound screening examination during gestational weeks 17-20. The therapist-guided ICBT intervention was inspired by the Unified protocol for transdiagnostic treatment of emotional disorders and consisted of 8 treatment modules and 1 module for postpartum follow-up. The aim was to help participants observe and understand their fear of birth and find new ways of coping with difficult thoughts and emotions. Standard care was offered in the three different study regions. The primary outcome was self-assessed levels of fear of birth, measured using the Fear of Birth Scale.

Results: We included 258 pregnant women reporting clinically significant levels of fear of birth (guided ICBT group, 127; standard care group, 131). Of the 127 women randomized to the guided ICBT group, 103 (81%) commenced treatment, 60 (47%) moved on to the second module, and only 13 (10%) finished ≥4 modules. The levels of fear of birth did not differ between the intervention groups postintervention. At 1-year postpartum follow-up, participants in the guided ICBT group exhibited significantly lower levels of fear of birth ($U=3674.00$, $z=-1.97$, $P=.049$, Cohen $d=0.28$, 95% CI −0.01 to 0.57). Using the linear mixed models analysis, an overall decrease in the levels of fear of birth over time was found ($P \leq .001$), along with a significant interaction between time and intervention, showing a larger reduction in fear of birth in the guided ICBT group over time ($F_{1,192.538}=4.96$, $P=.03$).
Conclusions: Fear of birth decreased over time in both intervention groups; while the decrease was slightly larger in the guided ICBT group, the main effect of time alone, regardless of treatment allocation, was most evident. Poor treatment adherence to guided ICBT implies low feasibility and acceptability of this treatment.

Trial Registration: ClinicalTrials.gov NCT02306434; https://clinicaltrials.gov/ct2/show/NCT02306434 (Archived by WebCite at http://www.webcitation.org/70sJ83qat)

(JMIR Ment Health 2018;5(3):e10420) doi:10.2196/10420
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Introduction

Background

Fear of birth (FOB) has been recognized as an important component in psychosocial antenatal care. More than just affecting the emotional well-being of pregnant women, FOB has repeatedly been associated with measures of both anxiety and depression [1-3], as well as obstetric complications [4], negative birth experiences [4,5], and requests for cesarean births [6,7].

Depending on the population studied and the measurement tool used for identification, the prevalence of FOB varies. However, a worldwide FOB prevalence of 14% has recently been found [8]. Commonly, primiparous women report slightly higher fear levels than multiparous women [9]. It remains unclear how levels of FOB change throughout pregnancy. Huizink [10] found that the mean levels of FOB decreased from early to midpregnancy and were elevated again in late pregnancy. On the individual level, however, different patterns, with fear levels increasing or decreasing during pregnancy, have been shown [11]. The distress experienced because of FOB can persist beyond giving birth. Women with FOB during pregnancy are at risk of still feeling that fear as long as 1 year postpartum or in a subsequent pregnancy [12,13].

Although widely acknowledged in clinical care, the concept of FOB remains poorly defined [14,15], and several terms such as fear of childbirth [16,17], tokophobia [18], or pregnancy anxiety [19] are being used. In essence, FOB refers to experiences of fear, anxiety, or worry related to giving birth. Little is known about the psychological constructs explaining FOB [9]. A distinction is commonly made between fear that predates first pregnancy—primary FOB—and fear that appears following traumatic or distressing childbirth—secondary FOB [18]. Many other variations exist among women fearing birth with regard to fear acquisition, fear objects, symptom severity, and comorbidity [20-23]. Thus, it is important that interventions for FOB are broad or adequately flexible to meet this heterogeneity.

No consensus exists on how FOB should be handled in clinical care. A few different treatment protocols have been evaluated in randomized controlled trials (RCTs). When comparing psychoeducational group sessions with standard care (SC) for women with severe FOB, fewer cesarean births, more positive birth experiences, and less depressive symptoms postpartum were found in the intervention group, however, with small effect sizes for the psychological variables [24-26]. An Australian trial compared midwife telephone counseling on two occasions to standard antenatal care, showing reduced levels of FOB at postintervention (gestational week 36) in both groups [27]. After adjustment for the preintervention levels of FOB, the reduction in FOB was slightly higher for women in the intervention group. In Sweden, women with FOB during pregnancy are, after referral, offered counseling by specially trained midwives [28]. Larsson et al [5] reported that 1 year postpartum most women who received this counseling for FOB were satisfied with their care; however, their pregnancies and births were less favorable than nonfearful women in terms of their level of fear, degree of positive birth experiences, and rate of elective cesarean births. Although generally showing some positive effects of interventions targeting FOB, none of these studies has been convincing in reducing FOB. Given the apparent associations between FOB and measures of anxiety and depression, treatment protocols known to be efficacious in reducing fear, anxiety, and depressive symptoms are thus important to explore.

To date, cognitive behavioral therapy (CBT) remains the treatment of choice for most anxiety disorders [29-33] and one of the treatment alternatives recommended for depression [34]. These recommendations apply to women in the antenatal and postpartum period [35].

Recent advances in the field of CBT offer two highly interesting treatment alternatives with regard to FOB. First, transdiagnostic CBT treatment protocols have shown to be as efficacious as diagnosis-specific interventions for anxiety disorders, with robust effects even in the presence of comorbidity [36]. Considering the various associations between FOB and measures of anxiety and depression, the lack of knowledge regarding specific psychological mechanisms underpinning FOB and the apparent heterogeneity with regard to the symptom severity, comorbidity, and anxious focus, a transdiagnostic approach to CBT might be especially suitable in this context. Second, while the evidence is not yet conclusive [37], evaluations of interventions building on the principles and techniques of CBT but provided over the internet suggest equivalency with face-to-face CBT in terms of efficacy [38]. Guided internet-based self-help programs are well accepted by patients [39] and can be advantageous with regard to patients’ access to treatment, the amount of therapist time required, and their cost-effectiveness [40]. These advantages could be important when trying to implement a new treatment approach in psychosocial antenatal care. Additionally, a treatment that is flexible with regard to time and location might well suit the needs of expecting mothers and families.
Although internet-based self-help based on the principles of CBT could hold promise as a treatment alternative for women experiencing FOB, only one earlier study investigating the feasibility of such an approach has been published. In this nonrandomized study, Nieminen et al [41] tested an internet-based CBT self-help program for primiparous women with FOB. The authors reported a within-group decrease in FOB from preintervention to postintervention (Cohen d=0.95) and concluded that internet-based cognitive behavioral therapy (ICBT) has potential in the treatment of FOB for motivated primiparous women; however, they recommended confirmation by randomized studies.

Objective

The primary aim of this RCT was to evaluate the efficacy of a guided internet-based self-help program based on CBT compared with SC on the levels of FOB in late pregnancy and 1 year postpartum in a Swedish sample of primiparous and multiparous women reporting clinically significant levels of FOB.

Methods

Design and Setting

This RCT was associated with the Uppsala University Psychosocial Care Program (U-CARE). This study, called the U-CARE Pregnancy trial, was a nonblinded, multicenter RCT with a parallel design, comparing guided ICBT with SC for pregnant women reporting FOB [42]. It was registered at ClinicalTrials.gov (NCT02306434) and approved by the Regional Ethical Review Board in Uppsala (No. 2013/209). We used a study-specific website called the U-CARE portal [43] for data collection and implementation of the guided ICBT intervention. Once the study was launched, the methods used for data collection and internet-based intervention were frozen and could not be changed. Recruitment and SC interventions were conducted at three study centers in Sweden—1 university hospital with an annual rate of 4000 births and 2 referral hospitals with an annual rate of 2800 and 1600 births, respectively.

Sample Size Estimation

The sample size was determined on a reduction in the level of FOB, assessed in midpregnancy and 1 year after giving birth. The sample size of this study was based on a Swedish study, where 59% of women who had FOB during pregnancy reported no FOB 1 year postpartum [44]. With a 20% reduction of FOB, a two-sided test, a power of 0.80, and a significance level of 0.05, the power calculation showed that approximately 200 participants needed to be enrolled in this study [42].

Participants

Between February 2014 and February 2015, women undergoing ultrasound screening examination in gestational weeks 17-20 were screened for possible identification of FOB. The level of FOB was assessed by the Fear of Birth Scale (FOBS), where a cutoff of ≥60 was used to identify FOB [11,45]. The inclusion criteria were an ongoing pregnancy in gestational weeks 17-20, an ultrasound screening examination with no reported adverse findings, FOBS≥60, proficiency in Swedish language, and personal access to a mobile phone and computer with internet connection. Before enrollment, eligible women were given written and oral information about the study by the research midwives, and women willing to participate gave their written informed consent. Those who gave their consent received log-in details to the U-CARE portal and logged in and completed the internet-based preintervention questionnaire. After the completion of the questionnaire, participants were randomized by the U-CARE portal (1:1) to either the guided ICBT or the SC group.

Of 4502 women screened for FOB, 864 (19%) had a FOBS score of ≥60. Of 325 women who accepted participation in the RCT, 276 gave written informed consent. The main reasons for not willing to participate were that they felt no need for treatment (n=111), did not accept randomization (n=69), or felt that their fears (eg, fear of bleeding because of placenta previa, not finding an available hospital bed, or not reaching the hospital in time) could not be treated (n=61). In the end, 258 participants completed the preintervention questionnaire and were randomized as follows: 127 were allocated to the guided ICBT group and 131 to the SC group. Figure 1 shows the full Consolidated Standards of Reporting Trials flowchart.

Guided Internet-Based Self-Help Program Based on Cognitive Behavioral Therapy

The aim of the guided ICBT intervention was to help participants observe and understand their FOB and find new ways of coping with difficult thoughts and emotions. With a study group that is likely to be highly heterogeneous (eg, with regard to parity and differences in fear acquisition, fear objects, symptom severity, and comorbidity), the treatment needed to be broad yet adequately flexible to be applicable to a wide range of different individual needs. Thus, the intervention was inspired by the unified protocol for transdiagnostic treatment of emotional disorders (UP), a broad face-to-face CBT protocol, designed for the applicability to all anxiety and unipolar mood disorders [46,47]. The study self-help material was built on the content of 7 of 8 modules in the UP, however, adapted to meet the needs of the current population (eg, with regard to the content and order of psychoeducative elements and by means of FOB-specific examples). Module 6 in the UP focuses specifically on the interoceptive exposure for induced symptoms. With a pregnant study sample, we decided to omit this module. To not risk getting into discussions of the accuracy of perceived threats, especially when not meeting participants face-to-face, we chose not to put too much emphasis on cognitive reappraisal (as presented in Module 4 in the UP). While still working on identifying automatic thoughts and giving some basic tools for reappraisal, we expanded the cognitive module by introducing exercises in cognitive defusion [48].

The self-help material was in Swedish and consisted of text material (81 downloadable PDF pages, including worksheets), audio files, photographs, and assignments related to each part of the program. The material was divided into 8 treatment modules and 1 module for the postpartum follow-up (see Textbox 1 for an overview). Participants were recommended to complete one self-help module per week. Each module
included 1-3 homework assignments that were reported using the internet-based platform. On completion of the assignments, participants received personalized written feedback and were given access to the next self-help module.

**Figure 1.** Flowchart of participants throughout the trial. ICBT: internet-based cognitive behavioral therapy SC: standard care.
Textbox 1. Overview of the guided internet-based self-help program based on cognitive behavioral therapy.

<table>
<thead>
<tr>
<th>Introduction and motivation enhancement</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Introduction to the program</td>
</tr>
<tr>
<td>• Understanding fear and anxiety</td>
</tr>
<tr>
<td>• Motivation and behavioral change</td>
</tr>
<tr>
<td>• Assignment: Setting individual treatment goals</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Emotion</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The function of emotion</td>
</tr>
<tr>
<td>• Physiological, cognitive, and behavioral aspects of emotion</td>
</tr>
<tr>
<td>• Assignment: Self-monitoring of emotional reactions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Learned and emotion-driven behaviors</td>
</tr>
<tr>
<td>• Avoidance and negative reinforcement</td>
</tr>
<tr>
<td>• Assignment: Self-monitoring of emotion-driven behaviors and avoidance behaviors</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cognition</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Automatic appraisals and catastrophizing</td>
</tr>
<tr>
<td>• Viewing cognitions as merely cognitions: working with cognitive defusion</td>
</tr>
<tr>
<td>• Assignment: Identification of childbirth-related catastrophic cognitions</td>
</tr>
<tr>
<td>• Assignment: Cognitive defusion exercises</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mindfulness and acceptance</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Nonjudgmental present-moment awareness</td>
</tr>
<tr>
<td>• Acceptance in relation to pregnancy and childbirth</td>
</tr>
<tr>
<td>• Assignment: Guided present-focused awareness</td>
</tr>
<tr>
<td>• Assignment: Anchoring in the present</td>
</tr>
<tr>
<td>• Assignment: Identifying childbirth- or pregnancy-related areas in need of acceptance</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exposure, part I</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The purpose and value of exposure-based interventions</td>
</tr>
<tr>
<td>• Different forms of exposure: situational, imaginative, and interoceptive</td>
</tr>
<tr>
<td>• Assignment: Generating a personalized avoidance hierarchy for emotional exposure</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exposure, part II</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Planning and implementation of exposure-based interventions</td>
</tr>
<tr>
<td>• Assignment: Exposure to images related to childbirth</td>
</tr>
<tr>
<td>• Assignment: Exposure to avoided situations in accordance with personal hierarchy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Generalization and maintenance</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Progress and acquired skills: a summary of the program</td>
</tr>
<tr>
<td>• Being your own therapist: working with maintenance, relapse prevention, and further development</td>
</tr>
<tr>
<td>• Assignment: Evaluation of personal progress and acquired skills</td>
</tr>
<tr>
<td>• Assignment: Creating a plan for maintenance and future development</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Postpartum follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Childbirth in retrospect: the unique experience of each childbirth</td>
</tr>
<tr>
<td>• Generalizing acquired skills to other areas of life</td>
</tr>
</tbody>
</table>
The guided ICBT program was delivered through a secure internet-based platform, the U-CARE portal, using double verification for log-in. When randomized to the guided ICBT group, participants were also randomized to one of the two licensed clinical psychologists, who guided them through the self-help program. A welcome message was sent to each participant in the portal, along with a short message service (SMS) text message to their mobile phone. Participants who did not log in or follow the treatment plan received reminders, both in the portal and through SMS text messages, at 10 days and 4 weeks after randomization or their last log-in. About half-time through the project, the psychologists started to call each participant randomized to the guided ICBT group to optimize adherence and motivation. In total, 37 participants talked with their psychologist on the phone, whereas 15 did not respond despite several calls. The psychologists were active in the U-CARE portal three times a week, giving feedback on homework assignments, sending reminders, and answering messages from participants in the U-CARE portal.

Standard Care: Counseling by Midwives

All hospitals in Sweden provide SC for pregnant women with FOB [28]. Although guidelines exist [49], the content of SC and the time set aside for it differ between hospitals [28,50]. Women with FOB usually receive 2-4 counseling sessions either by antenatal midwives, counseling midwives and obstetricians, or a psychosocial unit consisting of midwives, obstetricians, and psychologists. The counseling aims at understanding the origin of fear, reducing the fear, preparing for childbirth, empowering women in their ability to give birth, and making the birth experience as positive as possible, regardless of the mode of birth [24]. Since SC is organized differently across the country, this also applies to SC at the study centers in this study. Depending on which study center a participant belonged to, SC started either in the next meeting with the antenatal midwife or after referral to a counseling midwife or a psychosocial unit [42].

Primary Outcome Measure

In this study, the primary outcome measure was the levels of FOB, measured in late pregnancy using FOBS [11,45]. This 2-item 100-mm visual analog scale consists of the question “How do you feel right now about the approaching birth,” with the anchor words calm or worried and no fear or strong fear. FOBS has previously been used in child-bearing populations [45,51-53] and has been proposed as a valid instrument for measuring FOB in both research and clinical contexts [11,45]. The postpartum version of FOBS is worded as “How do you feel right now when thinking about giving birth again,” with the anchor words calm or worried and no fear or strong fear.

Data Collection

Data were collected through self-assessment questionnaires at 4 time-points as follows: (1) at the ultrasound screening examination in gestational weeks 17-20; (2) through the U-CARE portal at preintervention in gestational weeks 20-25; (3) through the U-CARE portal at postintervention in gestational weeks 30 and 36; (4) through the U-CARE portal and offline questionnaires at follow-up, 1 year postpartum. Reminders were sent to each participant at 1, 6, 12, 30, and 38 days after the start of each time-point to maintain retention. Demographic and obstetric data were collected at preintervention. FOBS was included in all time-points.

Statistical Analysis

Statistical analyses were informed by the Consolidated Standards of Reporting Trials checklist [54] and conducted in the SPSS Statistics for Windows, version 24 (IBM Corp., Armonk, NY). Data from gestational weeks 30 and 36 were combined using the last observation carried forward, and the parity variable was dummy coded (0=primiparous, 1=multiparous). Participants who did not respond at either postintervention or follow-up were defined as lost to follow-up. Between-group differences in preintervention characteristics were analyzed using the independent-sample t test and Mann-Whitney U test for continuous variables and the Pearson’s chi-square test for categorical variables. Little’s missing completely at random test [55] was used to conclude that data were missing completely at random.

In this intention-to-treat study, linear mixed model analyses were used to analyze changes in FOB over time and whether such changes were dependent on the treatment allocation, parity of participants, or the interaction of both. Building on a likelihood-based approach, the linear mixed models analysis uses all available data and produces unbiased parameter estimates under the assumption of data being missing at random, making it suitable for intention-to-treat analyses in longitudinal studies with data missing at random [56-58]. We used the maximum likelihood estimation to compare the first basic model with subsequent models of increasing complexity using the likelihood ratio statistic [59].

The linear mixed model analyses were conducted in a sequence of nested models. The basic model examined the fixed effect of time on the dependent variable FOB, with a fixed intercept. The time variable represented the pregnancy week in which women responded to the questionnaires, with the intercept (point of zero) being the estimated due date. In the second model, a random effect of time, with a random intercept was included, adopting an unstructured covariance structure. Two different variants of the third model were conducted, one including the fixed effects of treatment and treatment × time, the other including the fixed effects of parity and parity × time. The fourth model involved all parameters included in the third models, as well as the three-way interaction between time, treatment, and parity. We compared the improved fit of each model with the preceding one using the likelihood ratio statistic [59].
As the linear mixed model analysis provides individual estimates of the outcome variable for each model tested, the estimated means were calculated from the values predicted in the last model that was statistically superior to prior models. We analyzed the between-group differences in FOBS at postintervention and 1-year follow-up using the Mann-Whitney U test. Next, we calculated between- and within-group effect sizes (Cohen $d$) and their 95% CIs on the basis of both observed and estimated data. The clinically significant reduction in FOBS was calculated and defined by a cutoff 2 SDs below the preintervention mean of the group [60]. Differences in the rate of treatment responders between the intervention groups were compared using the Pearson’s chi-square test.

**Results**

**Sample Characteristics**

Table 1 presents the preintervention characteristics of study participants. The mean age of participants was 29.6 years (SD 4.88; range: 17-42 years), and 60% (154/258) of these were primiparous, whereas 40% (104/258) were multiparous. Regarding their preintervention characteristics, no difference was observed in the level of FOBS between the parity groups. Primiparous women were younger ($P<.001$), and more often reported an eating disorder ($P=.02$), whereas multiparous women more often reported having had a previous miscarriage ($P<.001$) or abortion ($P=.003$; results not presented). Of the multiparous women, 36% (37/104) reported a previous negative birth experience, 22% (23/104) had experienced a previous emergency cesarean birth, and 25% (26/104) had experienced a birth aided by vacuum extraction. Of all participants, about 4% (10/258) were currently receiving CBT treatment, 11% (28/258) had participated in a CBT treatment prior to this pregnancy, and 7% (17/258) had received treatment for FOBS prior to this pregnancy. The guided ICBT and SC groups did not differ with regard to any of the background characteristics or the level of FOBS at screening or preintervention. Although all participants scored above the clinical cutoff for FOBS at screening (FOBS ≥60), 52 (20%) scored below this cutoff at preintervention.

**Treatment Adherence**

Table 2 shows the number of treatment modules opened by the participants in the guided ICBT group. Of all participants allocated to this intervention, 81% (103/127) commenced treatment. Among these, the mean time logged in the portal was 39.96 minutes (SD 49.88; range: 1-244 minutes) or 13.21 minutes per opened module (SD 10.03; range: 0.5-47). Primiparous and multiparous women did not differ with regard to any of the variables related to the treatment adherence. Feedback regarding the adherence to SC could not be retrieved from care providers. All participants randomized to the SC group did not report whether they received SC. Of 79 women responding to this question, 3 (4%) reported not having participating in any treatment. In accordance with the intention-to-treat principle, all participants were asked to complete postintervention and follow-up assessments, regardless of the treatment adherence.

**Missing Data Analysis**

The Little’s missing completely at random test showed that data were missing completely at random in the primary outcome variable ($\chi^2=9.8$, $P=.28$). Further analysis showed that participants defined as lost to follow-up (did not respond either at postintervention or follow-up) were no different from the other participants with regard to any preintervention characteristic or the level of FOBS at screening or preintervention. However, participants lost to follow-up were more likely to belong to the guided ICBT group ($\chi^2=11.2$, $P<.001$). Overall, 24 (18.9%) participants in the ICBT group and 7 (5.3%) in the SC group were lost to follow-up.

**Descriptive Statistics, Mean Differences, and Effect Sizes**

Figure 2 plots and Tables 3 and 4 present the observed and estimated means and SDs of the primary outcome measure, along with the within-group effect sizes (Cohen $d$) and 95% CIs. The estimated means were calculated from the individual values of FOBS predicted in Model 3a in the linear mixed model analysis. The levels of FOBS did not differ between the intervention groups at postintervention. After 6 months postpartum follow-up, participants in the guided ICBT group exhibited significantly lower levels of FOBS, both in the observed and estimated data ($U=3674.00$, $z=–1.97$, $P=0.049$ and $U=6985.00$, $z=–2.23$, $P=0.027$, respectively). Although the within-group effect sizes were generally found to be moderate or large, the between-group effect sizes were small or very small, Cohen $d$=0.14 favoring SC at postintervention and Cohen $d$=0.28 favoring the guided ICBT at follow-up in the observed data. The estimated between-group effect sizes were Cohen $d$=0.15 at postintervention, and Cohen $d$=0.29 at follow-up. At postintervention, 99 of 200 responding women had a FOBS score of ≥60 (guided ICBT group, 44/80; SC group, 55/120). At follow-up, the corresponding figures were 65 of 189 in the total sample (guided ICBT group, 29/84; SC group, 36/105).

**Responder Analysis**

In line with recommendations by Jacobson and Truax [60], the cutoff for responding to treatment was set at 2 SDs below the preintervention mean of the group (FOBS≤38). At postintervention, a significantly higher proportion of participants in the SC group scored below this cutoff, 29 (22.1%) compared with 11 (8.7%) in the guided ICBT group ($\chi^2=8.9$, $P=.003$). At follow-up, the groups did not differ significantly, with 44 (34.6%) participants in the guided ICBT group and 37 (28.2%) participants in the SC group reaching below this cutoff.

**Linear Mixed Model Analysis**

The basic linear mixed model showed a significant effect of time on FOBS. Overall, the FOBS score decreased from screening to follow-up ($F_{1,905}=220.08$, $P<.001$).
Table 1. Characteristics of participants at preintervention.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Guided internet-based cognitive behavioral therapy (n=127), n (valid %)</th>
<th>Standard care (n=131), n (valid %)</th>
<th>All participants (n=258), n (valid %)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>21 (16.5)</td>
<td>16 (12.2)</td>
<td>37 (14.3)</td>
</tr>
<tr>
<td>25-35</td>
<td>90 (70.9)</td>
<td>96 (73.3)</td>
<td>186 (72.1)</td>
</tr>
<tr>
<td>&gt;35</td>
<td>16 (12.6)</td>
<td>19 (14.5)</td>
<td>35 (13.6)</td>
</tr>
<tr>
<td><strong>Civil status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with partner</td>
<td>121 (95.3)</td>
<td>122 (93.1)</td>
<td>243 (94.2)</td>
</tr>
<tr>
<td>Not living with partner</td>
<td>6 (4.7)</td>
<td>9 (6.9)</td>
<td>15 (5.8)</td>
</tr>
<tr>
<td><strong>Level of education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compulsory school or high school</td>
<td>55 (43.3)</td>
<td>65 (49.6)</td>
<td>120 (46.5)</td>
</tr>
<tr>
<td>University education</td>
<td>72 (56.7)</td>
<td>66 (50.4)</td>
<td>138 (53.5)</td>
</tr>
<tr>
<td><strong>Country of birth</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>108 (85.0)</td>
<td>116 (88.5)</td>
<td>224 (86.8)</td>
</tr>
<tr>
<td>Other country</td>
<td>19 (15.0)</td>
<td>15 (11.5)</td>
<td>34 (13.2)</td>
</tr>
<tr>
<td><strong>Computer illiterate</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5 (3.9)</td>
<td>4 (3.1)</td>
<td>9 (3.5)</td>
</tr>
<tr>
<td>No</td>
<td>122 (96.1)</td>
<td>127 (96.9)</td>
<td>249 (96.5)</td>
</tr>
<tr>
<td><strong>Previous abortion</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>31 (24.4)</td>
<td>30 (22.9)</td>
<td>61 (23.6)</td>
</tr>
<tr>
<td>No</td>
<td>96 (75.6)</td>
<td>101 (77.1)</td>
<td>197 (76.4)</td>
</tr>
<tr>
<td><strong>Previous miscarriage</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>30 (23.6)</td>
<td>30 (22.9)</td>
<td>60 (23.3)</td>
</tr>
<tr>
<td>No</td>
<td>97 (76.4)</td>
<td>101 (77.1)</td>
<td>198 (76.7)</td>
</tr>
<tr>
<td><strong>Ongoing or history of depression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>41 (32.3)</td>
<td>50 (38.2)</td>
<td>91 (35.3)</td>
</tr>
<tr>
<td>No</td>
<td>86 (67.7)</td>
<td>81 (61.8)</td>
<td>167 (64.7)</td>
</tr>
<tr>
<td><strong>Ongoing or history of anxiety</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>35 (27.6)</td>
<td>40 (30.5)</td>
<td>75 (29.1)</td>
</tr>
<tr>
<td>No</td>
<td>92 (72.4)</td>
<td>91 (69.5)</td>
<td>183 (70.9)</td>
</tr>
<tr>
<td><strong>Ongoing or history of an eating disorder</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>14 (11.0)</td>
<td>16 (12.2)</td>
<td>30 (11.6)</td>
</tr>
<tr>
<td>No</td>
<td>113 (89.0)</td>
<td>115 (87.8)</td>
<td>228 (88.4)</td>
</tr>
<tr>
<td><strong>Ongoing or history of bipolar disorder</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0 (0.0)</td>
<td>3 (2.3)</td>
<td>3 (1.2)</td>
</tr>
<tr>
<td>No</td>
<td>127 (100.0)</td>
<td>128 (97.7)</td>
<td>255 (98.8)</td>
</tr>
<tr>
<td><strong>Ongoing or history of other psychiatric disorder</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7 (5.5)</td>
<td>15 (11.5)</td>
<td>22 (8.5)</td>
</tr>
<tr>
<td>No</td>
<td>120 (94.5)</td>
<td>116 (88.5)</td>
<td>236 (91.5)</td>
</tr>
<tr>
<td><strong>Using medication for depression or anxiety at present</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7 (5.5)</td>
<td>13 (9.9)</td>
<td>20 (7.8)</td>
</tr>
<tr>
<td>No</td>
<td>120 (94.5)</td>
<td>118 (90.1)</td>
<td>238 (92.2)</td>
</tr>
</tbody>
</table>
Table 2. Participants in the guided internet-based cognitive behavioral therapy (ICBT) group who opened each treatment module and the mean time spent per module.

<table>
<thead>
<tr>
<th>Module</th>
<th>ICBT group (n=127)</th>
<th>Primiparas (n=77)</th>
<th>Multiparas (n=50)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Opened module</td>
<td>Minutes in module(^a)</td>
<td>Opened module</td>
</tr>
<tr>
<td>1</td>
<td>103 (81)</td>
<td>12.49 (83)</td>
<td>12.56 (83)</td>
</tr>
<tr>
<td>2</td>
<td>60 (47)</td>
<td>10.97 (48)</td>
<td>11.17 (48)</td>
</tr>
<tr>
<td>3</td>
<td>35 (28)</td>
<td>29.49 (24)</td>
<td>31.00 (24)</td>
</tr>
<tr>
<td>4</td>
<td>24 (19)</td>
<td>22.38 (10)</td>
<td>22.47 (10)</td>
</tr>
<tr>
<td>5</td>
<td>13 (10)</td>
<td>35.62 (6)</td>
<td>34.80 (6)</td>
</tr>
<tr>
<td>6</td>
<td>7 (6)</td>
<td>12.86 (4)</td>
<td>9.60 (4)</td>
</tr>
<tr>
<td>7</td>
<td>1 (1)</td>
<td>29.00 (2)</td>
<td>0.00 (2)</td>
</tr>
<tr>
<td>8</td>
<td>1 (1)</td>
<td>20.00 (2)</td>
<td>0.00 (2)</td>
</tr>
<tr>
<td>9(^b)</td>
<td>1 (1)</td>
<td>1.00 (2)</td>
<td>0.00 (2)</td>
</tr>
</tbody>
</table>

\(^a\)Mean time, measured in minutes, spent per module by participants who opened the module.
\(^b\)Module for the postpartum follow-up.

Table 3. Observed means and SDs of Fear of Birth Scale scores at screening, preintervention, postintervention, and follow-up, including the within-group effect sizes.

<table>
<thead>
<tr>
<th>Type of Intervention</th>
<th>Descriptive statistics</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Guided ICBT(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screening</td>
<td>127</td>
<td>74.76 (10.38)</td>
</tr>
<tr>
<td>Preintervention</td>
<td>127</td>
<td>74.06 (16.70)</td>
</tr>
<tr>
<td>Postintervention</td>
<td>80</td>
<td>60.56 (21.63)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>84</td>
<td>41.17 (32.65)</td>
</tr>
<tr>
<td>Standard Care</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screening</td>
<td>131</td>
<td>74.96 (11.36)</td>
</tr>
<tr>
<td>Preintervention</td>
<td>131</td>
<td>71.44 (17.99)</td>
</tr>
<tr>
<td>Postintervention</td>
<td>120</td>
<td>57.20 (24.83)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>105</td>
<td>50.11 (30.48)</td>
</tr>
</tbody>
</table>

\(^a\)ICBT: internet-based cognitive behavioral therapy.
\(^b\)Preintervention (n=80) mean 71.80 (SD 16.88).
\(^c\)Preintervention (n=84) mean 72.92 (SD 16.49).
\(^d\)Preintervention (n=120) mean 72.20 (SD 17.47).
\(^e\)Preintervention (n=80) mean 71.58 (SD 17.69).
Table 4. Estimated means and SDs of the Fear of Birth Scale scores at screening, preintervention, postintervention, and follow-up, including the within-group effect sizes.

<table>
<thead>
<tr>
<th>Type of Intervention</th>
<th>Descriptive statistics</th>
<th>Effect size</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
<td>Cohen d</td>
</tr>
<tr>
<td><strong>Guided ICBT</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screening</td>
<td>127</td>
<td>74.26 (5.73)</td>
<td></td>
</tr>
<tr>
<td>Preintervention</td>
<td>127</td>
<td>71.76 (6.61)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>127</td>
<td>67.15 (8.62)</td>
<td>0.60</td>
</tr>
<tr>
<td>Follow-up</td>
<td>127</td>
<td>41.03 (22.45)</td>
<td>1.86</td>
</tr>
<tr>
<td><strong>Standard Care</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screening</td>
<td>131</td>
<td>70.94 (6.33)</td>
<td></td>
</tr>
<tr>
<td>Preintervention</td>
<td>131</td>
<td>69.29 (7.33)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>131</td>
<td>65.73 (9.65)</td>
<td>0.42</td>
</tr>
<tr>
<td>Follow-up</td>
<td>131</td>
<td>47.87 (24.10)</td>
<td>1.20</td>
</tr>
</tbody>
</table>

*ICBT: internet-based cognitive behavioral therapy.*

**Figure 2.** Observed and estimated Fear of Birth Scale mean scores from screening until 1 year postpartum. ICBT: internet-based cognitive behavioral therapy; SC: standard care.

The second model, examining whether the effect of time on FOB differed between individuals, showed significantly better fit with data than the first model ($\chi^2 = 214.4, P < .001$). Significant variance remaining in the intercept and time variable indicated significant differences between participants with regard to the estimated level of FOB at the estimated due date and in the effect of time on FOB. Overall, this implies that both levels of FOB and how these levels changed over time differed significantly between participants.

In the third pair of models, we investigated whether these individual differences in the effect of time on FOB could be attributed to the treatment allocation or parity. In Model 3a, a significant interaction between treatment and time was found ($F_{1,192.538} = 4.96, P = .03$), showing that the reduction in FOB over time was significantly larger in the guided ICBT group (−0.46 units/week) than in the SC group (−0.31 units/week). However, the predicted level of FOB at the estimated due date did not differ significantly (guided ICBT group, 64.61; SC group, 64.15; $t_{1,240.996} = −0.24, P = .81$). Hence, when comparing the intervention groups, no difference was observed in FOB in late pregnancy. When considering the entire study period, FOB decreased more in the guided ICBT group. In comparison with Model 2, Model 3a showed significantly better fit with data ($\chi^2 = 7.8, P = .02$). However, Model 3b did not show a better fit with data than Model 2 ($\chi^2 = 0.5, P = .80$), with no significant interaction between parity and time. Hence, changes in FOB over time were not significantly different between primiparous and multiparous women.

In the main purpose of Model 4 was to examine the possibility of a three-way interaction between time, treatment, and parity. No such interaction effect was found, and Model 4 did not show a better fit with data compared with Model 3a ($\chi^2 = 0.5, P = .97$), suggesting that the interaction between time and treatment did not differ depending on parity.
Discussion

Principal Findings

In this study, the level of FOB was found to decrease over time in both groups, generally with medium within-group effect sizes during pregnancy and large effect sizes from midpregnancy to 1 year postpartum. Similar decreases in FOB over time have been shown before, both among women with mixed levels of fear in early pregnancy [11] and among women receiving support for FOB [27]. This apparent effect of time alone points to the importance of including a proper control group when evaluating treatments for FOB. It is, thus, possible that the previously shown within-group effect of internet-based, therapist-supported, self-help for FOB [41] could, at least, in part, be attributable to a natural decrease in FOB over time. Unexpectedly, in 20% of participants, we observed a reduction of FOB below the inclusion criteria cutoff already before randomization and the introduction of any planned intervention. Although possibly an effect of the passage of time alone, this reduction might also be related to participants talking to a research midwife on the phone to be included in the study or simply because of statistical regression to the mean. As pregnancy itself is time-limited and the utmost feared situation will ultimately occur, the passage of time might have a unique meaning within this particular population.

When comparing the different interventions, participants allocated to the SC group were more likely to have responded to the treatment at postintervention measurement. However, mean differences were not significant at this time, and the between-group effect size was ignorable (Cohen $d=0.14$). In the linear mixed model analyses, a small, yet significant, interaction between time and treatment was found, indicating that over time FOB decreased slightly more among participants allocated to the guided ICBT group. This effect was most evident at 1-year postpartum follow-up, when participants in the guided ICBT group exhibited significantly lower levels of FOB, however, still with a small between-group effect size (Cohen $d=0.28$). This finding is not easily interpreted. First, given the low adherence to treatment in the guided ICBT group, these differences might not be attributable to the ICBT intervention. Perhaps, the differences rather relate to the interventions provided in the SC group. If so, our results might be in line with recently published results showing that women who receive SC for FOB still have higher levels of FOB in late pregnancy than women with FOB who do not receive SC [11]. Although highly valued by women receiving this form of support [5,61], the design of interventions provided in SC might be more focused on reducing FOB during the ongoing pregnancy (eg, by means of being able to convey what feels important during birth or planning for pain relief) than on treating fear in a long-term perspective.

Second, as the difference between the intervention groups does not appear until 1 year postpartum, multiple factors during childbirth and in the postpartum period might mediate this effect. Although findings are not coherent [62], previous research suggests that FOB during pregnancy might be positively correlated with the experience of pain during childbirth [63,64], longer birth duration [65-67], and a more negative rating of the overall birth experience [4,5]. Some studies have suggested a higher number of emergency cesarean births among women with FOB [68-70]. Furthermore, postpartum levels of FOB have been associated with previous mode of delivery, intervention at birth, or emergency cesarean births [4,13,20], as with more negative birth experiences [4,13]. Overall, when trying to understand FOB in the postpartum period, outcomes and experiences of giving birth are likely to contribute significantly, either as mediators, moderators, or as confounding variables. In this study, randomization and the resulting equivalence between the intervention groups prior to intervention will contribute to the minimization of the effect of extraneous variables.

In this trial, both primiparous and multiparous women were included. Although these groups are commonly separated and assumed to be in need of different interventions, there is nothing in our results that points specifically to that conclusion. We did not find any difference in FOB or the effect of the different interventions between primiparas and multiparas. Moreover, no difference was observed with regard to the treatment adherence or participant dropout. Hence, as far as we can see, none of these treatment alternatives seems to suit either parity group better.

Limitations

This study has several methodological limitations—the most problematic of these related to the poor treatment adherence, participants being lost to follow-up, and wide inclusion criteria giving room for sample heterogeneity.

Concerning the SC group, we have no information on who actually received any counseling, how many appointments each participant had, who conducted the counseling or what it consisted of. We can only rely on the results of Larsson et al [28], showing that counseling exists nationwide but differs considerably in aspects such as available treatment options for women and educational background and time set aside for health care professionals providing counseling.

In the guided ICBT group, very low treatment adherence is obvious. Unfortunately, it is difficult to know all the reasons participants had for not engaging in their ICBT. Some participants reported reduced levels of fear, changes in their life circumstances, having received other forms of treatment, not having sufficient time, or problems related to the internet-based portal, whereas most did not respond to any attempt from the study team to get in contact. In this study, we did not measure the treatment acceptance or credibility. However, it seems likely to assume that the guided ICBT was not a well-accepted intervention in this sample. Quite a few potential participants declined participation because they did not accept randomization to either intervention, that is, they preferred SC beforehand. The 24 participants who did not commence the guided ICBT at all are likely to belong to that group as well. Fewer than half of the participants allocated to the guided ICBT group finished the first module and went on to the second module, and less than one-third advanced to Module 3. This poor adherence can be attributed to several possible reasons, potentially related to expectations and care preferences in the population, the process
of inclusion and exclusion of participants, lack of preintervention assessment of individual needs, issues related to the U-CARE portal, instructions and reminders not being sufficient, treatment format, or self-help material not meeting the expectations of participants.

Besides low treatment adherence, there were quite large amounts of missing data, resulting in the need to combine two postintervention measures. Unfortunately, the amount of missing data was particularly evident in the guided ICBT group, presumably because of the low treatment adherence and participants having difficulties in differentiating between their treatment and data collection. However, with data being missing completely at random, we could use all available data and perform the intention-to-treat analysis using linear mixed models with the maximum likelihood estimation.

**Contribution**

Although this study has some apparent limitations, it also has strengths. First, to the best of our knowledge, this is the first study using a randomized controlled design to evaluate the effects of CBT on FOB. The randomized controlled design and the equivalence between the intervention groups are important factors enhancing the internal validity of a study [71]. The inclusion of a control group is important to differentiate between the effect of the intervention and confounding variables. Although wait-list controls are commonly used in psychotherapy research, the limited time of pregnancy makes this control condition difficult to apply with regard to FOB. Although SC is difficult to control and thus may threaten the internal validity of the study, we still found this the most appropriate control condition available. Importantly, it gave us the possibility to differentiate the effect of treatment with what appears to be the effect of time alone.

Second, although primarily an efficacy study, the generous inclusion of participants and the naturalistic setting of this study resemble the prioritizations of effectiveness studies [71], resulting in a reduced level of control regarding potential confounding variables (eg, heterogeneity within the sample in terms of the symptom severity, comorbidity, and concurrent treatments). Despite these problems, the results still give a hint of how guided ICBT could work in a naturalistic setting. Since participants were included when visiting standard antenatal care, they have not actively asked for treatment for their FOB. Hence, the sample is not likely to be comparable with highly motivated samples of participants who have self-recruited to guided ICBT, as in the study by Nieminen et al [41] and many studies evaluating CBT delivered over the internet [72]. Instead, with regard to their age, civil status, and level of education, participants in this study were very similar to the general birthing population in Sweden [73]. As women with insufficient knowledge in the Swedish language were excluded from this study, the results cannot be generalized to this population.

**Conclusions**

In this study, FOB decreased during pregnancy and until 1 year postpartum, both in the guided ICBT group and the SC group. The reduction in FOB was similar in the intervention groups during pregnancy, and the effect of time alone appeared as more important than the specific effect of any intervention. One year postpartum, a stronger reduction in FOB was found in the guided ICBT group—a finding that was not easily interpreted given the low adherence to the guided ICBT and the wide array of potential mediators, moderators, and confounders during childbirth and the postpartum period. Hence, the guided ICBT, as offered in this study, did not seem to be a feasible or well-accepted approach for treating FOB.

**Future Directions**

The challenge in future research will be to find an intervention that is both well accepted by pregnant women and effective in reducing FOB. Considering the strong evidence for CBT in treating anxiety, cognitive and behavioral interventions should not be ruled out at this early point. However, to enhance the credibility among pregnant women and caregivers, we need to learn more about the experiences of women participating in different intervention programs and make adjustments in the treatment format and structure based on their views. Instead of comparing different treatment interventions, it might be more fruitful to integrate existing and well-accepted midwife counseling with CBT interventions, acknowledging the need for individual tailoring.
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Abstract

Background: Social anxiety is highly prevalent among college students. Current methodologies for detecting symptoms are based on client self-report in traditional clinical settings. Self-report is subject to recall bias, while visiting a clinic requires a high level of motivation. Assessment methods that use passively collected data hold promise for detecting social anxiety symptoms and supplementing self-report measures. Continuously collected location data may provide a fine-grained and ecologically valid way to assess social anxiety in situ.

Objective: The objective of our study was to examine the feasibility of leveraging noninvasive mobile sensing technology to passively assess college students’ social anxiety levels. Specifically, we explored the different relationships between mobility and social anxiety to build a predictive model that assessed social anxiety from passively generated Global Positioning System (GPS) data.

Methods: We recruited 228 undergraduate participants from a Southeast American university. Social anxiety symptoms were assessed using self-report instruments at a baseline laboratory session. An app installed on participants’ personal mobile phones passively sensed data from the GPS sensor for 2 weeks. The proposed framework supports longitudinal, dynamic tracking of college students to evaluate the relationship between their social anxiety and movement patterns in the college campus environment. We first extracted the following mobility features: (1) cumulative staying time at each different location, (2) the distribution of visits over time, (3) the entropy of locations, and (4) the frequency of transitions between locations. Next, we studied the correlation between these features and participants’ social anxiety scores to enhance the understanding of how students’ social anxiety levels are associated with their mobility. Finally, we used a neural network-based prediction method to predict social anxiety symptoms from the extracted daily mobility features.

Results: Several mobility features correlated with social anxiety levels. Location entropy was negatively associated with social anxiety (during weekdays, \( r = -0.67 \); and during weekends, \( r = -0.51 \)). More (vs less) socially anxious students were found to avoid public areas and engage in less leisure activities during evenings and weekends, choosing instead to spend more time at home after school (4 pm-12 am). Our prediction method based on extracted mobility features from GPS trajectories successfully classified participants as high or low socially anxious with an accuracy of 85% and predicted their social anxiety score (on a scale of 0-80) with a root-mean-square error of 7.06.

Conclusions: Results indicate that extracting and analyzing mobility features may help to reveal how social anxiety symptoms manifest in the daily lives of college students. Given the ubiquity of mobile phones in our society, understanding how to leverage passively sensed data has strong potential to address the growing needs for mental health monitoring and treatment.

(JMIR Ment Health 2018;5(3):e10101) doi:10.2196/10101
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Introduction

Social anxiety is marked by an extreme fear of being scrutinized and judged by others in social or performance situations [1]. In addition to being a widespread problem among college students, a high social anxiety level is associated with a low quality of life. For example, socially anxious individuals suffer from impaired academic functioning and relationships [2]. The American College Health Association reported that 40% of students reported feeling “overwhelming anxiety” at least once in the preceding year [3].

Current techniques to identify social anxiety are typically based on self-report via questionnaires or interviews in traditional clinical settings, where only small numbers of people can be monitored and client motivation is required to seek an assessment. This approach is inadequate and fails to meet the growing needs of mental health monitoring and treatment on college campuses. As a result, many individuals who should seek help never receive any. For example, according to the Anxiety and Depression Association of America, 36% people with social anxiety disorder report having symptoms for 10 or more years before seeking help [1].

Mental health symptoms can be indirectly assessed through both subjective (eg, self-report surveys and interviews) and objective (physiological variables such as heart rate) methods. Such methods have largely been employed in clinical or laboratory settings, which limits the ecological validity of findings. To increase the generalizability of findings, researchers have tried to understand mental health through noninvasive and real-time data collected from people’s everyday lives. For example, studies using surveys to repeatedly sample people’s momentary affective experiences over time have found that individuals with high (vs low) social anxiety symptoms report more anger and fewer and less intense positive emotions [4,5]. While studies that administer repeated surveys offer a glimpse of the socioemotional aspects of daily life, regularly prompting individuals to answer questions also raises the issue of participation burden.

Importantly, embedded mobile phone sensors (eg, accelerometers, light sensors, Global Positioning System [GPS]) are now advanced enough to allow for passive and continuous data collection [6,7] and are increasingly being used to enhance the understanding of the relationship between objective behavior and mental health status, such as bipolar disorder [8], anxiety and depression [7,9-13], and Alzheimer disease and dementia [14]. Digital phenotyping, which is a term used for describing activities, or self-reported data from participants during the study; (3) assessing participants’ mental health status using validated clinical measures; (4) extracting meaningful features or metrics from participants’ data (eg, time spent at each different location); and (5) correlating these features or metrics with participants’ mental health status (eg, Pearson correlation between number of distinct locations and clinically validated measures).

This study builds on prior work in several ways and improves our understanding of the relationships between social anxiety symptoms and daily routines. In this paper, we introduce and analyze a set of passively extracted spatiotemporal features that enhance our understanding of the temporal and spatial dynamics of behavioral patterns (eg, regularly visiting a location during specific hours) of socially anxious students, which may allow for more precise, personalized interventions. We also propose a hierarchical social anxiety prediction method based on neural networks. This work may ultimately help researchers and clinicians to passively and remotely monitor patients’ social anxiety levels. The primary aim of this paper was not to test specific hypotheses, but rather to explore a framework for using passively collected GPS data to detect social anxiety levels.

Methods

Study Organization and Data Collection

Participants were undergraduate students with varying social anxiety levels, recruited from undergraduate psychology classes that provide course credit as a participation incentive. Because some participants met or exceeded their course credit limit, a
subset of participants was eligible to receive a small amount of monetary compensation (up to a maximum of US $40). Students were recruited through email advertisements as well as through an undergraduate study participant pool. The decision to recruit university students was based on two reasons: (1) there are high social anxiety levels among young adults, and (2) recruiting young adults in a university setting provides a relatively homogeneous sample in terms of life phase, psychological stressors, and life experiences, thereby eliminating a wide variety of potential confounding factors.

After receiving approval from the university Institutional Review Board, 228 participants were recruited. Social anxiety level was first assessed via the Social Interaction Anxiety Scale (SIAS) [20] in a prestudy screening battery offered to select undergraduate psychology classes in exchange for course credit. The SIAS contains 20 items, each rated from 0 to 4. Generally, a higher SIAS score (specifically, higher than 34) [21] indicates a higher risk of having social anxiety concerns; a low score indicates a lower risk for social anxiety concerns.

Following informed consent, a custom mobile app (Sensus) [22] was installed on participants’ personal mobile phone (either iOS or Android device). As shown in Figure 1, participants were informed that the app passively collected the GPS location information every 150 seconds and uploaded it to an Amazon Web Services S3 server. After the 2-week experiment was completed, researchers could access all participants’ raw GPS data for analysis.

**Global Positioning System Data Preprocessing**

Participants’ raw GPS data were parsed by semantic locations (eg, restaurant, campus area, and shops) by combining a spatiotemporal clustering algorithm and OpenStreetMap (OSM) geodatabase [23]. Specifically, we first clustered participants’ GPS locations using time and space dimensions, and then, each cluster was associated with a semantic location using OSM data [24] (Figure 2).

Our clustering algorithm is inspired by the work of Kang et al [25], and it aims to eliminate the intermediate locations between important places and determine the number of clusters (important places) autonomously. The core idea guiding our approach is to cluster the locations along the time axis. As a new location measurement is read, the new location is compared with previous locations. If the new location is moving away from previous locations (within a certain distance of each other—a parameter of our algorithm), the new location is considered to belong to a different cluster than the one for the previous locations. Otherwise, it is considered to belong to the previous cluster. If a cluster’s time duration is longer than the threshold (the second parameter of our algorithm), the cluster is considered to be a significant place (see A and B in Figure 2); otherwise, it is ignored (see i1 and i2 in Figure 2).

The algorithm is depicted in Textbox 1 (d and t are our distance and time threshold parameters). When a new location measurement event is generated, the cluster function is invoked. The current cluster \( cl \) is the set of location measurements that belong to the current cluster. The pending location \( pl \) is used to eliminate outliers. Even if the new location is far away from the current cluster (distance is larger than the distance threshold \( d \)), the algorithm does not start a new cluster right away with the new location. Instead, the algorithm waits for the next location to determine if the user is really moving away from the cluster or if the location reading was just a spurious outlier. The \( Places \) contain the significant places where the user stays longer than the time threshold \( t \).

---

**Figure 1.** Social anxiety monitoring framework.
Figure 2. Illustration of our time-based clustering algorithm using real GPS data retrieved from one participant in the study. In (1), GPS locations are clustered using the algorithm described in Textbox 1. In (2), the trajectory is summarized to two places (A and B) and the transition state, which aggregates all GPS points between the clusters A and B. Finally, in (3), the clusters A and B are labeled using OSM data. GPS: Global Positioning System, OSM: open street map.

Textbox 1. Spatiotemporal clustering algorithm.

<table>
<thead>
<tr>
<th>Input</th>
<th>measured location loc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>current cluster cl, pending location pl, significant places Places</td>
</tr>
</tbody>
</table>

if distance (cl, loc) < d then
    add loc to cl
    pl = null
else
    if pl ≠ null then
        if duration(cl) > t then
            if contain long gaps(cl) then
                remove gaps from cl
            end if
            add cl to Places
        end if
    clear cl
    add pl to cl
    if distance (cl, pl) < d then
        add loc to cl
    pl = null
else
    pl = loc
end if
else
    pl = loc
end if
end if

Our algorithm was tuned using d=60 m and t=600 seconds. These values appeared to give the best clustering results for our data; they have also been reported in the literature to give the best performance for spatiotemporal clustering algorithms [25].

After detecting the significant clusters, we transformed each GPS cluster to a meaningful semantic label using OSM data. Each GPS cluster’s centroid is associated to a geographic entity (eg, in Figure 2, cluster A is associated to Gilmer Hall and cluster B to Olsson Hall, both of which are buildings on the...
university campus) using a spatial query in our geodatabase powered by OSM. The semantic data obtained from OSM is then classified to one of the following classes:

- **Home**: our algorithm has been trained to recognize “Home” as the place having a house OSM tag (eg, apartment, dormitory, house, etc) where a subject stays the most between 10 pm and 9 am; see [23] for more details about OSM tags.
- **Other houses**: all houses other than “Home”; in this study, given all participants are college students, other houses were assumed to mostly be friends’ houses.
- **Education**: eg, university and libraries
- **Leisure**: eg, sports locations, pubs, cinemas, and coffee shops
- **Food**: eg, dining halls and restaurants including fast food joints
- **Supermarket**: all full-service grocery stores
- **Religious**: all places of worship, including churches, mosques, cathedrals, synagogues, temples, etc
- **Service**: eg, bank, post office, courthouse
- **Out of town**: locations outside of the city where the study was conducted
- **In transition**: going from one place to another

Note that ideally, food places would be merged with leisure and supermarkets with service classes. However, we decided to separate them because we discovered a particular pattern that high socially anxious participants (SAP) share in terms of time spent at food places and supermarkets, which will be discussed in the next section.

When constructing GPS clusters labeled with semantics, we verified if the users’ data contained GPS gaps. We defined a GPS gap $g_i$ as a minimum 10-minute time span where GPS data were missing. Gaps could be caused by different events, such as turning the phone off or “killing” the app. For gaps $g_i \in [5 \text{ min}, 30 \text{ min}]$, we compared the cluster $c_l$ and the cluster $c_{l+1}$, created before and after the gap, respectively. If the 2 clusters had the same semantic labels, we considered the user did not change his or her location during $g_i$; thus, we merged the clusters $c_l$, $c_{l+1}$, and the gap $g_i$. However, if the 2 clusters had different semantic labels, we assigned the “Transition” label to $g_i$; ie, the user changed locations during this gap.

For gaps exceeding 30 minutes in duration, we removed the corresponding time periods from the experiment (see Textbox 1, line 7), because it was hard to predict what the participants did during such long gaps.

**Mobility Feature Extraction**

After detecting participants’ visited places and labeling them using OSM, we used the semantic labels to identify the following mobility features for each participant:

- **Cumulative Staying Time**: in each type of location: Given a type of location and a specific participant, this metric characterized the percentage of total time that the participant spent at one type of location during a specific time window (eg, during a day, during mornings vs afternoons).

**Distribution of visits** for each type of location: Given a type of location and a specific participant, this metric calculated the density distribution of time of visits over the time of day. For instance, if a participant was more likely to go to leisure places during evenings, we would find more density during the evening periods for this type of locations. We introduced this metric because cumulative staying time captures only time spent at each different location without recording when these visits happened; for instance, spending 2 hours at the university during mornings was different than that during evenings.

**Location entropy**: This metric was calculated using the entropy of Shannon [26] to measure how each participant’s time was distributed over different location classes, where $p_i$ is the percentage of time spent at location $i$ and $n$ is the total number of visited locations:

$$\text{Entropy} = \sum_{i=1}^{n} - p_i \log p_i$$

**Transition Frequency** from one type of location to another: Given a specific participant and two types of locations (eg, “Home” and “Work”), this metric characterized the frequency at which the participant transited from one type of location to another. This metric was applied unidirectionally; for example, the transition frequency of “Home” “Work” and the transition frequency of “Work” “Home” were different.

**Results**

**Participants**

Participants comprised 228 university students (mean age 19.43 [SD 2.92] years; 141/228, 62%, females). Participants reported their race or ethnicity as white (118/228, 52%), Asian (61/228, 27%), black (12/228, 5%), Latino (5/228, 2%), and multiracial (32/228, 14%). Figure 3 shows the distribution of SIAS scores among the 228 participants. The SIAS scores ranged between 11 and 54 with a mean score 29.91 (SD 9.1).

The goal of our study was: (1) to understand the relationship between the extracted mobility features and the preassessed SIAS score and (2) to investigate whether the extracted features could predict SIAS scores. Consequently, in the next two sections, we will first analyze the relationship between the mobility features and social anxiety and then investigate whether these features can accurately predict social anxiety.

**Mobility Data Analysis**

In this section, we present the results of our analysis investigating the relationship between social anxiety levels (using the preassessed SIAS measures) and the four extracted mobility metrics: cumulative staying time, distribution of visits, location entropy, and transition frequency.
Cumulative Staying Time

We calculated the Pearson correlation between each participant’s average daily cumulative staying time at each different location and his or her SIAS score to identify the direction (positive or negative) and strength of each correlation. To assess the reliability of the correlations, we also calculated significance levels ($P$ value).

Results presented in graph 1 of Figure 4 show that daily time spent at some locations was associated with the SIAS score. Indeed, time spent at food locations, such as restaurants and dining halls, was negatively correlated with the SIAS score. However, time spent at supermarkets was positively correlated with the SIAS score. This suggests that high SAP are more likely to buy food from supermarkets so they can eat at home, perhaps to avoid social interactions at restaurants.

College students may have common mobility patterns that bias the daily correlation analysis, such as class times at the university following a typical schedule. In order to find the hidden patterns between the cumulative staying time and SIAS score, we analyzed correlations in different daily time epochs: 8 am–4 pm, 4 pm–12 am, and 12 am–8 am. Results presented in graphs 2, 3, and 4 of Figure 4 suggest the following:

- Similar to the 24-hour analysis (Figure 4, graph 1), the time spent at food locations was negatively correlated with the SIAS score, while time spent at supermarkets was positively correlated with the SIAS score in both the 12 am–8 am and 8 am–4 pm time windows.
- Time spent doing leisure activities was positively correlated with the SIAS score between 8 am and 4 pm, while the rest of the time it was negatively correlated with the SIAS score. This suggests that high SAP prefer to do their leisure activities between 8 am and 4 pm, rather than during the evenings. This may reflect the social demands typical of different types of leisure activities done during the day versus evening (eg, it is more normative to be alone at a coffee shop than at a pub or bar).
- We did not find a correlation between time spent at home and the SIAS score between 12 am and 4 pm (Figure 4, graphs 2 and 4), which may simply indicate that no matter how socially anxious students were, they tended to stay at home (sleeping) between 12 am–8 am and leave home to go to school between 8 am and 4 pm. However, during the time after typical school hours (between 4 pm and 12 am, when students have the choice to stay at home or not), we found a positive correlation between the SIAS score and time spent at home (Figure 4, graph 3). This finding is consistent with a prior work that associates time spent at home with depressive and social isolation symptoms [27].
- Finally, we found a small correlation ($0.22$) between time spent out of town and the SIAS score during the 4 pm–12 am time window, perhaps indicating that more socially anxious students leave the university to visit familiar individuals or family, rather than engaging in campus night life, which may have more demands to be social with unfamiliar individuals.

After analyzing the correlation between cumulative staying time and the SIAS score, we studied the difference between cumulative staying time during weekdays versus weekends for high (SIAS score $\geq 34$) versus low (SIAS $< 34$) SAP. A score of 34 is an established clinical cutoff for the SIAS score to classify a subject as high or low socially anxious [21]. The reason for this analysis is that students’ patterns may differ between weekdays and weekends. For instance, maybe the time spent at the university is not a good predictor of social anxiety during weekdays, but it is during weekends when students presumably have more autonomy in determining their schedule (because classes are not set).
Figure 4. The correlations between time spent at each different type of location and Social Interaction Anxiety Scale (SIAS) scores using different time windows. In (1), we have presented the correlations on a daily basis, while in the other figures, we have focused on specific portions of the day, ie, between 8 am and 4 pm, between 4 pm and 12 am, and between 12 am and 8 am. The x-axis represents the correlation significance; the left y-axis describes the type of locations, and the right y-axis represents the P value of the Pearson correlation in that specific type of location. Correlations having a coefficient \( r > 0.2 \) and a strength \( P < 0.05 \) are presented in purple.

Table 1. The difference between high and low socially anxious students in terms of average daily time spent (in minutes) at each different location during weekdays versus weekends.

<table>
<thead>
<tr>
<th>Location</th>
<th>Weekdays</th>
<th>Weekends</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High\textsuperscript{a}</td>
<td>Low\textsuperscript{a}</td>
</tr>
<tr>
<td>Supermarket</td>
<td>6.64\textsuperscript{b}</td>
<td>1.41\textsuperscript{b}</td>
</tr>
<tr>
<td>Service</td>
<td>6.97</td>
<td>1.83</td>
</tr>
<tr>
<td>Religious</td>
<td>7.35</td>
<td>1.63</td>
</tr>
<tr>
<td>Out of town</td>
<td>38.25\textsuperscript{b}</td>
<td>22.33\textsuperscript{b}</td>
</tr>
<tr>
<td>Leisure</td>
<td>26.04\textsuperscript{b}</td>
<td>45.19\textsuperscript{b}</td>
</tr>
<tr>
<td>Home</td>
<td>434.74</td>
<td>386.94</td>
</tr>
<tr>
<td>Other houses</td>
<td>17.63\textsuperscript{b}</td>
<td>24.81\textsuperscript{b}</td>
</tr>
<tr>
<td>Food</td>
<td>3.78\textsuperscript{b}</td>
<td>12.97\textsuperscript{b}</td>
</tr>
<tr>
<td>Education</td>
<td>338.44</td>
<td>316.88</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Social anxiety levels were classified to high and low using SIAS score=34 as cutoff.

\textsuperscript{b}Significant differences \((P<.05)\) between high and low SAP detected using unpaired two-samples \( t \) test.

Results presented in Table 1 show that high SAP spent less time at leisure and food places and more time at home and out of town during both weekdays and weekends. However, during weekends, high SAP tended to spend more time at education places (around 148 minute) compared with low SAP (around 102 minute). They also appeared to spend less time at other houses (a difference of 48 minute), perhaps because they were less comfortable engaging in social interactions that may happen at friends’ houses or simply had fewer opportunities (invitations) for these interactions.

**Distribution of Visits**

To better understand the relationship between students’ daily routines and their social anxiety, we analyzed the distribution of location visits over the day for both high and low SAP. Figure 5 illustrates the difference in the distribution of location visits between the two populations. Note that this figure analyzes the time of visits (the time that a participant visited a specific location) without considering the duration of visits because cumulative staying time has already been studied above.

The results show a difference in the pattern of visits to food places, supermarkets, others’ houses, and leisure places. Low SAP appeared to prefer going to friends’ houses and food and leisure places during evenings (after 4 pm) more than high SAP. On the other hand, high SAP preferred to stay at home or go to the supermarket during that time period. This suggests that there may be a difference in how students plan their daily activities based on how socially anxious they are. Understanding these patterns may help clinicians identify when a person is starting to withdraw more socially and both plan and easily monitor specific social activity targets in treatment.

http://mental.jmir.org/2018/3/e10101/
For instance, it is common during cognitive behavioral therapy for social anxiety disorder to have clients plan novel social activities, both to have more opportunities to receive reinforcement from the environment and reduce withdrawal and to engage in previously avoided activities to learn that the social anxiety can be tolerated (these “exposures” are designed to reduce social avoidance and provide new learning opportunities). Having clients identify good opportunities for these social activities and monitoring what they did over the past week can be challenging; thus, this real-time monitoring could help with treatment planning and assessing progress in ecologically valid ways in real time.

**Location Entropy**

We calculated the correlation between location entropy and the SIAS score during weekdays and weekends. Results showed that the diversity of places visited on both weekdays and weekends was negatively correlated with the SIAS score ($r=-0.64$, $P=.001$ for weekdays and $r=-0.57$, $P=.001$ for weekends), which suggests that socially anxious students visit fewer different places and have a narrower range of activities. This finding is consistent with a previous work [7] concluding that location entropy is strongly related to feelings of sadness and stress among students. Importantly, tracking the range of places a person with social anxiety visits could be a very useful marker of treatment progress because increasing the range may indicate an expanded repertoire of social skills and engagement, given different activities require different types of social interactions (eg, attending a party at a house is quite different from having dinner on a date with one person). It also likely indicates a willingness to try new social activities.

**Frequency of Transitions**

Next, we investigated whether transition frequency between each different location correlated with SIAS scores. Table 2 shows the results of the Pearson correlation (with $P$ values) between transition frequencies and SIAS scores. The total number of distinct transitions was 152. In Table 2, we have presented only transitions having a correlation coefficient higher than 0.3 and $P$ value <.05. Results show that some transitions correlated positively with SIAS scores, such as going from education to supermarket, while other transitions correlated negatively with SIAS scores, such as going from one leisure place to another leisure place. These data provide convergent support for the earlier findings, suggesting that socially anxious individuals are less likely to do leisure activities later in the day (thus, do not transition from one leisure activity to another) and more likely to do more typically solitary activities like grocery shopping.

Studying transition periods may be useful clinically to the extent they represent potential instances of approach-avoidance conflict in socially anxious individuals [4]. A hallmark feature of social anxiety is avoidance of settings in which social scrutiny is likely to occur [28]. Therefore, individuals may be less likely to transition from socially secure locations to insecure locations and more likely to transition from socially insecure locations to secure locations. In addition, the frequency of transitions might be a meaningful metric, such that more transitions are made on days with a higher anxiety level. Studying transitions could, thus, ultimately allow for greater insight into decision making about approach and avoidance behaviors in the real world.

**Predicting Social Anxiety**

Using the extracted mobility features, we investigated whether the mobility features could predict students’ SIAS scores. We studied the results of (1) the classification task that classified participants as low or high socially anxious using SIAS score=34 as a cutoff and (2) the regression task by predicting the actual SIAS score of a participant (between 0 and 80).
For each day, we extracted 220 mobility features as follows: (1) cumulative staying time at each different location and during each different time window: 8 am–4 pm, 4 pm–12 am, and 12 am–8 am; (2) the distribution of visits over time (time series of locations visited during that day); (3) location entropy; (4) the frequency of each different transition; (5) the type of day (weekday or weekend); and (6) the day of the week (eg, Monday, Tuesday). Note that we did not include the actual date (ie, MM/DD/YYYY) to avoid overfitting because we were testing our approach over a short study period. In long-term studies, this feature can be added to track special events such as national holidays. Mobility patterns during these special events may be a predictor of social avoidance and social anxiety.

Theoretically, daily mobility features would all be included in the same model as predictors of trait social anxiety. However, in practice, this is not feasible because of the large number of dimensions for a small number of participants. In other words, for each day, each different place, each transition type, and each time window (morning, evening, etc) would be a different feature. Thus, the total number of features will increase with the number of days in the study. This phenomenon is known as the curse of dimensionality where the volume of the space increases so fast that the available data become sparse [29]. There are two traditional solutions to tackle this problem. The first is to aggregate the features on daily basis, which means, instead of having more than 3000 features for 228 participants, we determine only 220 aggregated features (average time spent at home, at university, etc during the study period). Thus, 220 is the number of distinct mobility features that we may have in a given day. We utilized this approach as one of our baseline measures ($BM_1$). The second solution is to apply a dimensionality reduction technique such as principal component analysis (PCA) or autoencoders to select the most important features. We also applied this method as one of our baseline measure comparisons ($BM_2$), reducing our feature space to between 50 and 200.

Finally, we proposed a new method to predict a daily SIAS score, which uses a neural network with all 220 mobility features and compare it to the two traditional solutions ($BM_1$ and $BM_2$). Figure 6 describes the design of our method. We started by predicting candidate SIAS scores for each participant for each day of the study (ie, if a participant had 15 days, we predicted 15 candidate SIAS scores); then, in the second layer, a global predicted SIAS score was calculated by aggregating the daily candidate SIAS scores. For the regression task, the aggregation function used a 7% trimmed mean of the predicted daily SIAS scores; the trimmed mean helps eliminate the influence of predictions on the tails that may unfairly affect the traditional mean. However, for the classification task, the dominant class was chosen. If there was no dominant class (number of days predicted as low and high were the same), the aggregation function chose one class randomly (See aggregation in Figure 6).

Our method has the following advantages:

- Predicting on daily basis allows to capture low-level mobility features that may improve the performance of our predictor (eg, time spent at some locations during the evening of Fridays) without facing the curse of dimensionality.
- After predicting a candidate SIAS score for a given day, all raw GPS data and mobility features for that day can be deleted. Consequently, such methods can operate efficiently on mobile phones, which are known for their limited storage capacity.
- The proposed model operates incrementally and is independent of the number of days. This means it can predict social anxiety levels from the first days of the study, and it can predict SIAS scores for participants having unbalanced data (fewer number of days than expected). This is not possible with other baseline methods because they require all participants to have the same number of features (dependent on number of days) to be able to train and predict social anxiety.
- By having several candidate SIAS scores per participant, we are able to deal with days that might be outliers (ie, mobility patterns significantly different). Our method is designed to remove noise (using trimmed mean) that may be generated by unusual behaviors that may bias the data. For instance, one participant may behave as low socially anxious for only one day, while his or her behavior during other days will resemble a high SAP. This outlier will be automatically removed by our model.

The extracted features are used to train a neural network. We used a multilayer perceptron (MLP) [30] trained using a back propagation algorithm. It uses hyperbolic tangent activation function and contains 2 hidden layers with 100 nodes each (we did not notice a better performance by adding more nodes and hidden layers). Neural networks are popular models that have

<table>
<thead>
<tr>
<th>Transitions</th>
<th>Observations</th>
<th>Pearson coefficient</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Out of town</td>
<td>45</td>
<td>0.337</td>
<td>0.011</td>
</tr>
<tr>
<td>Religious</td>
<td></td>
<td>0.339</td>
<td>0.010</td>
</tr>
<tr>
<td>Supermarket</td>
<td>46</td>
<td>0.223</td>
<td>0.004</td>
</tr>
<tr>
<td>Education</td>
<td>133</td>
<td>−0.219</td>
<td>0.010</td>
</tr>
<tr>
<td>Supermarket</td>
<td></td>
<td>−0.282</td>
<td>0.050</td>
</tr>
<tr>
<td>Leisure</td>
<td>112</td>
<td>−0.291</td>
<td>0.026</td>
</tr>
<tr>
<td>Other houses</td>
<td></td>
<td>−0.495</td>
<td>0.005</td>
</tr>
<tr>
<td>Out of town</td>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leisure</td>
<td>26</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Pearson correlation (with $P$ values) between each participant’s Social Interaction Anxiety Scale score and his or her transition frequency from one location to another. Only transitions having a correlation coefficient $>0.2$ and $P<0.01$ have been presented.
shown great promise in many tasks such as sentiment classification, image captioning, and natural language processing. We chose MLP because of its ability to detect nonlinear relationships between inputs and outputs; thus, it can detect hidden patterns between mobility and SIAS that we could not find in our linear analysis presented earlier (ie, correlations).

We compared our prediction method with two baseline models $BM_1$ and $BM_2$. $BM_1$ is a nonincremental method that predicts the SIAS score on biweekly basis, ie, it waits until the end of the study to predict social anxiety levels. $BM_1$ uses the same mobility features as our method but aggregated on the whole study period. For instance, rather than computing cumulative staying time for each location per day, $BM_1$ computes the average daily cumulative staying time per location for the entire study period; it also does the same for the other features: entropy of location, frequency of transitions, and average cumulative staying time during weekdays versus weekends. We also compared our method to $BM_2$ that uses PCA to reduce feature space from 3000 to 200 (less than the number of participants, which were 228). Note that we did not notice any improvement when we reduced feature space dimension to 50, 100, or 150. Both $BM_1$ and $BM_2$ use an MLP with a structure similar to our method (ie, 2 hidden layers, 100 nodes each).

Table 3 illustrates the overall performance of our method compared with that of $BM_1$ and $BM_2$ for both classification and regression tasks. The models were evaluated using leave-one participant-out cross-validation (LOOCV) and 10-fold cross-validation (FCV), where each validation fold contained 12 random high SAP and 12 random low SAP; the overall number of days in each fold was around 300 days. Table 3 presents three evaluation metrics averaged across folds: (1) root-mean-square error (RMSE) for the regression task and (2) accuracy and (3) F-1 measure for the classification task.

**Figure 6.** The architecture of the proposed prediction method. Daily mobility features are first extracted and then used to predict multiple candidate Social Interaction Anxiety Scale (SIAS) scores using a neural network. A global SIAS score is assigned to a participant by aggregating the predicted candidate SIAS scores.

<table>
<thead>
<tr>
<th>Methods</th>
<th>LOOCV</th>
<th>FCV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>Accuracy</td>
</tr>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>OM</td>
<td>7.06 (2.01)</td>
<td>0.85 (0.04)</td>
</tr>
<tr>
<td>$BM_1$</td>
<td>11.87 (4.23)</td>
<td>0.69 (0.06)</td>
</tr>
<tr>
<td>$BM_2$</td>
<td>10.95 (4.92)</td>
<td>0.72 (0.04)</td>
</tr>
</tbody>
</table>

Table 3. Performance of our prediction method (OM) compared with that of two baseline methods, $BM_1$ and $BM_2$ for both classification and regression tasks. We used two evaluation methods: leave-one participant-out cross-validation (LOOCV) and 10-fold cross-validation (FCV); and three evaluation metrics: root-mean-square error (RMSE) for the regression task and accuracy and F-1 for the classification task.
Results show that our methods outperformed and for both classification and regression tasks and for both types of validation. For instance, for LOOCV, our method showed an accuracy of 85%, F-1 measure of 87%, and a RMSE of 7.06 compared with $BM_1$, where we recorded an accuracy of 69%, F-1 measure of 72%, and a RMSE of 11.87, and $BM_2$, where we recorded an accuracy of 71%, F-1 measure of 75%, and a RMSE of 10.93. The promising results of our hierarchical prediction method are justified by the fact that extracting and using daily features helps learn the different hidden patterns between mobility and SIAS that we presented above (e.g., mobility in weekdays vs weekends, cumulative staying time at each different location during mornings vs evenings, and transition frequencies) and this while taking into account the day of the week; for instance, activities during Friday evenings (when students tended to engage in leisure activities) can be a predictor of social isolation. $BM_1$ and $BM_2$ failed to capture these low-level patterns that may play a role in predicting social anxiety, mainly because when aggregating on the study period basis or reducing feature space dimension, the model loses some information such as mobility during a specific time epoch (e.g., morning), on a specific type of day (e.g., Sunday).

Our prediction method operates incrementally, which means that it can predict an SIAS score starting from the first day of the study and update the estimated SIAS on each subsequent day of the study. Figure 7 depicts the average RMSE of all participants over the course of the study. The RMSE improved converging at about 7 study days. We hypothesized that this was because 1 week of data was necessary to observe behavioral patterns.

Even though our method provided superior results compared with baseline methods, it still had an error of 7.06 on an 80-point scale. One hypothesis is that this may be justified by the limitations of SIAS scores that may suffer from self-report biases [31]. Another limitation was the short study length that may not be enough to characterize the rhythms indicative of social anxiety.

Discussion

Principal Findings

In this paper, we demonstrated the feasibility of assessing college students’ social anxiety through GPS-based localization. Findings from this study suggest that it is possible to use passively sensed location data from mobile phones to predict social anxiety levels. We integrated semantic labels of locations, such as locations of leisure, into our prediction models. This provided a more nuanced understanding of the behavioral patterns of socially anxious individuals. For instance, consistent with the existing theory and psychological research, we found that socially anxious students tended to avoid locations that contained a threat of social scrutiny. High SAP infrequently visited food places and engaged in less leisure activities during evenings and weekends. Exploiting the temporal richness of passively sensed location data also revealed that socially anxious students spent more time at home after school between 4 pm and 12 am. This study also extended the prior work by presenting a predictive model based on neural networks. The results of our prediction method suggest that social anxiety can be efficiently predicted by mobility features. Importantly, our findings are based on objective behavioral data gathered from people’s daily lives and, therefore, avoid recall biases associated with self-reports of behavior.

While most research using mobile sensing has focused on depression, relatively little is known about the location features that might be indicative of a high social anxiety level. Social anxiety and depression share common symptoms and underlying factors, such as high negative emotionality, social withdrawal, and avoidance. However, there are also key differences. For example, depression is often marked by a slowing of movement (psychomotor retardation) and a general reduction of activity that is not found in social anxiety. Our results indicate that socially anxious individuals tend to spend time at home specifically after school, a time when additional social activities are less likely be mandatory (e.g., classes are done). Thus, rather than demonstrating a general avoidance of all activities
throughout a day (which could indicate a general lack of motivation or energy), this finding sheds light on the temporal nuances of social anxiety that may not be found in depression and suggests a pattern more specific to social avoidance. There may also be key differences in the types of places that are avoided; while some individuals with high depression may avoid all locations that require high energy (e.g., going to a gym), those with high social anxiety levels may focus on avoiding places and times that pose the greatest risk of social evaluation (e.g., places of leisure during peak hours, which fits our results). Our findings are among the first to examine mobility features of social anxiety using fine-grained GPS data from people’s daily lives. Future work leveraging mobile sensors has the potential to test and improve on existing psychological models. For example, our findings suggest that contextual factors such as location type and time of day may have an important impact on how people with social anxiety choose to isolate themselves.

Limitations

Although our findings reveal mobility features associated with social anxiety in everyday life, it is important to stress that these findings are preliminary. First, our findings are based on an unselected sample of undergraduate students. While a homogeneous sample increases the internal validity of our findings, using university students could limit the generalizability of our results to nonstudent populations whose daily life experiences and activities are different [32]. Furthermore, while there was a good representation of high socially anxious individuals in our sample who met clinical cutoffs, a nonclinical sample of undergraduate students was used. Future research should test whether the mobility features identified in this study can be generalized to a clinically diagnosed population. Second, due to the correlational nature of the data, no causal claims between social anxiety symptoms and mobility features could be made. For example, we cannot exclude the possibility that other factors outside of social anxiety influenced our findings, such as alcohol use, which is a common way of coping with distress. We also did not correct for the possible effects of multiple comparisons, given our focus of exploring mobility features that may be candidates for future research. We hope the current work will be a launching point for subsequent researchers interested in using passively sensed data for detecting social anxiety. Third, given limitations of statistical power, we were unable to examine the potential moderating roles of gender and race, which should be more closely examined in future work. Finally, one issue that future work should address is the issue of multiple comparisons, which can inflate the chance of accidental discoveries. This usually arises when the same statistical tests are repeatedly computed from the same set of observations in a hypothesis-driven research [33]. Fortunately, there are several ways of addressing this issue, many of which require researchers to set a more stringent significance threshold [34,35]. For example, while many of the transition correlations presented in the current study remained significant at $P<.01$, it is important to note that we did not have a priori hypotheses regarding what specific types of location pairs would be most relevant. Thus, future work should always include the direction and magnitude of effect sizes. Finally, research also suggests that different types of analyses are less prone to bias from multiple comparisons, such as those based on a hierarchical Bayesian framework [36].

Conclusion

In spite of the limitations, the ability to use fine-grained GPS data to detect behavioral patterns associated with social anxiety has many important implications. It opens up the possibility that health care professionals can identify and monitor those in need of help, but struggle with the prospect of initiating contact with others. With the increasing prevalence of social anxiety disorder and other mental health concerns, novel techniques for assessing psychological distress have become increasingly important. By leveraging the ubiquity of mobile phones and their increasingly powerful sensors, researchers and clinicians might finally be able to overcome many of the traditional obstacles to providing care.
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Abstract

Background: Internet-supported mindfulness-based interventions (MBIs) are increasingly being used to support people with a chronic condition. Characteristics of MBIs vary greatly in their mode of delivery, communication patterns, level of facilitator involvement, intervention period, and resource intensity, making it difficult to compare how individual digital features may optimize intervention adherence and outcomes.

Objective: The aims of this review were to (1) provide a description of digital characteristics of internet-supported MBIs and examine how these relate to evidence for efficacy and adherence to the intervention and (2) gain insights into the type of information available to inform translation of internet-supported MBIs to applied settings.

Methods: MEDLINE Complete, PsycINFO, and CINAHL databases were searched for studies assessing an MBI delivered or accessed via the internet and engaging participants in daily mindfulness-based activities such as mindfulness meditations and informal mindfulness practices. Only studies using a comparison group of alternative interventions (active comparator), usual care, or wait-list were included. Given the broad definition of chronic conditions, specific conditions were not included in the original search to maximize results. The search resulted in 958 articles, from which 11 articles describing 10 interventions met the inclusion criteria.

Results: Internet-supported MBIs were more effective than usual care or wait-list groups, and self-guided interventions were as effective as facilitator-guided interventions. Findings were informed mainly by female participants. Adherence to interventions was inconsistently defined and prevented robust comparison between studies. Reporting of factors associated with intervention dissemination, such as population representativeness, program adoption and maintenance, and costs, was rare.

Conclusions: More comprehensive descriptions of digital characteristics need to be reported to further our understanding of features that may influence engagement and behavior change and to improve the reproducibility of MBIs. Gender differences in determinants and patterns of health behavior should be taken into account at the intervention design stage to accommodate male and female preferences. Future research could compare MBIs with established evidence-based therapies to identify the population groups that would benefit most from internet-supported programs.

Trial Registration: PROSPERO CRD42017078665; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=78665 (Archived by WebCite at http://www.webcitation.org/71ountJpu)

(JMIR Ment Health 2018;5(3):e53) doi:10.2196/mental.9645
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Introduction

Background
Over the past two decades, mindfulness has become a major focus of research in health care settings for people with chronic conditions [1]. In clinical research, the application of mindfulness focuses on cognitive and emotional regulation to help patients cope better with their conditions [2]. There is evidence to support the use of mindfulness-based interventions (MBIs) such as mindfulness-based stress reduction (MBSR) and mindfulness-based cognitive therapy (MBCT) for mental and physical symptoms in people with cancer, cardiovascular disease, chronic pain, depression, and anxiety disorders [1]. The internet has become a tool to disseminate MBIs to a larger number of people, bypassing barriers related to cost and time commitments for in-person therapy [3], the need for a trained therapist [4], and reluctance to engage in group interventions [5]. Recently, a meta-analysis and a systematic review assessed the impact of internet-supported MBIs on mental health [6] and people with chronic physical conditions [7]. The studies showed promising results for improving mental health outcomes and alleviating symptom burden. The meta-analysis was conducted among a diverse group of people (with or without a chronic illness) and reported beneficial small-to-moderate effects of the interventions on depression, anxiety, stress, well-being, and mindfulness [6]. Nevertheless, as highlighted by the authors, interventions varied in their modes of delivery (mobile phone app, website, or Web-based classroom), therapeutic approaches (mindfulness-based vs mindfulness-inspired interventions), and level of therapist involvement (self-guided vs therapist-guided) [6]. This makes it difficult to determine which aspects of the Web-based designs optimized intervention delivery and their associated behavior change. Another systematic review involving people with physical conditions showed a positive effect of the intervention compared with usual care on a variety of outcomes such as pain acceptance, coping measures, and depressive symptoms [7]; however, results were mixed when the interventions were compared with an active control group, such as cognitive behavioral therapy. The intervention delivery mode was broadly categorized into synchronous (ie, real-time delivery such as instant messaging, telephone, or videoconferencing) versus asynchronous (such as emails) and facilitated (therapist or moderator involvement) versus self-guided. Interventions can therefore vary across a wide range of digital features used for various purposes. For example, sending reminders and providing personalized feedback through emails are both asynchronous functions but may influence intervention engagement differently [8,9]. It is, therefore, important to examine the technology used in internet-supported MBIs to understand how digital functions optimize intervention delivery and outcomes.

The challenges of translating research findings into practice are well documented [10,11]. The lack of measures assessing generalizability and sustainability of interventions in trials is a critical factor hindering translation of findings [10]. Pragmatic frameworks used for program implementation and outcome evaluation can help bridge the gap between scientific knowledge and dissemination [12]. These frameworks tend to combine factors ascertaining the internal validity of a program, such as changes in outcomes of interest and attrition and adherence rates, with concepts relevant to external validity, such as representativeness of study population, availability and cost of resources, and organizational readiness [12], which may have particular relevance for Web-based mindfulness interventions. Hence, assessing the efficacy of internet-supported MBIs while collecting information relevant to its generalizability will provide important information on the potential impact on wider communities [13].

Aims
The aims of this review were to (1) provide a description of digital characteristics of internet-supported MBIs and examine how these relate to evidence for efficacy and adherence to the intervention and (2) gain insights into the type of information available to inform translation of internet-supported MBIs to applied settings.

Methods

Review Process
This systematic review was conducted according to the Preferred Reporting Items for Systematic Reviews and Meta-analyses guidelines [14]. Due to the heterogeneity of the study designs, populations, and outcomes, a narrative synthesis of the results was conducted rather than a meta-analysis. The protocol was registered on PROSPERO database on 01/11/2017 with reference number CRD42017078665.

Eligibility Criteria
The review focused on internet-delivered MBIs for people with a chronic condition. Inclusion criteria were structured according to the PICOS framework [15]. The PICOS acronym stands for patient (P); intervention (I); comparison, control, or comparator (C); outcome (O); and study type (S) and is described in more detail below.

Participants
Participants were aged 18 years or older and diagnosed with a chronic condition such as, but not limited to, heart disease, diabetes, cancer, respiratory disease, or mental illness (eg, depression).

Interventions
Interventions were MBIs that met the following two criteria: (1) delivered or accessed via the internet with at least 50% of interactions being technology-mediated and (2) engaging participants in daily mindfulness-based activities such as mindfulness meditations and informal mindfulness practices. Studies were excluded if they examined mindfulness as a component of another treatment such as acceptance and...
commitment therapy [16] and dialectical behavior therapy [17,18], as it was not possible to dissociate the effect of mindfulness from other components of the intervention.

Control Group
Control group could be comparison groups of alternative interventions (active comparator), usual care, or wait-list.

Outcome Measures
All outcome measures were considered.

Study Type
This review included original papers reporting on randomized, quasi-experimental, and feasibility or pilot studies comparing the efficacy of a Web-based MBI with a control group. Cross-sectional studies, case reports, review articles, dissertations, and commentaries were excluded from this review.

Study Selection
Web-based psychoeducation studies were first evident in the literature in 2000 [19]. Hence, the literature search for this review was conducted between January 2000 and July 2017 across three Web-based databases (MEDLINE Complete, PsycINFO, and CINAHL) using the following search terms: Online (online OR internet OR “web-base” OR ehealth OR etherap* OR app* OR telehealth OR telemedicine), Mindfulness (mindful* OR MBSR OR MBCT OR “acceptance and commitment therapy” OR awareness OR meditat*), and Intervention (intervention* OR therap* OR group* OR treatment*). Identified papers and key review papers [6-8] were further examined for additional eligible studies.

Given the broad definition of chronic conditions (ie, long lasting with persistent effects [20], in which conditions may deteriorate, advance, fluctuate, or be characterized by remissions [21]), specific conditions were not included in the original search to maximize results.

Papers published in English that met the eligibility criteria were included in the review. Additionally, for any paper meeting the eligibility criteria, data were extracted from related papers describing different aspects of the same study (eg, methods paper and cost-effectiveness paper).

Review Process
Titles of identified records were screened by one author (LR). Papers not meeting eligibility criteria were excluded at this stage, and abstracts of remaining papers were read by two authors (LR and DM). Full texts of abstracts meeting eligibility criteria were reviewed, and data were extracted by LR. In case of ambiguity, studies were discussed and agreed upon with coauthor AU.

Data Extraction
Study Characteristics
A standardized data extraction form was developed to collect information about study design, assessment time points, primary outcomes measures, participant characteristics, intervention and control conditions, intervention adherence, study findings, and attrition rates.

Study findings were categorized into whether the intervention group had a statistically significant improvement (yes or no) on the primary outcomes at the postintervention assessment compared with the control group.

Digital Features of Internet-Supported Mindfulness-Based Interventions
Reporting on digital features was guided by a coding scheme developed by Webb and colleagues for Web-based interventions [22], and the features described in the studies have been included in this review. These features were divided into six main categories: (1) delivery mode, (2) navigational format, (3) automated communication, (4) additional material (eg, ebook, video, or audio files), (5) other features (eg, book or hard copy of intervention), and (6) level of facilitator involvement. On the basis of the information reported in the included studies, the delivery mode was further divided into Web-based, videoconference, and email-based. Navigational format was defined as tunneled (the intervention could only be experienced in a predetermined order, and modules, sessions, or Web pages could not be skipped) or flexible (the content of the intervention could be accessed according to the user’s preference, and modules, sessions, or Web pages could be skipped) [23]. Automated communication was divided into email reminders and follow-up messages to encourage participation. Facilitator involvement can vary substantially across interventions [8,24,25]; therefore, the level of involvement was summarized using criteria similar to those of another review [8]: interventions without any facilitator involvement were categorized as none (self-guided); interventions where facilitators were only providing reminders, links to modules, encouragement, and answering logistical questions were categorized as having low facilitator involvement; medium facilitator involvement referred to the provision of feedback on homework for mastering mindfulness skills; and high level of facilitator involvement referred to the provision of intervention in person.

Internal and External Validity Indicators
Glasgow and colleagues developed a framework to evaluate the degree to which behavioral interventions reported on efficacy (internal validity) and generalizability to other settings and populations (external validity) [26]. More specifically, the framework focuses on the reporting of the following five dimensions: (1) the reach into the target population and representativeness of the study sample; (2) efficacy or effectiveness of the intervention on primary outcome(s) tested under either restricted or controlled or real-world conditions, quality of life, and avoidance of unintended or negative consequences; (3) adoption rates of organizations and staff that would use the intervention and the characteristics of those organizations and staff; (4) implementation of the intervention as intended; and (5) maintenance of the effects at the individual level and sustainability of the intervention at an organizational or delivery level (RE-AIM: reach, efficacy/effectiveness, adoption, implementation, maintenance). The RE-AIM framework has been used to review the literature in diverse health areas, such as physical activity during pregnancy [27] or among family caregivers [28], self-management programs for diabetes [29,30], and health literacy interventions [31].
The degree to which internal and external validity were reported was recorded using a 21-item validated data extraction tool capturing the five dimensions of the RE-AIM framework [32]. Each dimension comprises specific indicators that were rated as criteria met (yes) or not met (no) and had equal weight. Each indicator reported was given a score of 1 (see Multimedia Appendix 1).

Reach
The following information addressing the internal validity of each study was coded: methods used to identify the target population and its inclusion and exclusion criteria. The following indicators addressed external validity: the number of individuals who agreed to participate compared with the total number of eligible participants (participation rate) and the characteristics of participants compared with nonparticipants (representativeness).

Efficacy/Effectiveness
Efficacy studies investigate the effects of an intervention under highly controlled conditions with a homogenous patient population enrolled using strict inclusion and exclusion criteria [33]. Effectiveness or pragmatic studies examine interventions under conditions similar to real-world practice, such as routine clinical settings, with more heterogeneous patient populations. Effectiveness studies may also use a randomized controlled trial (RCT) design; however, the intervention is more often compared with usual care [33]. The efficacy/effectiveness dimension is also composed of indicators strongly associated with internal validity such as changes in primary outcomes and the proportion of participants lost at follow-up (attrition rate). Other indicators include the type of analysis conducted (ie, intention-to-treat or completer analysis) and measures of quality of life. We also examined if papers assessed changes in mindfulness scores and proposed a potential mechanism of action for mediation or moderation effects of these scores on the intervention [34]. For example, did the strength of the relationship between the intervention and the outcome vary according to participants’ mindfulness scores (moderation effect of mindfulness)? Or, does the intervention cause changes in mindfulness scores, which in turn impact the outcome measures (mediation effect)?

Adoption
This dimension assessed the extent to which an intervention is carried out at a staff and setting level. Papers were reviewed to identify the degree to which intervention settings were described (eg, primary care, outpatient clinics, and online forums). Additionally, methods to identify the staff who delivered the intervention and their level of expertise were also coded.

Implementation
The duration and frequency of the intervention, the extent to which the protocol was delivered as intended (adherence rate), and the cost of delivery were coded as indicators for the implementation dimension.

Maintenance
This dimension, also a measure of sustainability, was coded for indicators reporting on assessments 6 or more months after the completion of the intervention, the level of maintenance of the intervention, and the cost associated with this maintenance.

The quality of reporting on RE-AIM indicators was calculated for each study with a possible score ranging from 0 to 21. Following criteria from previous RE-AIM reviews [31,35], the reporting quality was categorized as high, moderate, or low for studies scoring 15-21, 8-14, or less than 8, respectively.

Results

Review Process
A flow diagram of the selection process of the paper is provided in Figure 1.

The electronic database and external reference list searches produced 691 records after removal of duplicates. Title screening excluded 643 records leaving 48 abstracts that were examined, with 14 selected for full review. Two papers reported on findings from the same trial, one reported on the efficacy of the intervention to improve physical and psychological outcomes postintervention [36] and the other reported the 12-month follow-up assessment [37]. Both papers were included, but the methodology and findings were presented as one study. Another paper was a secondary analysis exploring the association of age, sex, and cancer stage on patient-reported outcomes postintervention [38]. This analysis did not include a comparative group and was therefore excluded from the review. Two other studies met the inclusion criteria, but their interventions combined two delivery modes (Web-based and telephone-based), and outcome data were not reported by delivery mode [39,40]. As effect size, attrition, and adherence rates for the Web-based group were not available, these latter studies were also excluded.

In total, 11 papers reporting 10 studies were included in the analysis.

Study Characteristics
Table 1 provides a description of the study design, Table 2 provides a description of the participant characteristics, and Table 3 provides a description of the intervention and control conditions and a summary of intervention adherence, attrition rates, and overall outcome for each study.

Studies were published from 2008 and conducted in Sweden (n=3) [43,44,49], Canada (n=2) [41,45], the United States (n=2) [42,46], the Netherlands (n=1) [36], Ireland (n=1) [47], and Germany (n=1) [48]. Out of these, 8 studies were RCTs [36,42-45,47-49] and two were quasi-experimental designs [41,46]. Most studies involved female participants with an overall mean of 74.8%, ranging between 46.3% (150/324) [36] and 98% (77/78) [42]. The overall mean age of participants was 45 years (mean age range: 36-57.6 years). Three studies comprised active comparison groups, including the same MBI intervention to improve physical and psychological outcomes from the same trial, one reported on the efficacy of the program (n=1) [47], wait-list (n=2) [41,45], or usual care (n=2) [36,46]. One study involved two comparison groups [41].
Chronic conditions examined in studies included chronic pain (n=3) [41,47,49], fibromyalgia (n=1) [42], heart disease (n=1) [36], cancer post-treatment (n=1) [45], anxiety disorder (n=1) [43], major depressive disorder (n=1) [44], residual depressive symptoms (n=1) [46], and psychosis (n=1) [48].

Primary outcome measures assessed pain or pain-related concepts (eg, pain interference, pain catastrophizing, pain-coping efficacy, and pain acceptance) in 4 studies [41,42,47,49]; depression in 3 studies [44,46,48]; distress in 2 studies [47,49]; and exercise capacity [36], anxiety [43], and mood disturbance [45] in one study each. In addition, 5 studies did not distinguish a primary outcome measure from their overall measures [41,42,47,49], which included constructs related to stress, affect, and quality of life. Study duration ranged from 6 weeks [42,48] to 12 months [36], with half of the studies including follow-up assessments [36,43,44,46,47] that ranged from 10 weeks [46] to 12 months [36]. Four studies assessed the participants’ mindfulness scores [45-47,49].

Duration of the interventions ranged from 6 [42,47,48] to 10 weeks [41], with half of the interventions conducted for 8 weeks [43-46,49]. Most studies demonstrated a benefit of the internet-supported MBI compared with a control condition [36,41-43,45,46,49]. However, in one study where the intervention was compared with two different conditions (wait-list and face-to-face MBI) [41], the intervention and the face-to-face MBI groups showed improvements in mental health–related quality of life, pain catastrophizing, and usual level of pain when compared with the wait-list group. No significant difference was observed between the intervention and face-to-face MBI groups. Similarly, 3 other studies [44,47,48] did not observe any difference between the intervention and control conditions, which were either active [44,48] or psychoeducational [47] conditions. In one study, a self-help manual about progressive muscle relaxation with audio files was emailed to the participants. The program showed to be as effective at improving depressive and obsessive-compulsive symptoms in people with psychosis as the MBI [48]. In another study, a pain management psychoeducational program and an MBI, comparable in delivery mode, structure, and time commitment, were both effective in improving pain-related outcomes and subjective well-being in people living with chronic pain [47]. In the third study, a subgroup analysis found that the intervention, a Web-based MBCT, worked better than the control condition among participants with milder depression, whereas the control condition, a behavioral activation program, had a greater effect on people with severe depression [44].
Adherence to the intervention was reported in 9 of the 10 studies, but the measure of adherence varied, from objective measures, such as the number of diaries or questionnaires completed, the number of Web-based clicks, or videoconference sessions attended, to participant self-report. In addition, adherence rate description was also varied, reported as either the mean proportion of sessions completed, the proportion of participants who completed all sessions or viewed all pages, or those who completed at least half of the program. Table 4 describes how intervention adherence was measured and defined in each study.

Attrition rates at postintervention follow-up ranged from 11% [43] to 62% [46] in the intervention groups, whereas attrition rates among the control conditions ranged between 0% [45,46] and 49% [41].

Digital Features of the Interventions

Table 5 presents the main digital characteristics used in each intervention. Eight of the ten studies maintained the structure of in-person MBIs from which they were derived (ie, suggested a sequence of sessions or modules and recommendations for daily practice) [36,41-43,45-47,49]. However, the format was modified to match the way the internet-delivered interventions were typically applied, which resulted in briefer sessions and shorter meditation practices. The following section describes the digital features of each intervention based on their mode of delivery.

Table 1. Study design.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Study design</th>
<th>Time points</th>
<th>Primary outcome measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gardner-Nix et al, 2008 [41]</td>
<td>QE</td>
<td>Pre, post</td>
<td>Physical and mental quality of life, pain catastrophizing, usual pain level, and pain-related suffering</td>
</tr>
<tr>
<td>Davis and Zautra, 2013 [42]</td>
<td>RCT</td>
<td>Pre, daily for 6 weeks</td>
<td>Pain and pain coping efficacy, positive and negative affect, social activity engagement, loneliness, family stress, stress coping efficacy, and family enjoyment</td>
</tr>
<tr>
<td>Boettcher et al, 2014 [43]</td>
<td>RCT</td>
<td>Pre, post, 6-month follow-up</td>
<td>Anxiety</td>
</tr>
<tr>
<td>Ly et al, 2014 [44]</td>
<td>RCT</td>
<td>Pre, post, 6-month follow-up</td>
<td>Depression</td>
</tr>
<tr>
<td>Zernicke et al, 2014 [45]</td>
<td>RCT</td>
<td>Pre, post</td>
<td>Mood disturbance^c</td>
</tr>
<tr>
<td>Dimidjian et al, 2014 [46]</td>
<td>QE</td>
<td>Pre, post, 10-weeks follow-up (FU1), 6-month follow-up (FU2)</td>
<td>Depression</td>
</tr>
<tr>
<td>Younge et al, 2015 [36]; Gotink et al, 2017 [37]</td>
<td>RCT</td>
<td>Pre, post, 12-month follow-up</td>
<td>Exercise capacity</td>
</tr>
<tr>
<td>Dowd et al, 2015 [47]</td>
<td>RCT</td>
<td>Pre, post, 6-month follow-up</td>
<td>Pain interference and distress</td>
</tr>
<tr>
<td>Moritz et al, 2015 [48]</td>
<td>RCT</td>
<td>Pre, post</td>
<td>Paranoia, obsessive-compulsive disorder, depression, and psychic experience scale</td>
</tr>
<tr>
<td>Henriksson et al, 2016 [49]</td>
<td>RCT</td>
<td>Pre, post</td>
<td>Pain intensity, pain acceptance, interference or suffering caused by pain, mindfulness, affective distress, life satisfaction, and life control</td>
</tr>
</tbody>
</table>

^aQE: quasi-experimental.  
^bRCT: randomized controlled trial.  
^cPrimary outcome was feasibility, but sample size was calculated with adequate power to reducing mood disturbance (secondary outcome).

Table 2. Participant characteristics.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Participant condition</th>
<th>Country</th>
<th>Females, n (%)</th>
<th>Age, mean (SD or range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gardner-Nix et al, 2008 [41]</td>
<td>Chronic pain</td>
<td>Canada</td>
<td>162 (75.3)</td>
<td>52 (32-79)</td>
</tr>
<tr>
<td>Davis and Zautra, 2013 [42]</td>
<td>Fibromyalgia</td>
<td>United States</td>
<td>77 (98)</td>
<td>46.14 (22-81)</td>
</tr>
<tr>
<td>Boettcher et al, 2014 [43]</td>
<td>Anxiety disorders</td>
<td>Sweden</td>
<td>65 (71)</td>
<td>38 (10.3)</td>
</tr>
<tr>
<td>Ly et al, 2014 [44]</td>
<td>Major depressive disorder</td>
<td>Sweden</td>
<td>57 (70)</td>
<td>36 (10.8)</td>
</tr>
<tr>
<td>Zernicke et al, 2014 [45]</td>
<td>Cancer recovery</td>
<td>Canada</td>
<td>45 (73)</td>
<td>57.6 (10.8)</td>
</tr>
<tr>
<td>Dimidjian et al, 2014 [46]</td>
<td>Residual depressive symptoms</td>
<td>United States</td>
<td>146 (73.0)</td>
<td>47.4 (11.43)</td>
</tr>
<tr>
<td>Younge et al, 2015 [36]; Gotink et al, 2017 [37]</td>
<td>Heart disease</td>
<td>The Netherlands</td>
<td>150 (46.3)</td>
<td>43.2 (27.5)</td>
</tr>
<tr>
<td>Dowd et al, 2015 [47]</td>
<td>Chronic pain</td>
<td>Ireland</td>
<td>112 (90.3)</td>
<td>44.5 (12.3)</td>
</tr>
<tr>
<td>Moritz et al, 2015 [48]</td>
<td>Psychosis</td>
<td>Germany</td>
<td>52 (58)</td>
<td>37.7 (9.7)</td>
</tr>
<tr>
<td>Henriksson et al, 2016 [49]</td>
<td>Chronic pain</td>
<td>Sweden</td>
<td>100 (93.5)</td>
<td>51 (9.3)</td>
</tr>
<tr>
<td>Reference</td>
<td>Control description</td>
<td>Intervention Type</td>
<td># of sessions, duration in weeks (intention)</td>
<td>Outcomes</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------------</td>
<td>-------------------</td>
<td>---------------------------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>Gardner-Nix et al, 2008 [41]</td>
<td>Active control on-site (C1) wait-list (C2)</td>
<td>MBCPM&lt;sup&gt;a&lt;/sup&gt;</td>
<td>10 sessions per 10 weeks</td>
<td>Adherence to intervention, n (%)</td>
</tr>
<tr>
<td>Davis and Zautra, 2013 [42]</td>
<td>Active control (health tips)</td>
<td>MSER&lt;sup&gt;e&lt;/sup&gt;</td>
<td>12 modules per 6 weeks</td>
<td>Completed all modules, 19 (49)</td>
</tr>
<tr>
<td>Boettcher et al, 2014 [43]</td>
<td>Active control (discussion forum)</td>
<td>MBI&lt;sup&gt;g&lt;/sup&gt;</td>
<td>16 hours per 8 weeks</td>
<td>All exercises completed on average, 46%</td>
</tr>
<tr>
<td>Ly et al, 2014 [44]</td>
<td>Active control (behavioral activation)</td>
<td>MBCT&lt;sup&gt;i&lt;/sup&gt;-inspired</td>
<td>8 weeks</td>
<td>Full adherence, 32 (78)</td>
</tr>
<tr>
<td>Zernicke et al, 2014 [45]</td>
<td>Wait-list</td>
<td>MBCR&lt;sup&gt;j&lt;/sup&gt;</td>
<td>8 sessions per 8 weeks + 6 hours online silent retreat</td>
<td>Completed at least half the program (including retreat), 25 (83)</td>
</tr>
<tr>
<td>Dimidjian et al, 2014 [46]</td>
<td>Usual care</td>
<td>MBCT-inspired</td>
<td>8 sessions per 8 weeks</td>
<td>Completed all 8 sessions, 42 (42)</td>
</tr>
<tr>
<td>Younge et al, 2015 [36]; Gotink et al, 2017 [37]</td>
<td>Usual care</td>
<td>MBSR&lt;sup&gt;k&lt;/sup&gt;-inspired</td>
<td>12 weeks</td>
<td>Completed at least half of the program, 115 (53.5)</td>
</tr>
<tr>
<td>Dowd et al, 2015 [47]</td>
<td>Psychoeducational</td>
<td>MBCT-inspired</td>
<td>12 sessions per 6 weeks</td>
<td>Viewed all sessions, 17 (74)</td>
</tr>
<tr>
<td>Moritz et al, 2015 [48]</td>
<td>Active control (progressive muscle relaxation)</td>
<td>MBI</td>
<td>6 weeks</td>
<td>Fully read the manual, 23 (61)</td>
</tr>
<tr>
<td>Henriksson et al, 2016 [49]</td>
<td>Active control (online forum)</td>
<td>MBSR-inspired</td>
<td>16 hours per 8 weeks</td>
<td>Completed full program, 18 (50)</td>
</tr>
</tbody>
</table>

<sup>a</sup>MBCPM: mindfulness-based chronic pain management.
<sup>b</sup>NR: not reported.
<sup>c</sup>Greater than wait-list, but not greater than onsite comparison group.
<sup>d</sup>I: intervention.
<sup>e</sup>MSER: mindful socioemotional regulation.
<sup>f</sup>C: control.
<sup>g</sup>MBI: mindfulness-based intervention.
<sup>h</sup>FU: follow-up.
<sup>i</sup>MBCT: mindfulness-based cognitive therapy.
<sup>j</sup>MBCR: mindfulness-based cancer recovery.
<sup>k</sup>MBSR: mindfulness-based stress reduction.
Table 4. Study definitions of intervention adherence and adherence rates.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Adherence defined as</th>
<th>Adherence rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gardner-Nix et al, 2008 [41]</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Davis and Zautra, 2013 [42]</td>
<td>Number of diaries completed(^a)</td>
<td>49% completed all modules</td>
</tr>
<tr>
<td>Boettcher et al, 2014 [43]</td>
<td>Number of clicks</td>
<td>46% of the mindfulness exercises completed</td>
</tr>
<tr>
<td>Dimidjian et al, 2014 [46]</td>
<td>Self-report</td>
<td>42% completed all sessions</td>
</tr>
<tr>
<td>Ly et al, 2014 [44]</td>
<td>At least one reflection emailed per week</td>
<td>78% completed all sessions</td>
</tr>
<tr>
<td>Zernicke et al, 2014 [45]</td>
<td>Number of videoconference sessions attended</td>
<td>83% completed at least half the program</td>
</tr>
<tr>
<td>Dowd et al, 2015 [47]</td>
<td>Self-report</td>
<td>74% viewed all sessions</td>
</tr>
<tr>
<td>Moritz et al, 2015 [48]</td>
<td>Self-report</td>
<td>61.5% fully read the manual</td>
</tr>
<tr>
<td>Younge et al, 2015 [36]</td>
<td>Number of assignments completed</td>
<td>53% completed at least half of the program</td>
</tr>
<tr>
<td>Henriksson et al, 2016 [49]</td>
<td>Self-report and verified by user-logged data</td>
<td>50% completed the full program</td>
</tr>
</tbody>
</table>

\(^a\)Payment incentives for completing each diary.

Table 5. Digital features of internet-delivered mindfulness-based interventions.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Delivery mode</th>
<th>Navigational format</th>
<th>Automated communication</th>
<th>Additional material</th>
<th>Nondigital features</th>
<th>Level of facilitator involvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gardner-Nix et al, 2008 [41]</td>
<td>Videoconference</td>
<td>Tunneled</td>
<td>N/A(^a)</td>
<td>CD</td>
<td>N/A</td>
<td>High</td>
</tr>
<tr>
<td>Davis and Zautra, 2013 [42]</td>
<td>Email-based</td>
<td>Tunneled</td>
<td>N/A</td>
<td>Animations and audios</td>
<td>N/A</td>
<td>Low</td>
</tr>
<tr>
<td>Boettcher et al, 2014 [43]</td>
<td>Web-based</td>
<td>Tunneled</td>
<td>Follow-up email</td>
<td>Video and audios</td>
<td>N/A</td>
<td>None (self-guided)</td>
</tr>
<tr>
<td>Dimidjian et al, 2014 [46]</td>
<td>Web-based</td>
<td>Flexible</td>
<td>N/A</td>
<td>Videos and audios</td>
<td>N/A</td>
<td>None (self-guided)</td>
</tr>
<tr>
<td>Ly et al, 2014 [44]</td>
<td>Web-based(^b)</td>
<td>Flexible</td>
<td>N/A</td>
<td>Audios</td>
<td>N/A</td>
<td>Medium</td>
</tr>
<tr>
<td>Zernicke et al, 2014 [45]</td>
<td>Videoconference</td>
<td>Tunneled</td>
<td>N/A</td>
<td>Videos, audios, headphones, and webcam</td>
<td>N/A</td>
<td>High</td>
</tr>
<tr>
<td>Dowd et al, 2015 [47]</td>
<td>Web-based</td>
<td>Flexible</td>
<td>Email reminders</td>
<td>Videos and audios</td>
<td>N/A</td>
<td>None (self-guided)</td>
</tr>
<tr>
<td>Moritz et al, 2015 [48]</td>
<td>Email-based</td>
<td>Flexible</td>
<td>N/A</td>
<td>Intervention manual (PDF) and audio files</td>
<td>N/A</td>
<td>None (self-guided)</td>
</tr>
<tr>
<td>Henriksson et al, 2016 [49]</td>
<td>Web-based</td>
<td>Flexible</td>
<td>Email reminders + follow-ups</td>
<td>Videos and audios</td>
<td>N/A</td>
<td>None (self-guided)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

\(^b\)The intervention was delivered through a mobile app for iPhone owners or through a mobile phone–based app for other mobile phones.

**Web-Based Interventions**

Web-based interventions were the most common mode of delivery with six interventions out of ten being accessible through websites [36,43,44,46,47,49]. One of these interventions was described as a mobile phone–based app [44], where the intervention was accessible through participants’ mobile phones. All six interventions offered meditation audio files and five offered a flexible navigational format [36,44,46,47,49]. Email reminders and follow-up messages were common features of these interventions, with four studies using automated email functionality [36,43,47,49] and one using therapist-initiated email [44]. Five of the 6 Web-based interventions were self-guided.

**Email-Based Interventions**

Two studies delivered the intervention via email, with one allowing for a flexible navigational format [48] and the other using a tunneled format [42]. In the former, participants were emailed a link to download a 15-page manual and four audio files providing instructions for meditation tasks. The study was self-guided, and there was no interaction with participants for...
the duration of the study period (6 weeks). In the latter study, participants were emailed one module of the intervention at a time, following completion of a diary. The material in each module was delivered via Adobe Presenter, which allowed visual presentation of texts and animated pictures that accompanied an audio recording of module content. Participants were also provided with audio recordings of mindfulness meditations and were encouraged to access the meditation daily.

**Videoconference Intervention**

Two studies offered MBI through a videoconferencing mode [41,45], which allowed for a synchronous delivery of the intervention and most closely resembled in-person formats. Both programs consisted of weekly 2-hour sessions and the provision of meditation audio files. However, in one study [41], the intervention took place at the participant’s local hospital, whereas in the other study [45], participants accessed the intervention from their home through a Web-based educational platform that simulated a virtual classroom, where participants could see, hear, and interact in real time with other group members and the instructor. These two studies required a high level of facilitator involvement.

**Internal and External Validity Indicators**

Table 6 provides the proportion of internet-supported MBI studies reporting on RE-AIM dimensions and indicators.

**Reach**

Reach was the second most reported dimension at 66%. Studies consistently reported on the methodology for recruiting participants. Some studies recruited participants from known target populations, such as medical records [46], population registries [45,47], or outpatient clinics [36,41,49], and others employed a convenience sampling approach through the use of media outreach with Web-based and/or newspaper advertisements [42-45,48].

Inclusion and exclusion criteria were also regularly reported with only one study providing minimal description [41]. Two studies targeted mindfulness meditation–naive participants and specifically excluded individuals with previous experience [43,45]. All studies reported on sample size, which ranged from 53 to 324 with a median of 99. Only 3 studies out of 10 provided information about participation rates [36,45,47], which were 31%, 36%, and 10%, respectively. None of the studies indicated the degree to which study samples were representative of a wider population; however, one study compared the baseline scores of the study sample on the mental component of a health-related quality of life questionnaire (SF-36v2) with the national population [41]. The mental health components comprised vitality, role emotional, social functioning, and mental health domains. These scores were 1.5 to 2 SDs below the average values of the national (US) population.

**Efficacy/Effectiveness**

With an overall of 75% indicators reported, efficacy or effectiveness was the most reported dimension across the studies. Changes in primary outcomes and attrition were described in all studies, but only half reported results of at least one follow-up [36,43,44,46,47], with 6-month follow-up being most common. Intention-to-treat analysis was used by majority of the studies (9 out of 10), one study reported on present-at-follow-up data [41], and one study reported on both intention-to-treat and completer analysis [36].

Most studies (n=7) reported on efficacy or effectiveness, with two [43,45] reporting on efficacy and five on effectiveness [36,41,42,48,49]. Six studies reported on quality of life or potential negative outcomes [36,41,43,44,47,49]. Five studies reported on interventions that improved participants’ quality of life [41,43,44,47,49], and one found no effect [36]. No negative outcomes were reported.

Only four studies examined changes in mindfulness as a result of their interventions. Of those, three studies reported an improvement in participants’ mindfulness scores [45,46,49], whereas one study reported a decrease [47].

**Adoption**

Adoption was the least reported dimension at 12%. Two studies described the staff who delivered the intervention—a trained research assistant [42], a study investigator, and a medical secretary [36]. Two other studies provided the level of expertise of the staff who delivered the intervention—a final year masters-level psychology student [44] and a clinician specialized in behavioral medicine with 15 years of experience in teaching MBSR [45]. Studies did not report on the identification of staff who delivered the intervention, inclusion and exclusion criteria of the delivery agent, or the adoption rate of the delivery agent.

Three studies described the intervention location—local hospitals [41], an outpatient clinic [36], and a cancer center [45]. Inclusion and exclusion criteria and adoption rate of settings were not reported.

**Implementation**

The mean proportion of reporting on implementation indicators was 63%. Intervention duration and frequency were reported by all studies. Nine out of ten studies reported on the extent to which the protocol was delivered as intended, but the cost of implementation was not reported in any study. Two studies offered monetary incentives to intervention participants by way of a gift voucher at enrolment [46] or a payment per returned diary [42].

**Maintenance**

Maintenance was the second least reported dimension at 17%. Half of the studies reported on outcome assessments at 6 months following the intervention.

Program-level maintenance and its associated costs were not reported in any study.

**Overall Quality of Reporting on RE-AIM Indicators**

The average reporting score was 9.4 out of 21, with scores ranging from 7 to 13. Two studies had low reporting quality, both with a score of 7 [41,48], and the other studies had moderate reporting quality with scores ranging from 8 [42,49] to 13 [36]. No study had a high reporting quality.
Table 6. Proportion of internet-delivered mindfulness-based intervention studies reporting on RE-AIM (reach, efficacy/effectiveness, adoption, implementation, maintenance) dimensions and indicators (N=10).

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Studies reporting, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reach</strong></td>
<td></td>
</tr>
<tr>
<td>1. Methods to identify target population</td>
<td>10 (100)</td>
</tr>
<tr>
<td>2. Inclusion criteria</td>
<td>10 (100)</td>
</tr>
<tr>
<td>3. Exclusion criteria</td>
<td>9 (90)</td>
</tr>
<tr>
<td>4. Participation rate</td>
<td>3 (30)</td>
</tr>
<tr>
<td>5. Representativeness</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Average across reach indicators</td>
<td>6.6 (66)</td>
</tr>
<tr>
<td><strong>Efficacy/effectiveness</strong></td>
<td></td>
</tr>
<tr>
<td>6. Measures or results for at least one follow-up</td>
<td>5 (50)</td>
</tr>
<tr>
<td>7. Intent-to-treat analysis</td>
<td>9 (90)</td>
</tr>
<tr>
<td>8. Quality-of-life or potential negative outcomes</td>
<td>6 (60)</td>
</tr>
<tr>
<td>9. Percent attrition</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Average across efficacy/effectiveness indicators</td>
<td>7.5 (75)</td>
</tr>
<tr>
<td><strong>Adoption</strong></td>
<td></td>
</tr>
<tr>
<td>10. Description of the intervention location</td>
<td>3 (30)</td>
</tr>
<tr>
<td>11. Description of staff who delivered the intervention</td>
<td>2 (20)</td>
</tr>
<tr>
<td>12. Method to identify staff who delivered the intervention (target delivery agent)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>13. Level of expertise of the delivery agent</td>
<td>2 (20)</td>
</tr>
<tr>
<td>14. Inclusion and exclusion of the delivery agent or setting</td>
<td>0 (0)</td>
</tr>
<tr>
<td>15. Adoption rate of the delivery agent or setting</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Average across adoption indicators</td>
<td>1.2 (12)</td>
</tr>
<tr>
<td><strong>Implementation</strong></td>
<td></td>
</tr>
<tr>
<td>16. Intervention duration and frequency</td>
<td>10 (100)</td>
</tr>
<tr>
<td>17. Extent of the protocol delivered as intended</td>
<td>9 (90)</td>
</tr>
<tr>
<td>18. Measures of the cost of implementation</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Average across implementation indicators</td>
<td>6.3 (63)</td>
</tr>
<tr>
<td><strong>Maintenance</strong></td>
<td></td>
</tr>
<tr>
<td>19. Assessed outcomes at 6 months or following post intervention</td>
<td>5 (50)</td>
</tr>
<tr>
<td>20. Indicators of program-level maintenance</td>
<td>0 (0)</td>
</tr>
<tr>
<td>21. Measures of the cost of maintenance</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Average across maintenance indicators</td>
<td>1.7 (17)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This review examined how digital features of internet-supported MBIs were related to the evidence of efficacy and intervention adherence and to which degree they informed capacity to translate into usual care using the RE-AIM framework. Since 2008, ten studies have examined the effects of an internet-delivered MBI on people with a chronic condition, with half of these studies published between 2014 and 2016. Findings indicated that internet-supported MBIs improved patient functioning for most outcome measures and were generally more effective than usual care or wait-list groups. Nevertheless, adherence to interventions was inconsistently and poorly defined and prevented robust comparison between studies. Self-guided interventions that allowed for flexible navigation of the program were as effective as facilitator-guided interventions, and more women with a chronic condition participated in an internet-supported MBI than men. This review also identified a number of reporting gaps within the RE-AIM framework, limiting the dissemination of internet-supported MBI research findings into practice.
Intervention Efficacy

Overall, internet-delivered MBIs were more effective than usual care or wait-list groups but not more effective than an active condition. This was demonstrated in three of the studies included in this review [44,47,48]. When an active control group was similar to the intervention delivery mode, time commitment, and attention, both the groups showed improved patient outcomes. This is an observation common to RCTs in general, where the type of control condition is known to affect study outcomes [50]. The extent to which participants in the active condition group were provided with a credible treatment rationale may have influenced their experience of that condition by generating positive expectations for improvement [51]. An intervention aiming to improve emotion-related outcomes using a mindfulness-based program is likely to trigger positive outcome expectations among individuals struggling to cope with a chronic condition. A usual care or wait-list group that serves as an untreated comparator would in those circumstances be more likely to experience a negative expectancy bias, which may translate into poorer outcomes [52]. Interestingly, a Web-based behavioral activation program was found to be more effective for people with severe depression than its MBI equivalent. The MBI was, however, more effective for individuals with lower levels of depression than the behavioral activation group [44]. As depressed individuals generally tend to experience concentration difficulties, distractibility, and problems with effortful cognitive processes [53], the authors of the latter study suggested that interventions requiring substantial cognitive functioning, such as attention control practice in MBIs, may not suit severely depressed participants. These findings suggest that the use of an active comparator could help to discern particular individual characteristics more sensitive to a mindfulness-based program.

Intervention Adherence

Adherence to the intervention was inconsistently defined across studies, which made comparison between studies difficult. This issue has previously been reported in other Web-based MBI reviews [6,7] and seems to endure across various types of behavioral Web-based research [54,55]. Adherence was broadly defined as the degree to which participants’ behavior followed the recommendations from those delivering the program [56]. However, a single measure of adherence was not always appropriate for complex interventions, such as MBIs, which combined multiple modalities including educational components, meditation exercises, and mindfulness practice, to which participants may differentially adhere [55,56]. For example, in a study assessing the efficacy of a mindfulness manual delivered by email, adherence was defined as the extent to which the manual was read by participants [48]. The mindfulness program described in the manual contained an introduction to the concept of mindfulness and an explanation of how mindfulness can be practiced. In addition, a CD was provided for meditation exercises. Although nearly two-thirds of the participants reported having fully read the manual, it is unclear to what extent formal and informal mindfulness exercises were practiced. It is also unclear whether participants correctly understood the concept of mindfulness. However, it is also important to note that behavior change prompted by internet-based interventions may not require sustained or in-depth engagement with the program, as some users may require only a short period of intense engagement to initiate a habit or learn a skill, whereas others may need longer periods and a more personalized approach [57]. This may partly explain the incongruity between low-adherence rates and improved outcome measures observed in this review (eg, [43,46]). Participants who deviated from the recommended MBI structure may have still benefited from some aspects of the intervention. Given the important role of each modality in MBIs (ie, educational, informal practice, and meditation exercises), reporting on a multimodal measurement of adherence would provide an understanding of which aspects of MBI impact effectiveness.

Gender Disparity

Findings from this review were informed mainly by female participants (75%), which was slightly higher than those in in-person MBI studies where the average number of female participants was 71% [58]. Previous research showed that Web-based health-seeking behavior was reported to differ by gender, where women were more inclined to seek emotional and social support and affirmation of their health-related beliefs and men were interested mainly in health-related information [59]. Given the central focus of MBIs in health research is emotion regulation, these interventions may intuitively have a stronger appeal to women than to men. Gender differences in determinants and patterns of health behavior should be taken into account at the intervention design stage to accommodate male and female preferences.

Digital Characteristics

The digital characteristics listed in this review reflected those reported by the individual studies and were not exhaustive [8,9]. The majority of interventions were self-guided, delivered through a Web or mobile app, and allowed for flexible navigation of the program. Other features such as presentation strategies, including page design principles, average amount of text on pages, and the presence of hyperlinks to other resources may not only further our understanding of features influencing engagement and behavior change but also improve the reproducibility of the intervention in other contexts [60]. This is particularly relevant for interventions with low to no facilitator involvement, as the impact of the intervention relies primarily on digital features. Features such as the provision of the same information through various channels (text, audio, and video) to accommodate individual learning preferences [61], automated reminders to meditate, invitations to provide reflection on personal practice, automated progression feedback, and a range of meditation files to choose from could optimize intervention effects and inform learning preferences of different cohorts.

Internal and External Validity

This review used the RE-AIM framework to assess factors potentially hindering the translation of findings to clinical practice. Recognizing the RCT and quasi-experimental nature of the studies included, a focus on aspects related to internal validity was observed. Most indicators of reach, efficacy/effectiveness, and implementation were frequently
reported across studies. However, within these domains, essential indicators of generalizability, sustainability, and cost-effectiveness were rarely or never reported. For example, within the Reach domain, data related to the representativeness of study population were seldom reported, as most studies failed to address denominators such as populations from which settings, health professionals, and patients were drawn. The absence of this information hinders an analysis of the potential representation of the sample with the general population [13]. It is recommended that future studies report beyond the characteristics of study participants by comparing them with those of people declining to participate. If the recruitment process occurs in health care settings where patients are individually introduced to the study, then characteristics of people declining could be collected either directly from them by explaining the importance of this information or from the organization’s database [13]. For online recruitment processes, existing databases such as population census data or national health surveys can be used to compare participants’ demographic characteristics to people in the same community [13].

Most studies reported whether the trial focused on efficacy or effectiveness and, in general, reported on indicators pertaining to these domains. The distinction between these two approaches lay in the objective of the study. Efficacy (or explanatory) studies aim to investigate, under strictly controlled conditions, the difference between two treatments, whereas effectiveness (or pragmatic) studies investigate how an intervention fares in real world settings [62]. Despite this theoretical difference, in behavioral research, efficacy and effectiveness studies are generally conducted in real world settings such as university teaching hospitals or community health clinics, involving actual patients with real health problems being treated in real health care services [52]. The type of real-world setting needs to be described to allow adequate interpretation of study outcomes and inform generalizability. In this regard, intervention location selection, description, and adoption rates were rarely reported indicators. In addition, although half the studies in this review reported on follow-up outcome assessments at 6 months or more, possible program adaptation and maintenance requirements were never discussed. Reporting on factors influencing intervention adoption and maintenance will help inform resource allocation, potential for program dissemination, and replication of interventions in other settings. Furthermore, none of the studies reported on aspects related to cost other than for participatory incentives [42,46]. Dissemination plans need to be informed by cost incurred at both organizational and individual levels. Understanding cost incurred by recruitment (eg, staff qualifications needed to recruit participants), technology, and program adaptation and maintenance (eg, fixing technical problems) will help organizations adequately evaluate dissemination opportunities. Furthermore, knowing about program data usage and the type of service plans and digital devices best suited for the program will inform future cost to participants, which will have an impact on reach and effectiveness of the intervention [60]. Hence, future RCTs need to report resources needed to conduct the study, as insight into financial consequences will have practical implications for dissemination.

Of note was that less than half of the studies used a mindfulness measure. This is, however, similar to in-person MBI research where mindfulness outcomes were assessed in only 45% of the studies [63]. In this review, studies did not propose a clear potential mechanism of action for mindfulness [34]. The extent to which mindfulness influences intervention outcomes remains unclear. To understand the mechanistic role of MBIs, it is suggested that studies consistently use mindfulness measures and report related outcomes within a proposed theoretical framework [64].

Limitations
This review has several limitations that need to be considered when interpreting the results. First, data extraction was conducted by a single reviewer, which may have introduced some assessment bias. Second, digital characteristics described in this review were limited by the type of studies and populations included. Other study designs, such as pre-post studies, among, for example, a general population may describe additional features. Third, this review focused on the quality of reporting across the RE-AIM framework, which is different from the usual efficacy-based reviews that have a greater focus on the internal quality of the studies by performing risk of bias assessments [65]. However, two recent reviews of Web-based MBIs that focused on efficacy found that the quality of most studies was satisfactory and the interventions had a positive effect size on patient-reported outcomes [6,7]. These reviews both completed risk of bias assessments.

Conclusions
Findings from this review suggest that self-guided MBIs and those with minimal facilitator involvement can help alleviate the psychological burden associated with chronic disease. Future research is recommended to compare these types of interventions with other more established evidence-based therapies to identify the population groups that would benefit most from internet-supported MBIs.
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